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ABSTRACT

Inaccurate representation of mixing in chemistry transport models strongly

influence the time evolution of all relevant trace gases and, in particular, the

qualitative determination of the stratosphere-troposphere exchange (STE). For

this reason, a physics-based numerical representation of mixing is required but

remains an uncertain piece for the atmospheric transport models. However, the

Lagrangian view of transport offers an alternative to exploit the numerical dif-

fusion for parametrization of the physical mixing rather than to find ways of

avoiding this effect.

Using the standard version of the Chemical Lagrangian Model of the Strato-

sphere (CLaMS) with mixing parametrization triggered by strong flow deforma-

tions, a remarkable Sudden Stratospheric Warming (SSW) case is investigated to

reexamine transport, especially mixing, through analyzing the variation of strato-

spheric composition and of the tracer-tracer correlations. The case study of SSW

demonstrates the intensified sub-seasonal variability of polar descent and tropical

upwelling, which further motivates the study of the long-term impact of SSWs

on the variability of the water vapor in the tropical lower stratosphere based on

a CLaMS 35-year run. A sub-seasonal SSW-associated dehydration effect in

the tropical lower stratosphere modulated by the two quasi-biennial oscillation

(QBO) phases is found. The cooling and drying at the tropical tropopause, as a

result of enhanced breaking of planetary waves in the subtropics during SSWs,

is more intensive in the easterly QBO phase than in the westerly QBO phase.

The extra-dehydration due to SSWs as well as the decadal variations of SSW

frequency has potentially contributed to the long-term variability of water vapor



in the lower stratosphere.

Although the current transport scheme in CLaMS shows good ability of rep-

resenting transport of tracers in the stably stratified stratosphere, it shows in-

sufficient representation of fast convective uplift and mixing due to weak ver-

tical stability in the troposphere. The CLaMS transport scheme was improved

by including the effects of vertical instability and the related convection using

the moist Brunt-Väisälä Frequency parametrizing the new tropospheric mixing.

The revised CLaMS one-year simulation show a reasonable representation of

convective patterns in the middle and upper troposphere. The extension of the

mixing scheme increases the tropospheric influence in the middle and upper tro-

posphere and at the same time enhances the STE in the UTLS region.
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Chapter 1

Introduction

1.1 Atmospheric mixing

What is mixing? It is difficult to give a straightforward definition. However, we
experience mixing everyday. When spraying perfume in a corner, the fragrance
can be smelt everywhere in the room a few minutes later. When dropping milk
and a sugar cube into coffee and stirring with a spoon, a cup of sweet milk-
coffee is prepared. We find: mixing begins with inhomogeneity and leads to
homogenization and secondly; mixing is irreversible. These features associate
mixing with diffusion, a net movement from a region of high concentration to
a region of low concentration. Diffusion is accomplished through a series of
unpredicted random motion. The random nature determines the irreversibility of
diffusion.

Diffusion is usually expressed as an amount of diffusing substance through
unit area within unit time, e.g. mass flux (in kg/ (m2· s)) or particle number
density flux (in 1/(m2· s)). A simple one-dimensional description of diffusion
flux density was proposed by Fick (1855) and is known as the first Fick’s law:

jdiff =−D
∂c
∂x

, (1.1)

where c denotes the concentration, of which the dimension is amount of sub-
stance per unit volume. Note that when the amount of substance is quantified in
molecule number, mass or mol, the concentration c is expressed in the unit of
1/m3, kg/m3 or mol/m3, respectively. This law relates the diffusion flux density
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( jdiff) to the concentration gradient (∂xc) and diffusion coefficient or diffusivity
D (in m2/s). Equation 1.1 states that diffusion flux density jdiff is proportional
to the concentration gradient ∂xc. And we can easily generalize Eq. 1.1 to three-
dimensions:

jdiff =−D ·∇c. (1.2)

Note that both the diffusion flux density and concentration gradient are three-
dimensional vectors. And consequently, the diffusion coefficient D is a tensor
that is given as a 3×3 symmetric matrix D (Onsager, 1931).

In absence of advection and turbulence, mixing due to molecular diffusion
is very slow. For example, the molecular diffusion coefficient D is of the order
of 1× 10−9 m2 /s (sugar diffusing into water). Using the relation of diffusion
coefficient D, time t and diffusion distance l as t ≈ (l2/D), we can estimate the
time for sugar being completely mixed with a cup of coffee (the depth of the
cup ≈5 cm) through ideally passive molecular diffusion is more than 20 days.
However, mixing in reality is mostly accompanied by flow motion itself, like the
stirring of a spoon, largely accelerating the mixing.

The Earth’s atmosphere has high Reynolds number (Re = UL/ν , where U
and L are typical velocity and spatial scales of the flow, respectively, and ν is
the viscosity). Thus, the atmosphere is a fluid full of multi-scale eddies. This
indicates that diffusion in the atmosphere is always related to and interacting
with complex flow motions. Both the motion of the flow itself and diffusion
contribute to the transport. Commonly, transport due to the motion of the flow
is called advective transport, which represents the reversible part of transport.
In contrast, mixing (diffusive transport) stands for the irreversible part of the
transport 1. The advective and diffusive part of transport can be related to each
other through the continuity equation.

We consider a chemical passive tracer in an air parcel with number density n
(in 1/m3) and molar mixing ratios µ (dimensionless). Noting that n = Nµ , where
N denotes the total number density of all molecules. The continuity equation for
the tracer can be written as:

∂tn+∇ · (j) = 0 (1.3)

where j denotes the flux density of the tracer.

1We will give a more precise definition of irreversibility in section 1.3
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By using the Reynolds averaging procedure (see e.g. Batchelor (1953)):

u = ū+u′ (1.4)

with u = (u,v,w) denoting the flow velocity, ū describing the mean (or resolved)
wind velocity vector and with u′ representing fluctuations (or unresolved), the
flux density j of the tracer is given as:

j = nu = jadv + jdiff = nū+nu′. (1.5)

Here, jadv(or nū) and jdiff (or nu′) express the advective flux and mixing (diffus-
ive) flux density, respectively. Recalling the one-dimensional Fick’s law (Fick,
1855; Hall and Plumb, 1994) (eq. 1.2) and expressing the concentration c by
number density n (in 1/m3), jdiff can be substituted as:

nu′ = D ·∇n = ND ·∇µ (1.6)

Consequently, the continuity equation (1.3) can be transformed to:

∂tn+∇ · (nū)+∇ · (ND ·∇µ) = 0. (1.7)

Hereby, the three parts, the internal change ∂tn, advective transport ∇ · (nū)
and diffusive transport ∇ · (ND ·∇µ), balance each other in the continuity equa-
tion. In particular, when replacing n with N and knowing the total mixing ratios
of all components must be one, the transport of all molecules is described by:

∂tN +∇ · (Nū) = 0. (1.8)

This indicates that the transport of total mass is determined only by advection
while the transport of a specific tracer is driven by advection as well as dif-
fusion. In other words, the advective transport changes the tracer distribution
through importing or exporting the total mass, which can be understood as the
reversible part of transport. In contrast, the diffusive transport (mixing) influ-
ences the tracer distribution through the internal exchange driven by unresolved
fluctuations. Hereby, this part of transport occurs irreversibly.
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Name Spatial distance Life span Example
Planetary scale >20000km weeks to seasons Planetary waves
Synoptic scale >2000km days to weeks Cyclones

Mesoscale 2km-2000km minutes to hours Thunderstorm
Microscale 2mm-2km seconds to minutes Eddies and turbulences

Molecular scale air molecules less than a second molecular diffusion

Table 1.1: Scales of atmospheric motion

1.2 Scales of atmospheric mixing

As we described in the last section: mixing begins with inhomogeneity and
leads to homogenization. The criterion of homogeneity (or inhomogeneity) is
based upon the finest structure that is concerned, resolvable or observable. At-
mospheric mixing is driven by the turbulent part of the flow. The turbulent part
of the flow can also be represented by the unresolved advective contributions
(e.g. stirring in a non-linear flow). Therefore, what is considered as mixing, to a
great extent, depends on the definition of the resolved and unresolved scales.

Atmospheric science spans a wide range of spatial scales (listed in Table
1.1) from planetary scale down to molecular scale. The finest structure that we
are able to measure, perhaps not accurately, in the atmosphere is the molecular
scale. Real physical atmospheric mixing happens on the molecular scale via
molecular diffusion. On the other hand, mixing at the molecular scale is driven
by micro-scale turbulence and eddies. Similarly, these micro-scale turbulences
and eddies are controlled by processes on even larger scales. The interaction
among eddies on different scales was nicely described in a poem by Richardson2.
This eddy-eddy interactions are bonded through turbulence kinetic energy (TKE)
that transfers from larger eddies to smaller eddies and finally dissipates, which is
called turbulent energy cascade. Figure 1.1 shows a TKE spectrum as a function
of wave-number. Following the turbulent energy cascade theory, we can further
understand the irreversibility of mixing: the flow of energy is in one direction
and dissipates through viscosity on the finest scale that is not reversible.

In the atmosphere, large-scale dynamical and thermal processes supply the
energy for small-scale turbulences, which are expected to drive non-linear beha-

2‘Big whirls have little whirls / Which feed on their velocity, / And little whirls have lesser
whirls / And so on to viscosity.’
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flow of 
energy

Figure 1.1: A Turbulence Kinetic Energy (TKE) spectrum illustrates the turbu-
lent energy cascade: the energy from external forces excites the large eddies
and is gradually passed to ever smaller eddies, all the way to a minimum scale
where the energy is ultimately dissipated by molecular viscosity. The figure was
adapted from Stull (1988).

vior on smaller scales. That means, some phenomenons in the atmosphere trig-
gering turbulences play the role of ‘mixer’, or recalling the example of stirring
milk into coffee, as a spoon. In the following, we discuss three phenomenona
which are mainly associated with atmospheric mixing: interaction between the
atmosphere and the Earth’s surface, wind shear and convection caused by heating
on the surface.

• Interaction between the atmosphere and the Earth’s surface:
The planetary boundary layer (PBL) is characterized by the complex in-
teraction between the Earth’s surface and the atmosphere. The depth of
PBL is determined by heating of the surface and ranges from 1 km to 4
km. Within the PBL, the atmosphere directly responds to the Earth’s sur-
face through mechanical processes such as friction drag as well as thermal
processes e.g. solar radiation and long-wave radiation from the surface.
Both mechanical and thermal processes produce turbulence and various-
sized eddies. As a result, the mixing driven by small-scale turbulence
and eddies within the PBL is strong, efficient and fast. And the intensity
and rapid turbulent mixing significantly influences the dispersion and di-
lution of pollution originating at the ground. The mixing within the PBL
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is a complicated processes connecting a multitude of temporal and spatial
scales. Here, we will not study the mixing in the PBL to avoid the dif-
ficulty of tracer sources and sinks in the PBL. To avoid this problem, all
relevant tracers in this study are prescribed in the PBL by using climatolo-
gies based on observations.

• Wind shear:
In general, wind shear includes the change of both wind speed and direc-
tion and exists both at horizontal and at vertical dimensions. In order to
simplify the question how mixing is driven by a sheared flow, we consider
a spherical Gaussian plume in a 2-D linear sheared flow with a shear rate
s (Konopka, 1995). We refer to mixing when the plume becomes indistin-
guishable from the background atmosphere, which also can be understood
as irreversibly losing its identity. The criterion of the dispersion signific-
ance is expressed as the ratio between major and minor axes of the plume
and once this ratio exceeds a critical number, the plume dissipates. Here
we interpret this ratio between major and minor axes of the plume as the
aspect ratio α = σM/σm: the major axis indicates the horizontal scale and
the minor axis indicates the vertical scale of the atmospheric variabilit-
ies. As shown in Figure 1.2, in a sheared flow, the spherical Gaussian
plume becomes elongated as well as rotated. The major and minor axes
of the plume at first are identical and then the aspect ration grows with
time like α = (st)2 (Konopka, 1995). Before the dissipation happens, we
can see the plume still keeps its identity and is distinguishable from the
background. Thus, this part of deformation is reversible, that is, as we in-
troduced earlier, the advective transport. In contrast, once the dissipation
happens, the plume loses its identity and merges into the background, an
obviously irreversible process. This is what we defined as mixing or the
diffusive part of transport.

Although the mixing driven by 2-D sheared flow is a simplified picture,
the atmospheric mixing is mainly driven by horizontal deformation when
the flow is characterized by strong stratification. This is determined by
the vertical thermal structure. In general, the troposphere is weakly strat-
ified where convection frequently occurs whereas the stratospheric flow
is highly statically stable. Consequently, the vertical mixing driven by
convection is of importance in the troposphere while the mixing in the
stratosphere is almost horizontal within a certain layer.
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DissipationDispersion

s

_M _m

_M
_m

Figure 1.2: A simple example of mixing in 2-D sheared flow: dispersion and

dissipation of a spherical Gaussian plume.

• Convection:

Convection in the atmosphere is generated by density differences due to

temperature gradients, e.g. when the lower parts of the atmosphere heat

up, the atmosphere can become convectively unstable. Generally, convec-

tion occurs on a large range of scales. The convection we refer to is the

moist convection mainly driven by the latent heat release. Moist convec-

tion contains intensive mass exchanges more vertically than horizontally,

which embraces but is not limited to updraft, downdraft, chaotic advection

and small-scale turbulence. Deep convection is an efficient process for fast

transport of boundary layer air to the upper troposphere (e.g., Gidel, 1983;

Dickerson et al., 1987; Pickering et al., 1988; Danielsen, 1993; Houze
et al., 2007). The vertical velocity in the convective updraft can reach 10

m/s that can lift up air parcels from the boundary layer up to the upper tro-

posphere within several hours. Causing intensive vertical transport, con-

vection also induces strong mixing that tries to homogenize or re-distribute

tracers within certain convective regions. As a result, the vertical gradient

of species can be strongly influenced by convective transport, mixing and

chemistry of short-lived tracers.
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Many studies have suggested that convection is an important process
for tropospheric chemistry and stratosphere-troposphere exchange (STE)
(e.g., Gidel, 1983; Dickerson et al., 1987; Gray, 2003; Hegglin et al.,
2004). However, convection is a sub-grid process (typical horizontal scale
range from several kilometers to tens of kilometers), which is currently
one of the most uncertain part of all global atmosphere models. Its spa-
tial and temporal scales are too small and too short so that these scales
can not be explicitly resolved and can only be represented by different
cumulus parametrizations (see Arakawa (2004) for a review). Different
convection parametrizations introduce significant differences of vertical
velocities, convective mass fluxes and result in uncertainties in climate
predictions (e.g., Rybka and Tost, 2014) Besides the obvious disagree-
ment among the datasets (e.g. NCEP reanalysis, ERA-interim reanalysis,
TRMM satellite observations), serious inconsistencies exist between sub-
grid convection and the large-scale grid state in current reanalysis data set
(e.g., Newman et al., 2000; Chan and Nigam, 2009; Wright and Fueg-
listaler, 2013). Thus, it is extremely difficult to quantify in the models the
mass exchange and mixing induced by convection. Chapter 4 will show a
modification of the trajectory module and a new vertical mixing scheme,
which aim to mimic the tracer transport induced by convection, implemen-
ted in CLaMS.

1.3 Lagrangian realization of transport

Many efforts have been made to find the best numerical solution of the con-
tinuity equation (1.7) that describes the atmospheric transport. As shown in Fig-
ure 1.3, Eulerian and Lagrangian perspectives are two different views to describe
atmospheric transport. The Eulerian frame describes the changes of fluid from
a perspective of fixed location (a grid). The Lagrangian perspective follows an
individual fluid parcel (air parcel in the atmosphere) and records its composi-
tion. From the Lagrangian perspective, if every fluid parcel can be tracked and
recorded, the whole state of the fluid can be perfectly described.

Differently from fixed grids defining the Eulerian framework, the Lagrangian
view consists of grids moving with flow. In the following, we describe the mov-
ing and irregular Lagrangian grid as ‘air parcels’. A Lagrangian air parcel refers
to such an air mass small enough that its volume is negligible but at the same
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320 K

350 K

360 K
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Tropopause

High Latitudes
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x

z

Δz

Δz

zΔ xΔ

α= r r

Figure 1.3: Eulerian grid fixed in space versus Lagrangian grid moving with the
flow. The bold black points denote the air parcels which can be understood as
small, pivotal points fixed either in space (Euler) or in the fluid (Lagrange). In
both frames of reference, the horizontal and vertical resolutions ∆x (or r = ∆r
describing the 2D horizontal distance between the air parcels) and ∆z should be
consistently chosen. The plot is provided by Dr. P. Konopka.

time containing enough molecules to represent the properties of the atmosphere,
such as temperature, density etc. In both frameworks, the properties of a certain
grid point represent the mean properties of the atmosphere within the volume of
the grid cell.

From a Lagrangian point of view, the air parcel follows the flow and thus ū =
0 can be assumed. Consequently, the advection transport flux in the continuity
equation (1.7) is zero. Then for a tracer in a Lagrangian air parcel, Eq.1.7 can be
simplified as :

∂tn+∇ · (ND ·∇µ) = 0, (1.9)

whereas the path of each air parcel, r(t), is the solution of the trajectory equation,
i.e.

dr(t)
dt

= u(r(t), t), r(0) = r0 (1.10)

with u = ū being the prescribed (advective) velocity field. Eq. 1.9 describes the
changes of composition within the air parcel which are only determined by the
diffusive part of transport. When assuming no diffusion (D = 0), the mixing
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t=t +  t0

t=t0

Advection
(reversible)

Mixing
(irreversible)

Δ

Figure 1.4: Lagrangian transport can be understood as a consecutive sequence of
advection (trajectories driven by the wind) and mixing (mass exchange between
adjacent air parcels). Whereas advection is reversible (i.e. a backward traject-
ory driven by the reversed velocity field exactly reproduces the starting point),
mixing defines the irreversible part of transport (i.e. after mixing the original
mixing ratios of the air parcel cannot be reproduced). Figure is provided by Dr.
P. Konopka.

ratios are constant along the trajectory. Hereby, atmospheric transport can be
directly divided into advection (Eq. 1.10) and mixing (Eq. 1.9) from the Lag-
rangian perspective. The advection and mixing is schematically shown in Fig-
ure 1.4. Advection, the reversible part of transport, can be described by the 3-D
trajectory driven by the wind. Mixing, the irreversible part of transport, can be
parameterized in terms of D. Therefore the Lagrangian view provides possibility
of explicitly describing the physical mixing through parametrization.

In fact, the mixing in the atmosphere is extremely inhomogeneous both in
time and space. Accordingly, D is a function of spatial variables x, y, z, and time
variable t :

D = D(x,y,z, t). (1.11)

Recalling the assumption we make when deriving Eq. 1.6, the diffusion coeffi-
cient D is caused by fluctuations u′. The orders of horizontal and vertical wind
variabilities in the atmosphere are usually very different. Therefore, at a given
time, the 3×3 diffusivity tensor D reduces to two horizontal and vertical dif-
fusivities Dh and Dv by assuming that the atmosphere is invariant to horizontal
rotations and by neglecting the still remaining two off-diagonal elements Dxy
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(Lyubarski, 1960), i.e.

D =

 Dh Dxy 0
Dxy Dh 0
0 0 Dv

≈
 Dh 0 0

0 Dh 0
0 0 Dv

 . (1.12)

For simplicity, assuming that the horizontal space is isotropic (i.e. no direction
is preferred), we replace the full 3d description (x, y, z) with a 2d space (x, z).
Therefore, at a given time, the 3×3 diffusivity tensor D reduces to the horizontal
and vertical diffusivities Dh and Dv given by:

D≈
(

Dh 0
0 Dv

)
. (1.13)

The aspect ratio refers to the ratio between the horizontal and vertical scales
on which the atmospheric variabilities typically happen. Haynes and Anglade
(1997) suggested the connection between the aspect ratio and the ratio between
physical horizontal and vertical diffusion coefficient Dh and Dv as

α
2 = Dh/Dv. (1.14)

It was further pointed out by Haynes and Anglade (1997) that the aspect ratio in
the lower stratosphere is about 250. Moreover, it was suggested by Haynes and
Anglade (1997) that Dh is not an independent atmospheric parameter but a mean
diffusive property that parametrizes transport occurring on unresolved scales,
which can be derived from Dv and α . Dv is expected to be mostly independent
on the vertical scales within the range 1 ∼ 100 m and is expected to be in the
range 10−4 to 1 m2/s (Woodman and Rastogi, 1984; Balluch and Haynes, 1997;
Waugh et al., 1997). The stratospheric value of Dv varies between 0.01 inside the
polar vortex, 0.1 in the surf zone and around 0.5 m2/s in the subtropics (Legras
et al., 2005; Pisso and Legras, 2008; James and Legras, 2009). Therefore, the
horizontal diffusion coefficients Dh in the lower stratosphere are expected of the
order of 103 m2/s.

There are still many uncertainties related to atmospheric mixing. The accur-
acy of estimation of nonlinear chemical reactions depends on the degree (spatial
and temporal resolution) that the ratios among atmospheric components can be
resolved. In order to reconstruct high-resolved tracer distributions and variabil-
ities, explicitly (or realistically) representing the fine structures (e.g. filaments)
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and their dissipation (mixing) is crucial.
Many studies based on chemical transport models show that unrealistical rep-

resentation of the dissipation will lead to either overestimating or underestimat-
ing the chemical reaction rates (Edouard et al., 1996; Searle et al., 1998a,b;
Tan et al., 1998). Besides the impact on the processes on the small scale, the
mixing, as the irreversible part of transport, is found important to stratosphere-
troposphere exchange (STE) (Holton et al., 1995; Konopka et al., 2007). As dis-
cussed in Riese et al. (2012), the uncertainties in the atmospheric mixing strength
significantly influence the global distributions of the greenhouse gases H2O, O3,
CH4 and N2O in the upper troposphere and lower stratosphere (UTLS) and the
associated radiative effects. It is also shown that simulated radiative effects of
H2O and O3, both characterized by steep gradients in the UTLS, are particularly
sensitive to the atmospheric mixing strength.

In the following section, we will discuss how to realize a numerical repres-
entation of mixing in a physical way.

1.4 Numerical diffusion and CLaMS

Numerical diffusion can be understood as the the numerical error introduced by
the re-gridding and associated interpolation. From both the Eulerian and Lag-
rangian point of view, numerical diffusion can be scaled by the grid width (∆x
for horizontal grid width) and the integration time step (∆t) as:

Dnum ≈ ∆x2/∆t. (1.15)

Using this equation, the ratio between horizontal and vertical numerical diffusion
coefficients can be estimated as:

Dnum
h /Dnum

v ∼ ∆x2/∆z2 = α
2. (1.16)

According to the relation between aspect ratio and and physical hori-
zontal and vertical diffusion coefficients suggested by Haynes and Anglade
(1997) (Eq. 1.17), the ratio between horizontal and vertical numerical diffusion
(Dnum

h /Dnum
v ) is related to the ratio between horizontal and vertical physical dif-

fusion ((Dh/Dv) ) through the aspect ratio as

Dnum
h /Dnum

v ∼ α
2 = Dh/Dv. (1.17)
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In order to achieve a stable numerical solution, the maximum time step of
integration ∆t is limited by the Eulerian grid size ∆x and the maximum flow ve-
locity uc through ∆t < ∆x/uc, which is known as the Courant-Friedrichs-Lewy
(CFL) condition (Courant et al., 1928). This is a strong limitation of the available
time step ∆t. For a typical, maximum wind velocity of the order of uc ≈ 100
m/s and a typical Eulerian grid size ∆x ≈ 100 km, a high frequency of the in-
terpolations on the Eulerian background grid is required (∆t < 16 min). Con-
sequently, the horizontal numerical diffusion is of the order of 106 m2/s accord-
ing to Eq. 1.15. Therefore, the physical horizontal diffusion is largely overestim-
ated especially in a stably stratified flow like in the stratosphere where Dh is on
the order of 103 m2/s as discussed in the previous section.

In contrast to the overestimation of diffusion from the Eulerian point of
view, the semi-Lagrangian approach offers an alternative numerical realization
of transport. Lin and Rood (1996) argued that the maximum spatial gradient
of the wind velocity ∂xu ≈ ∆u/∆x (in 1/s) rather than the maximum wind ve-
locity itself uc determines the time step of integration ∆t through the condition
∆t < (∂xu)−1 ≈ ∆x/∆u. The gradient of the wind velocity ∆u are much smal-
ler than the values of uc (by a factor of 100 to 1000). Thus, the critical time
step of integration becomes significantly larger than the corresponding Eulerian
time step. Consequently, the numerical diffusion becomes comparable with the
effective horizontal diffusivity.

However, full Lagrangian (or pure trajectory) methods usually cause increas-
ingly inhomogeneous distributions of air parcels. Accordingly, some re-mapping
(or re-gridding) procedures must be applied to solve the inhomogeneous distri-
bution of air parcels in a pure trajectory model. The re-mapping procedures, at
the same time, inevitably cause some numerical diffusion.

Although some numerical diffusion introduced by the re-mapping procedure
in Lagrangian method is inevitable, it is possible to formulate a parametrization
that is able to estimate physical mixing. To achieve this, two problems have to
be solved. Firstly, an appropriate Lagrangian grid has to be defined. That means
typical horizontal and vertical scales have to be chosen to mimic the physical
diffusivities Dh and Dv according to Eq. 1.17. Konopka et al. (2012) describe an
idea of defining a grid based on the spatial distribution of entropy and the static
stability as shown in Figure 1.5. The theoretical reason behind this definition is
that the vertical diffusivity in the atmosphere is largely associated with the static
stability. The Brunt-Väisälä frequency N describes the frequency at which an
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Figure 1.5: Static stability-based scales which uniformly cover the whole at-
mosphere. N and α = r/∆z denote the static stability and aspect ratio of three
representative air parcels in the troposphere (TR), stratosphere (ST) and in the
vicinity of the tropopause (UTLS), respectively. Figure is provided by Dr. P.
Konopka.

air parcel oscillates when displaced vertically in a statically stable environment:
large N indicates strong stability and small N means weak stability. It is shown
in Fig. 1.5 that the air parcels in the UTLS with large N are characterized by
large α . Thus, the small vertical grid scale confines the vertical motions and
minimizes the vertical diffusivity. In contrast, the air parcels in the troposphere
and upper stratosphere with small static stability N small are defined by small α .
The larger scales of vertical resolution enhance the vertical diffusivity.

Secondly, an appropriate re-mapping (or re-gridding) procedure has to be
found. The re-mapping procedure should be triggered by some flow parameters
which describes the physical mixing. As we mentioned in section 1.3, a Lag-
rangian perspective of transport differs from the Eulerian one in that numerical
diffusion can be completely avoided or be designed in a physical way. In other
words, we can consider re-gridding procedure not only as a passive numerical
solution to sustain the spatial homogeneity of air parcels but also as an active
scheme to mimic the true physical atmospheric mixing. In the following, we
will introduce the mixing scheme in CLaMS that mimics the true atmospheric
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mixing through a re-gridding procedure.

1.4.1 Mixing scheme in CLaMS

Lagrangian transport offers a two-step procedure how to implement physical
mixing into a transport scheme so that numerical diffusion mimics rather than
disturbs the physical mixing. After defining an appropriate grid (discussed in
the last section), the question arises which physical processes trigger mixing in
the atmosphere and how such processes can be numerically implemented into
the transport scheme using grid interpolations or, in other words, by using an
appropriate re-gridding scheme.

Our heuristic idea for defining a mechanism triggering mixing events is to
identify regions in the atmosphere which are “unstable” and which may undergo
“strong deformations”. The flow is called unstable if a small perturbation at ini-
tial time will grow significantly during the course of the evolution of the flow.
From the Lagrangian perspective, this means that the distance between the adja-
cent air parcels increases “sufficiently fast”. Thus, by monitoring this property
in the Lagrangian grid it is possible to detect such regions in the flow and, sub-
sequently, by re-gridding these parts of the grid, to trigger numerical diffusion
through the related interpolations.

A further motivation is based on the gradient Richardson number, i.e. on
a dimensionless critical ratio Ric describing the onset of instabilities driven by
wind shear and/or buoyancy (Turner, 1973). Ri is defined as

Ri =
N2(

∂u
∂ z

)2
+
(

∂v
∂ z

)2 (1.18)

with u, v denoting the horizontal wind components and N the Brunt-Väisälä Fre-
quency. Ric, is about 0.25 (although reported values have ranged from roughly
0.2 to 1.0) with the flow becoming dynamically unstable or even turbulent when
Ri < Ric (Turner, 1973). Such turbulence occurs either when the wind shear is
large enough to outweigh any stabilizing buoyant forces (denominator is large),
or when the dry or, more generally, moist environment is statically unstable (nu-
merator is small or even negative).

In the Lagrangian realization of this concept, the local shear rates in the flow
have to be replaced by the integral deformation which can be derived from the
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Figure 1.6: Mixing driven by the (wet) static stability. If N2 = (g/θe)dθ/dz (θe

- equivalent potential temperature) is small or even negative - a state that may
occur mainly in the troposphere - effective (vertical) mixing is expected. In the
Lagrangian parametrization, the mixing ratios of the affected air parcel and its
next neighbors are set to their average value. Such regions can be diagnosed from
a sufficiently large change of the vertical separation between the next neighbors
during the advection step and should correlate with vertically unstable or weakly
stable regions (small values of N2). The figure is provided by Dr. P. Konopka.

relative motion of the next neighbors occurring during the Lagrangian time step
∆t (see below). In addition, in the troposphere, where the (wet) static stability
N2 can be small, the weakly stable or the unstable regions of the atmosphere
can effectively drive vertical mixing (see Figure 1.6). In contrast, in the strato-
sphere, where the flow is characterized by high static stability, only sufficiently
strong, almost horizontal deformations are expected to drive mixing within the
considered stratospheric layer.

In the following, we show how the mixing scheme of the Chemical
Lagrangian Model of the Stratosphere (CLaMS) implements the concept of
deformation-induced mixing in a Lagrangian grid (McKenna et al., 2002a;
Konopka et al., 2004, 2007) (see Figure 1.7).

Here, the critical deformation γc is defined as γc = ∆tλc. λc denotes the 2D
finite-time critical Lyapunov exponent describing a deformation of a sufficiently
small circle with a radius r0 into an ellipse with major and minor axes given by
r± = exp±λc∆t (more details in McKenna et al. (2002a)). At first, both the time
step ∆t and λc are free parameters.
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Figure 1.7: Mixing parameters in CLaMS (Konopka et al., 2005). The CLaMS
mixing algorithm is triggered if during the advection step ∆t the relative positions
between the next neighbors within a layer with thickness ∆z (or ∆θ ) change with
a sufficiently high rate γ > γc. For γ < γc mixing-free transport occurs along the
trajectories.

In order to decide whether a deformation occurring in the real atmospheric
flow surrounding a given air parcel exceeds γc, its next neighbors within a layer
of thickness ∆z (or ∆θ as shown in Fig. 1.7) are calculated by means of the 2D
Delaunay triangulation described in McKenna et al. (2002a). This is done before
the advection step. Furthermore, let us assume that the mean distance of the con-
sidered air parcel to the next neighbor is given by the mean separation between
the air parcels in the considered layer, i.e. by r = r0. Then, during the advec-
tion step, both horizontal deformations (mainly strain) and vertical deformation
within the almost horizontal layer (mainly shear) change the relative positions of
the next neighbors.

After the advection step, the distances r to the next neighbors are compared
with those before the advection step. If r is larger than r− and smaller than r+
(i.e. λ < λc), no re-gridding procedure is triggered (i.e. D = 0). If r exceeds r+,
a new air parcel is introduced in between with the mixing ratio of the transported
species linearly interpolated from the air parcels for which r > r+ was diagnosed.
In order to keep the mean separation between the air parcels per layer within
certain bounds (here around r0), renewed triangulation allows the distances to the
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Figure 1.8: Realization of mixing in CLaMS (Pan et al., 2006). The finite-time
Lyapunov exponent λ describes the integral deformation at θ = 350 K. Highest
values of λ can be diagnosed in the vicinity of the jet separating the troposphere
from the stratosphere (black line, PV=2). Mixing algorithm in CLaMS yields
the highest mixing rates due to the largest number of interpolations carried out
in the region with the highest values of λ (pink dots denote the new air parcels
inserted into the scheme).

current next neighbors to be checked and the redundant air parcels are removed
by means of the same linear interpolations (i.e. two air parcels are replaced by
one in the middle). In CLaMS, the criterion r < r− is used for the redundant air
parcels but variations of this condition are possible (Wohltmann and Rex, 2009).
Note that the linear interpolations used for calculating the mixing ratios of new
air parcels are essential, because, assuming similar volumes of the interacting air
parcels, such interpolations mimic fully mixed states of the air parcels involved.

An example of this procedure is shown in Figure 1.8 where new air par-
cels inserted into the grid around θ = 350 K are highlighted (pink dots). The
finite-time Lyapunov exponent λ is color-coded, which is calculated from the de-
formation of 3D circles (i.e. distributed around each air parcel within the layer).
Around PV=2 (black line) a strong jet over the Himalayas can be diagnosed
forming a sharp isentropic transport barrier between the stratosphere and the
troposphere. A clear correlation between λ and the number of new air parcels
shows how deformation-induced mixing works in CLaMS (i.e. for a given ad-
vective time step ∆t deformations with λ > λc trigger the re-gridding procedure
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parametrizing mixing between the air parcels). A strong inhomogeneity of Lag-
rangian mixing, both in time and space (in CLaMS less than 15% of air parcels
per day are affected by mixing), is the most pronounced difference to the Eu-
lerian approach where numerical diffusion is ubiquitous.

1.5 Objectives of the study

The general objective of the thesis is to reexamine the atmospheric mixing as
implemented in CLaMS and to provide a possible extension of the current mixing
scheme of CLaMS.

The general objective is achieved through the following three steps:
1) we start with an example of pronounced stratospheric mixing that com-

monly happens after sudden stratospheric warmings (SSWs). Especially, we
investigate the mixing intensity in the CLaMS simulation in relation with wave
propagation and breaking; how well mixing can be resolved in satellite observa-
tions; the impact of SSWs on the Brewer-Dobson circulation (BD circulation).

2) Motivated by the result of the previous section, we analyze the impact of
SSWs on the variability of water vapor in the lower stratosphere. We further
discuss the potential contribution of SSW-associated water vapor subseasonal
variability to the trend of water vapor in the lower stratosphere.

3) Finally, we reexamine the mixing parametrization of CLaMS in the tropo-
sphere. Here, we propose an idea to extend the current mixing scheme in order to
parametrize the mixing due to the weak stability mainly in the troposphere and
to parameterize the strong vertical uplift from the boundary layer to the upper
troposphere by deep convection. We compare one-year simulation result imple-
mented the extended scheme with the referee CLaMS run.
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Chapter 2

Simulation of transport and
mixing during sudden
stratospheric warmings

Sudden stratospheric warmings (SSWs) are among the most impressive dynam-
ical event in the climate system (e.g., Scherhag, 1952; Quiroz, 1975; Labitzke,
1977). In the following, a case study for the SSW in 2008-2009 will be presented
combining not only detailed CLaMS simulations but also satellite-based obser-
vations. This chapter is based on the results published by Tao et al. (2015a).

2.1 Stratospheric dynamics

The troposphere is characterized by rapid and significant vertical motion and
mixing, associated with the vertical temperature structure. In contrast to the tro-
posphere, the stratospheric temperature rises with altitude due to the ozone-layer
absorption of ultraviolet radiation. As a result of the reversed temperature profile,
the stratosphere is highly statically stable and thus the vertical mixing is inhib-
ited (e.g., Woodman and Rastogi, 1984). The weak vertical mixing and strong
horizontal flow give rise to the chaotic advection of chemical species (Lorenz,
1963). Consequently, mixing in the stratosphere is mainly driven by horizontal
deformation and is reasonably confined within the considered layer. It is worth
to remark that the vertical exchange and associated mixing cannot be neglected
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in the troposphere, which is not adequately considered in the mixing algorithm
in CLaMS so far. Possible extension of the transport and mixing scheme will be
discussed in chapter 4.

Figure 2.1: Climatological zonal mean zonal winds for (left) Jan and (right) Jul.
Zonal winds are from the Unified Radio and Plasma Wave Experiment (URAP)
dataset (contour interval 5 m s−1, with zero contours omitted). The heavy dashed
lines denote the tropopause taken from National Centers for Environmental Pre-
diction (NCEP) and stratopause (defined by the local temperature maximum near
50 km) (Randel et al., 2004a).

The January (left) and July (right) climatological zonal mean wind (based
on the URAP dataset) fields are shown in Figure 2.1 (Randel et al., 2004a). We
can easily observe that the mean extratropical zonal flow in the stratosphere is
easterly in the summer hemisphere and westerly in the winter hemisphere. How-
ever, a clear asymmetry of stratospheric zonal wind can be noticed comparing
SH and NH during the same season. The asymmetry is especially significant
during winter: extratropical westerlies are much stronger in the southern hemi-
sphere (SH) than in the northern hemisphere (NH). It is because that the weaker
westerlies in the boreal winter are a result of more planetary wave forcing gen-
erated in the orography-dominated NH (e.g., Eliassen, 1951; Plumb and Bell,
1982; Rosenlof , 1995). Meanwhile, weak westerlies in the boreal winter with
the zonal wind velocity u being less than critical wind speed uc, favors the up-
ward propagation of planetary waves to stratosphere. However, the too strong
westerlies (u > uc) in the SH limit the propagation of planetary waves during the
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boreal summer (e.g., Charney and Drazin, 1961; Dickinson, 1969) .

Planetary wave forcing can be diagnosed by the Eliassen-Palm (EP) flux and
its divergence (e.g., Eliassen, 1951; Plumb and Bell, 1982). Figure 2.2 shows
a general feature of EP flux divergence (colored) and upwelling due to diabatic
heating (red contours) during summer (right) and winter (left). EP flux conver-
gence (negative values in Fig. 2.2) indicates the breaking of waves and decel-
eration of westerly zonal mean flow (Konopka et al., 2015). It is shown that
the seasonality of wave forcing in the stratosphere is consistent with the zonal
mean flow shown in Fig. 2.1: the maximum of EP flux convergence is found
at extratropics of NH during boreal winter. The planetary wave breaking pro-
duces westward forcing of mean meridional flow. The westward forcing in the
extratropical stratosphere drives the poleward heat flux, which cause the warm-
ing of high latitudes and cooling in the tropics. In consequence, the warming of
high latitudes is followed by radiative cooling, which is accompanied by down-
welling. And the cooling in the tropics is followed by radiative warming, which
is accompanied by upwelling. Thus, the tropical upwelling, polar downwelling
and the poleward transport complete a picture of the wave-driven meridional
overturning circulation, so called the Brewer- Dobson circulation (shown as yel-
low arrows in Fig. 2.2). The Brewer- Dobson circulation (BD circulation) was
firstly proposed by Dobson (Dobson et al., 1929) and was then validated by
observations (Brewer, 1949). The overturning BD circulation can be well ex-
plained by the seasonality of the wave forcing. Moreover, the stronger wave
forcing in NH winter can well explain the stronger tropical upwelling in boreal
winter (e.g., Holton et al., 1995).

The most impressive dynamical events related to upward propagation of
large-scale planetary wave into the stratosphere are sudden stratospheric warm-
ings (SSWs). SSW events are good examples to validate the transport and mixing
scheme of a model in a dynamical situation of strong wave activity. During and
after SSWs, the exchange between air across the transport barriers, e.g. vortex
edge, is expected to be intensified with some weakening of the mean flow. Thus,
the permeability and isolation of the polar vortex can be investigated. Except
for the dynamical diagnosis, a straightforward way for this study is to analyze
the tracer distributions and variations with continuous comparisons with obser-
vations. Therefore, in the following part of this chapter, we will confine our
attention to the SSW event period.
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Figure 2.2: Divergence of the EP flux, as resolved by the ECMWF ERA-Interim
winds, which drives the meridional, poleward component of the BD circulation
(nonlinear color scale). Nonequidistant potential temperature θ is used as the
vertical axis in order to magnify the UTLS region. The red isolines quantify
upwelling due to diabatic heating Q∗ with values 0.5, 1.0, and 2.0 K/day from
thin to thick, respectively. White and black are the isobars and isotachs of the
zonal wind, respectively (westerlies: 20, 25, and 30 m/s; easterlies: 10, 20, and
25 m/s from thin to thick). DJF (left) versus JJA (right) distribution. The thick
yellow arrows schematically denote the shallow (around 400 K or between 100
and 70 hPa) and deep (around 1000 K or 10 hPa) branches of the BD circulation.
The Figure is adapted from Konopka et al. (2015).

2.2 Tracer- tracer correlation

Before presenting a detailed analysis of the major SSW case study, here we in-
troduce the tracer-tracer correlation technique that will be intensively used later.
Tracer- tracer correlation is a useful diagnostic tool. Firstly, it can be easily
and directly applied to observations, from e.g. satellites (Müller et al., 1996;
Tilmes, 2004), aircrafts (Richard et al., 2001; Ross et al., 2004) and balloons
(Müller et al., 2001; Vogel et al., 2003). Furthermore, the correlations between
two tracers enables a more robust analysis of chemical or dynamical changes of
the atmosphere (Müller et al., 1996; Plumb et al., 2000; Plumb, 2007). Simil-
arly to analyzing the variation of one single tracer, the tracer- tracer correlations
are effected by both dynamical and chemical processes. Moreover, tracer- tracer
relations of two long- lived tracers (e.g. CFC-11 and CFC-12) may be used to
infer the ratio of the chemical life time of such tracers in the atmosphere from
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observations (Volk et al., 1997; Hoffmann et al., 2014).
Chemical constituents in the stratosphere, where chemical sources and sinks

are weak compared with dynamical timescales, are influenced by the Brewer-
Dobson circulation and by quasi-isentropic mixing (which is most efficient
within the extratopical surf zone in winter) and show compact tracer-tracer rela-
tions (Plumb, 2007). Mixing is suppressed at the edge of the winter polar vortex
and at the edges of the tropics, so that tracer relationships distinct from those of
middle latitudes occur in the tropics and in the polar vortices (e.g., Plumb, 1996;
Volk et al., 1996; Müller et al., 1996, 2001; Plumb, 2007). Here, we focus on the
relationship of O3 with the long-lived tracer N2O. Because chemical production
and loss terms of O3 increase strongly with altitude in the stratosphere, ozone
can not be considered long-lived at altitudes above ≈ 20 km and relations with
N2O are not necessarily compact (Hegglin and Shepherd, 2007). Conditions are
different in the polar vortex in winter, where the lifetime of ozone exceeds half
a year in the absence of chlorine-catalyzed ozone loss in the lower stratospheric
vortex (Sankey and Shepherd, 2003). However, the transport barriers in the stra-
tosphere are sufficiently strong to allow distinct tracer-tracer relationships, in
particular different O3-N2O relationships to develop in the polar vortex, the mid
latitudes and in the tropics (Michelsen et al., 1998; Ray et al., 2002; Müller et al.,
2005; Hegglin and Shepherd, 2007).

2.2.1 Interpretation of O3−N2O correlation

Because different O3-N2O relationships prevail in the polar vortex, in mid-
latitudes and in the tropics, mixing of air masses from these different regions
will change O3-N2O relationships, even if relations in a particular region are
linear (Fig. 2.3, top panel). Mixing between the polar vortex and mid-latitudes
and between mid-latitudes and the tropics occurs along quasi-isentropic surfaces
(Proffitt et al., 1990; Müller et al., 2005). Because the location of the isentropes
in O3-N2O space, mixing of mid-latitude and polar air will lead to higher ozone
and higher N2O in the polar region and mixing of mid-latitude and tropical air
will lead to lower N2O and lower ozone in the tropics (Fig. 2.3, top panel). The
effect of mixing between polar and mid-latitude air on O3-N2O relationships and
the occurrences of this process along quasi-isentropic surfaces is also clearly
visible in model simulations (Sankey and Shepherd, 2003; Müller et al., 2005;
Lemmen et al., 2006). However, the strength of the transport barrier at the vortex
edge is likely underestimated in model simulations (Hoppe et al., 2014) so that
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the intensity of mixing will be overestimated.
Upwelling and downwelling of stratospheric air changes tracer mixing ra-

tios at a particular altitude (or potential temperature level) but does not change
the tracer-tracer correlation (Müller et al., 1996; Ray et al., 2002). Therefore
O3-N2O relationships will not be affected by up- and downwelling (Fig. 2.3,
middle panel), while however the location of the potential temperature surfaces
in O3-N2O space will change. Because of the vertical profile of ozone and N2O
below altitudes of ≈ 700 K, downwelling in the polar region will lead to an up-
ward bending (more ozone, less N2O) of the isentropes, while upwelling in the
tropics will lead to downward bending (less ozone, more N2O) of the isentropes
(Fig. 2.3, middle panel, grey lines).

Finally, chemistry will impact O3-N2O relationships. Indeed, ozone-tracer
relations have been used extensively to examine lower stratospheric ozone loss
in the polar regions (e.g., Proffitt et al., 1990; Müller et al., 1996, 2001; Tilmes
et al., 2006). On the timescales and for the altitudes of interest here, only chem-
ical changes for ozone needs to be taken into account. Thus, chemical loss of
ozone in the polar regions shifts the O3-N2O relationship downward, towards
lower ozone mixing ratios and chemical production of ozone in the tropics will
shift the O3-N2O relationship upwards towards higher ozone mixing ratios (solid
and dashed black lines in Fig. 2.3, bottom panel). In a model simulation the im-
pact of chemistry on ozone-tracer relations can be investigated further through
simulations using passive (i.e., chemically inert) ozone. This point will be dis-
cussed below in section 2.3.7.

2.2.2 Tracer space and physical space

The advantage of tracer-tracer correlations have been illustrated above. How-
ever, the main difficulty to interpret a tracer-tracer correlation lies in the trans-
lation between tracer space and physical space. Figure 2.4 shows schematically
how these physical processes can be interpreted and separated by using N2O–O3
correlations. The left column in Fig. 2.4 show the APs in physical space using
equivalent latitudes as the meridional axis. On the right side, the corresponding
tracer space is shown in the same way as discussed in Fig. 2.3.

Through isentropic mixing, the APs in the mid latitudes change their com-
position as they mix with other APs isentropically transported from higher or
lower latitudes (like fragments B, E and F in Fig. 2.4a1, b1). Consequently, mix-
ing lines connecting the isolated correlations may appear or, when intensive and
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Figure 2.3: Schematic diagram showing the influence of (a) mixing, (b) up- and
downwelling and (c) chemistry on N2O-O3 correlations.

persistent mixing happens, the whole correlation line inclines to one side (e.g. the
thick black correlations in Fig. 2.4b2). Moreover, the enhanced mixing also res-
ults in a decay or growth of certain correlation branches (shown as thinned or
thickened black curves in Fig. 2.4b2 and c2) and expressing the shrinking or
expanding of corresponding regions.
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Figure 2.4: Schematic diagram of transport processes shown in physical space (left
column) and tracer space (N2O–O3, right column) before (top), during (middle) and
after (bottom) the major SSW. In the physical space (left column), equivalent latitudes
are used as the horizontal coordinates to illustrate isentropic mixing (curved red arrows)
and cross-isentropic transport (grey vertical arrows). The thickness of the grey arrows
indicates the intensity of vertical motion. The characters denote exemplarily the vortex
and tropical air masses which interact with the mid-latitude air. Black curves in (a2)–
(c2) show respective N2O–O3 correlations. Grey lines denote the isentropic levels. In the
tracer space, the position of isentropes before (dashed) and after (solid) the major SSW
is also marked. The change of the position of a prescribed point in the tracer space along
the isentropes quantifies isentropic mixing, whereas motion relative to these isentropes
describes the effect of an idealized (mixing-free) cross-isentropic motion (up- or down-
welling). Changes of the relative thickness of the different correlation branches mean
their enhanced or weakened relative contributions to the composition of the considered
part of the atmosphere (dashed lines indicate a possible missing part).
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Conversely, if the APs are affected purely by vertical transport like strong
cross-isentropic motion during the SSW (i.e. by up- or downwelling), the com-
position of the APs (and thus their position in tracer space) stays the same al-
though their θ -coordinate significantly changes. As discussed in Fig. 2.3a, b,
in the absence of mixing and chemistry, an AP will not change its coordinates
in the tracer space although it will move in the physical space (e.g. vertical dis-
placement of APs shown in Fig. 2.4b1). Furthermore, if only APs within a lim-
ited range of potential temperature are considered, the cross-isentropic transport
results in an additional flux of the APs out of (export) or into (import) the con-
sidered domain in tracer space. Such vertical export or import of APs is reflected
in tracer space as vanishing or growing of certain parts of the correlation line
(vanishing parts of the vortex correlation are shown as dashed black curves in
Fig. 2.4b2/c2). In the same way, export or import of APs from a limited range
of latitudes (or equivalent latitudes) may influence the tracer–tracer correlation,
e.g. if the subtropical barrier moves toward the equator.

Generally, the major SSW itself creates vortex fragments which in the time
following can either merge and reform a new polar vortex, or can be isentrop-
ically mixed with the mid-latitude air. These two possibilities are exemplarily
shown in Fig. 2.4b1 and c1 (mixing – fragments B and E; recovery – fragments
A, C and D). Note that in the equivalent latitude space, the spatially separated
vortex remnants form a compact and coherent circumpolar structure although
smaller than the vortex at the beginning of the winter. Finally, also chemistry
can influence the N2O–O3 correlations as discussed in Fig. 2.3c. Particularly,
halogen or NOx-induced ozone loss would shift the polar or the surf zone correl-
ations downwards, whereas ozone production in the low latitudes would steepen
the tropical or the surf zone correlations.

2.3 A case study: 2009 major sudden stratospheric
warming

Sudden stratospheric warming (SSW) was first reported as early as 1952 based
on radiosonde measurements over Berlin (Scherhag, 1952). SSWs are character-
ized by a rapid and intensive temperature rise (up to 30-40 K) in the middle stra-
tospheric polar region as well as a reversal of westerly zonal wind (e.g., Quiroz,
1975; Labitzke, 1977; Schoeberl, 1978). The mechanism of SSWs has been un-
derstood as a result of breaking waves propagating from the troposphere upwards
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into the stratosphere (Matsuno, 1971). Although the understanding of SSWs
has been improving in the last six decades, there is still no standard criterion
to identify SSWs. The definitions for SSW and classifications are extensively
discussed by Butler et al. (2015). SSWs are usually classified as major warm-
ing, minor warming and final warming. The main difference of major and minor
warming is whether the zonal mean zonal wind reverses. Final warmings are
charactered by the establishment of easterlies without recovery to westerlies,
which indicates the seasonal shift from winter to summer in the stratosphere.

We will only focus on the major mid-winter SSW (major SSW from now
on). The most commonly used major SSW definition in the related studies was
proposed by Charlton and Polvani (2007) (CP07 from now on). The zonal-mean
zonal wind at 60◦N and 10 hPa is used as the criterion of SSW (CP07). The
advantage of this criterion is that it is easy to use and contains a lot of details to
separate two close SSWs and to separate SSWs from the final warmings. The
shortcoming is its simplicity that only one latitude and one pressure level are
considered (Butler et al., 2015). Moreover, as has been pointed out (Taguchi,
2011; Gómez-Escolar et al., 2014), use of the highest polar cap temperature
instead of the zonal wind reversal at 60◦N and 10hPa, characterizes the response
of the BDC to SSWs better. In the following, we emphasize the dynamics of
SSW and the response of the BD circulation to SSW. Therefore, we use CP07
to identify the major SSW and use the 5-day smoothed polar cap temperature
within±5 days of the wind reversal date to define the central date (or SSW onset
date).

To improve the understanding of SSWs, many case studies based on reana-
lysis data, modeling and/or satellite data have been performed. Manney et al.
(2005, 2008) described the synoptic evolution during the 2004 and 2006 Sudden
Stratospheric Warmings (SSW). Based on the Aura Microwave Limb Sounder
(MLS) observations, the meteorology and trace gases from the UTLS to the
lower mesosphere during 2006 and 2009 SSW were extensively studied (Manney
et al., 2009a,b). Using satellite temperature measurements during three major
SSWs, an anomalously strong descent of mesospheric air into the upper strato-
sphere was found along with the stratopause breaking down and then reform-
ing above 75 km (Manney et al., 2008, 2009b; Randall et al., 2009; Orsolini
et al., 2010). The major SSW in 2009 was the most intensive and prolonged case
in the record (Manney et al., 2009b) and this event happened although typical
known external factors, e.g. the Quasi-Biennial Oscillation, the Southern Oscil-
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Figure 2.5: (a) Polar cap area weighted mean temperature (60–90◦N) overlaid

with zonal mean easterlies at 60◦N (black contours in m s−1), (b) tropical zonal

mean temperature anomaly from the 24-year climatology (0–20◦N), (c) eddy

heat flux (40–70◦N, black) on 100 hPa and its decomposition into wave-1 (blue)

and wave-2 (red) components (d) polar mean (60–90◦N) anomaly of the heating

rates from the 24-year climatology Q = dθ/dt = θ̇ (for more details see the

text), (e) same as (d) but for 0–30◦N. The figures are based on the ERA-Interim

reanalysis.

lation, the 11-year sunspot cycle, were all unfavorable for the occurrence of a

SSW (Labitzke and Kunze, 2009). Ayarzagüena et al. (2011) and Harada et al.
(2010) studied this event from the perspective of tropospheric forcing. Both stud-

ies pointed out that the pronounced planetary wave-2 in the stratosphere, which

triggers the SSW, is associated with a high-pressure ridge over the Pacific.

2.3.1 Dynamical background

Figure 2.5 gives an overview of the dynamical background during the boreal

winter 2008/09 based on ERA-Interim reanalysis. Following the central date

definition above, 23 January is used as the central day in our study. Figure 2.5a
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shows that the sudden rise of the polar cap temperature started in the upper stra-
tosphere, around 10 January at 1 hPa. Thereafter, the warming propagated down-
ward, arriving at 10 hPa and descended to the lower stratosphere until late Janu-
ary. The increase of polar temperature was accompanied by the generation of
easterlies, which are also shown in Fig. 2.5a (black contours). The rise in east-
erlies and temperature lasted only 10 days at 1 hPa followed by a strong polar
vortex cooling while the disturbance of wind and temperature in the lower stra-
tosphere lasted more than 1 month without a complete recovery until the final
warming in the spring of 2009.

Before the major SSW, the lower stratosphere in the tropics was slightly
warmer than the long-term average due to the westerly phase of the QBO in
this winter. Similar to the warming in the high latitudes, the tropical cooling
(Fig. 2.5b) also started at about 15 January at 1 hPa and descended from the upper
to the lower stratosphere over 2 weeks. As discussed in Randel et al. (2002),
time-dependent upwelling in the tropical lower stratosphere is correlated with
transient extratropical planetary waves, which transport heat from the tropics to
high latitudes and, in turn, drive the BD-circulation.

A widely used diagnostic of upward-propagating planetary waves is the ver-
tical component of the EP flux, for which the strongest contribution results from
the horizontal eddy heat flux v′T ′ with v′ = v− v̄, T ′ = T − T̄ and with the over-
bar denoting zonal mean and primes describing the deviations (i.e. fluctuations)
for the temperature T and for the meridional velocity v (Andrews et al., 1987;
Newman et al., 2001). Figure 2.5e shows the time evolution of the eddy heat flux
at 100 hPa averaged between 40 and 70◦N, which explains more than 80 % of the
variability of the total vertical component of the EP flux. In addition, contribu-
tions of the wave-1 and wave-2 components to the mean eddy heat flux are also
shown.

Newman et al. (2001) pointed out that the eddy heat flux measures activity
of the waves and is highly correlated with the time evolution of the stratospheric
polar temperature. As can be deduced from Figs. 2.5e and 2.5a (or Fig. 2.5b), the
mean eddy heat flux at 100 hPa was well correlated with warming at the North
Pole and cooling in the tropics. It shows a 1–2 weeks oscillation ranging within
0–25 K m s−1 in December and it began to increase from 6 January reaching
the first peak on 18 January. After several days of a slight decay, it rose up to
the second peak on 27 January and then gradually declined to zero around mid-
February with some small fluctuations afterwards. The dominant wave number
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before and during the major SSW was wave-2, which led to the vortex split.
The dominant and extraordinary planetary wave-2 is associated with unusual
development of the upper tropospheric ridge over Alaska (Ayarzagüena et al.,
2011; Harada et al., 2010). However, after the major SSW, the main contribution
to the total eddy heat flux resulted from higher wave numbers.

Large-scale tropospheric waves can propagate upward into the stratosphere
through weak westerlies and break at the critical level, disturbing the mean flow
(Dickinson, 1968; Matsuno, 1971). Such a transient wave breaking converts the
zonal flow momentum to mean meridional circulation, and thus drives the extra-
tropical downwelling and tropical upwelling of the BD circulation (e.g. Holton
et al., 1995). The temperature perturbations discussed above and shown in
Fig. 2.5a, b result directly from diabatic heating and cooling caused by these
wave-driven vertical motions. Subsequently, temperatures gradually relax to-
ward their radiative equilibrium values by additional radiative cooling or heating,
causing vertical motion, i.e. down- or upwelling, through isentropic surfaces.
The polar and tropical (total) diabatic heating rate anomalies from the 24-year
mean of ECMWF meteorological ERA-Interim reanalysis (Dee et al., 2011) are
shown in Fig. 2.5d, e. As expected, diabatic polar downwelling and tropical up-
welling (quantified by these heating rates) were both accelerated after the onset
of the major SSW. The polar vortex descent rate strongly increased around 25
January up to 15 K day−1 on 1000 K and only around 3 K day−1 on 500 K dur-
ing the late January. The variability of the polar vortex descent rate reported
here is consistent with findings by Manney et al. (2009b) and Lahoz et al. (2011)
where the tracer isopleths method based on MLS observations of N2O, CO and
H2O was used. The onset of the heating rate anomalies at each altitude, and
thus their downward propagation, is roughly synchronous with the temperature
anomalies shown in Fig. 2.5a, b. The radiative decay of the anomalies takes only
about 10 days at 1000 K, but more than 1 month below 500 K. This is consistent
with the stratospheric radiative relaxation time inferred from satellite measure-
ments (Mlynczak et al., 1999), which was found to increase from 10 days at
1 hPa to about 100 days at 50 hPa. This is also consistent with a strong suppres-
sion of planetary-wave propagation into the vortex after major SSW (Hitchcock
and Shepherd, 2013).
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2.3.2 Model setup

CLaMS simulations cover the 2008/09 boreal winter from 1 December 2008 to 1
April 2009 and extend between the Earth’s surface and the potential temperature
θ = 2500 K (i.e. roughly around the climatological position of the stratopause
with p ≈ 0.3 hPa). The horizontal separation of the APs, which were initialized
on 1 December, is 70 km in the NH, where all our results are obtained, and
200 km in the SH. During the course of the simulation, this irregular grid of
APs undergoes advection along the trajectories, chemistry and mixing every time
step, with ∆t = 24 h (Konopka et al., 2004; Grooß et al., 2005; Pommrich et al.,
2014).

The horizontal winds are prescribed by the ECMWF ERA-Interim reana-
lysis (Dee et al., 2011). To resolve both transport processes in the troposphere
influenced by the orography and in the stratosphere where adiabatic horizontal
transport dominates, a hybrid coordinate is used as proposed by Mahowald et al.
(2002). In the stratosphere and in the UTLS, potential temperature θ is em-
ployed as the vertical coordinate of the model above about 300 hPa and the
cross-isentropic velocity θ̇ = Q is deduced from the ERA-Interim forecast total
diabatic heating rates Q, including the effects of all-sky radiative heating, latent
heat release and diffusive heating as described by Ploeger et al. (2010). The time
evolution of the anomaly of θ̇ averaged over the polar cap and over the tropics is
shown in Fig. 2.5c, d and was discussed in the previous section.

N2O and O3, the most important species for this work, are initialized from
the MLS data (more details on MLS can be found in the next subsection). The
other chemical species are initialized from a multi-annual CLaMS simulation
with simplified chemistry (Pommrich et al., 2014) as well as from gridded MLS
data of HCl, H2O and CO. The employed method uses tracer–tracer correlations
(for more details see Grooß et al., 2014). At the upper boundary (2500 K) O3 is
set to the HALOE climatology after every 24 h time step. However, the impact
of the upper boundary condition on the chemical tracers is not significant below
1000 K and our following analyses focus on levels below 1000 K. The chemistry
module of CLaMS is described in detail in McKenna et al. (2002b).

By switching the mixing module off and on, we carried out two sets of sim-
ulations: full chemistry without mixing and full chemistry with mixing. The
simulation with full chemistry and with mixing is the reference as the best model
representation of the real atmosphere. Both simulations include ozone calculated
with full chemistry (O3) and passively transported O3 without any chemistry
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(pO3).

2.3.3 Validation with MLS observations

MLS observes microwave emission from the limb of the Earth’s atmosphere in
the direction of the Aura orbit. The instrument measures vertical profiles every
165 km (1.5◦along the Aura orbit), providing about 3500 profiles per day. We
use version 3.3 N2O and O3 from the MLS product (Livesey et al., 2013) both
to initialize and to validate the CLaMS reference simulation. The vertical res-
olution of O3 is about 2.5–3 km in the stratosphere with a 5–10 % uncertainty
(Livesey et al., 2013). The vertical resolution of N2O is about 4–6 km with a
9–25 % uncertainty for the region of interest in this study (Livesey et al., 2013).
Averaging kernels are involved in the retrieval of the MLS profiles, which relate
the retrieved MLS profiles to the true atmospheric state.
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Figure 2.6: PDFs (probability distribution functions) of MLS observations and
CLaMS reference simulation for the entire simulation period from 1 Decem-
ber 2008 to 1 April 2009 for APs in the Northern Hemisphere with 400 K<
θ < 1000 K (left: N2O, right: O3).

For comparison, we map CLaMS mixing ratios to the observed MLS profiles
using a back and forward trajectory technique (Ploeger et al., 2013) and apply the
MLS averaging kernels to CLaMS output in order to get comparable quantities
(see Appendix). Because CLaMS APs are saved every day only at 12:00 UTC,
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we calculate the noon-positions of the MLS observations within a 1-day window
using back and forward trajectories, and then select the nearest CLaMS AP to the
corresponding MLS observation. The mixing ratios at this AP are then compared
with the respective MLS observations.

Hereby, a one-to-one MLS-CLaMS data set for N2O and O3 is established
that is plotted in Fig. 2.6 as probability distribution functions (PDFs) calcu-
lated for the whole NH and for the entire simulation period (around 10 thousand
points). According to a high correlation coefficient both for N2O (0.957) and for
O3 (0.989), our reference simulation matches the MLS observations fairly well.
The largest difference was diagnosed in the θ -range between 650 and 1000 K
where CLaMS O3 slightly overestimates the MLS observations. Three possible
explanations for this small bias are: (1) there was not enough NOx-induced ozone
loss; (2) there was too much photolytical ozone production; (3) poleward trans-
port from the tropics was too fast.

For a further comparison, we investigate the horizontal distribution of N2O.
Figure 2.7 shows the comparison between the CLaMS simulation and MLS ob-
servations for five selected days at θ = 800 K (top 2 panels) and 475 K (bottom
2 panels). On 9 January, the vortex was centred around the North Pole and
the vortex edge was well defined and not changing rapidly in the middle and
lower stratosphere. Mainly influenced by the planetary wave-2, the polar vortex
stretched to North America and Asia on both heights during the following days.
Around the central day of the major SSW at 23 January, a double centre structure
formed which split up until 25 January at 475 K and until 28 January at 475 K
(not shown).

In the following days, an increasing number of filaments could be observed
outside of the vortex characterized by low N2O values. The two vortex centres
slowly rotated anticlockwise. One of the vortex remnants over eastern North
America and the Atlantic stretched further, split and dissolved, releasing its con-
tent to mid latitudes, while another one stayed over northern Asia and the Pacific
Ocean. Although in the following weeks most of the vortex fragments were
mixed with mid-latitude air, a part of them, like those over northern Asia and
the Pacific Ocean, re-organized as a new and relatively weak vortex. However,
this top-down process that started in late February at 800 K (a weak, circumpolar
vortex edge can be diagnosed at θ = 800 K at 20 February, see Fig. 2.7) and
was finished in mid March at 475 K (not shown), is excluded from our analysis,
which ends with 28 February.
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Figure 2.7: N2O distribution at θ = 800 K (top 2 rows) and 475 K (bottom 2

rows) interpolated from CLaMS simulation and MLS observations for five se-

lected days in 2009 before and after the major SSW event. Nash’s criterion

(Nash et al., 1996) is applied to define the edge of the polar vortex shown as the

black contours. According to this method, the vortex edge is identified as the

maximum PV (potential vorticity) gradient with respect to equivalent latitude

constrained by the location of the maximum wind jet calculated along equivalent

latitudes.

The distribution of simulated N2O accurately represents the MLS observa-

tions, although more filamentary structures are resolved in the CLaMS simula-

tions than MLS observations. It should be noted that applying averaging kernels

to model result also smoothes out some valuable information, e.g. filament-

ary structures, and, consequently, may result in a misinterpretation of the stra-
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tospheric composition, especially for high-latitude N2O. More details are dis-

cussed in the Appendix A.1.

2.3.4 Planetary waves and mixing

Transport and mixing barriers in the winter hemisphere
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Figure 2.8: Schematic diagram of transport and mixing processes in the winter

stratosphere. The thick blue lines show the barriers, the grey arrows indicate the

direction of the BD circulation. Yellow shaded areas stand for strong wester-

lies. Red two-headed arrows indicate isentropic mixing, with thicker and thinner

arrows showing stronger mixing in the surf zone and weaker mixing across the

transport barriers, respectively. For a better overview, the tropopause with the

subtropical jet is also marked.

In the winter stratosphere, two main barriers to transport exist, shown by

the two thick blue lines in Fig. 2.8 (Holton et al., 1995). One is the polar vor-

tex edge, which can be identified as the maximum gradient of potential vorticity

(PV) with respect to equivalent latitude within a certain range where the max-

imum of wind speed along equivalent latitudes (in the following equivalent latit-

ude) occurs (Nash et al., 1996). The second barrier (around 10–30◦N equivalent

latitude, varying with altitude) separates the mid-latitude surf zone (McIntyre
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and Palmer, 1983) from the region of tropical upwelling, the so-called tropical
pipe (Plumb, 1996).

This subtropical barrier is not as well-defined as the polar vortex edge and
is usually characterized by a much weaker PV gradient between tropics and mid
latitudes (Polvani et al., 1995) although large meridional tracer gradients can be
diagnosed (Shuckburgh et al., 2001; Punge et al., 2009; Konopka et al., 2010).
While the polar vortex edge is considered as a meridional transport barrier due
to a strong polar jet, the subtropical barrier is only weakly influenced by the jets
and is usually understood as a barrier for propagation of planetary waves. This
barrier is strongly related to the phase of the quasi-biennial oscillation (QBO):
during the westerly QBO, planetary waves generated in the winter hemisphere
can propagate across the equator to dissipate at the summer hemisphere east-
erlies, whereas such propagation is suppressed during the easterly QBO phase
(Haynes and Shuckburgh, 2000; Shuckburgh et al., 2001; Punge et al., 2009).
Thus, during the 2008/09 winter, the subtropical transport barrier was weakened
by the westerly QBO phase (dashed thick blue line in Fig. 2.8).

In a winter with weak activity of planetary waves and a strong vortex, the
exchange and mixing of air across the vortex edge is suppressed. However, once
a strong sudden warming event happens that usually follows a significant weak-
ening of the vortex edge (with exceptions e.g. for the 2013 SSW, Manney et al.,
2015), enhanced wave forcing drives significant isentropic, two-way mixing (red
curved arrows) as well as the large-scale BD circulation (grey arrows). The evol-
ution of the dynamical fields, including cross-isentropic vertical velocity θ̇ and
zonal wind, was discussed in the previous section (Fig. 2.5). But isentropic mix-
ing and its relation to wave forcing need further investigation.

CLaMS mixing versus wave forcing

Mixing between the Lagrangian APs is parametrized in CLaMS through adapt-
ive re-gridding. During this process, the involved APs (i.e. APs, which were
generated by the mixing algorithm), are marked after every 24 h time step. Here
we use the statistics of these events, i.e. the percentage of mixed APs relative to
all transported APs, in the following denoted as mixing intensity. Note that the
mixing state of the APs is newly marked for each time step, i.e. no accumulating
of mixing intensity. In this way, we illustrate the impact of the major SSW on
the distribution and evolution of mixing resolved by the model.

Figure 2.9 shows the time evolution of the zonally averaged mixing intens-
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edge (thick black lines Nash et al., 1996). The white contours indicate the mixing
intensity of 40 %. The letters mark the regions of high mixing intensity and
correspond to the letters in Fig. 2.10.

ity derived from CLaMS versus equivalent latitude. Figure 2.10 illustrates the
relationship between the EP flux divergence and the CLaMS mixing intensity
averaged over several stages of the polar vortex during the winter of 2008/09:
(a) strong vortex conditions in January between 3rd and 13th, (b) 10-day period
before the major SSW, i.e. between 14 and 23 January, (c) 10-day period after
the major SSW, i.e. between 24 January and 3 February, and (d) weakened wave
activities after the major SSW between 4 and 13 February.
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Figure 2.10: EP flux (arrows) and its divergence (coloured bluish). Black con-
tours indicate the mixing intensity larger than 0.4. The panels (a)–(d) show mean
values averaged over four time periods: (a) 3–13 January, (b) 14–23 January,
(c) 24 January–3 February and (d) 4–13 February.

We notice that before mid January, maximum mixing remains equatorward
of 65◦N and generally outside the polar vortex boundary as defined by the Nash
criterion (Fig. 2.9). In particular, above 700 K the rather abrupt poleward de-
crease in mixing strength clearly marks the polar mixing barrier isolating the
core of the stable polar vortex from the surf zone. Note that the Nash criterion
is not necessarily a perfect proxy for the mixing barrier, thus mismatching to
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within a few degrees latitude, as apparent in Fig. 2.9a. In mid January the pic-
ture changes drastically. With the intensified wave activity disturbing the polar
vortex, the westerlies decelerated. Consequently, the EP flux increased and its
divergence became strongly negative, meaning an enhanced convergence of the
EP flux (Fig. 2.10). Furthermore, the pattern of mixing intensity separated into
two branches above 700 K after 24 January (Fig. 2.9a): one in high and another
one in mid equivalent latitudes (marked as A1 and A2 in Figs. 2.9a and 2.10c,
respectively).

This distribution of mixing intensity indicates that both the polar and sub-
tropical barrier (the latter above 700 K) are weakened by the major SSW. Further-
more, daily PV or tracer distributions over the NH (cf. Fig. 3) exhibit that at this
time several vortex fragments move equatorward and mix with mid-latitude air.
At the same time, several fragments of tropical air masses which are generated
at low latitudes, are transported poleward and mixed with mid- or high-latitude
air.

Mixing intensity diagnosed in Fig. 2.9 shows some interesting, altitude-
dependent patterns: At the highest levels (θ between 700 and 850 K) after the
major SSW, the mid- and high-latitude mixing is comparable (cf. A1 versus A2
in Fig. 2.9a). At the levels between 500 and 700 K, the high-latitude mixing
branch within the vortex dominates. Finally, in the lower stratosphere between
400 and 500 K, mixing has intensified in the polar region after the major SSW,
while the mixing intensity in the surf zone (marked by B in Fig. 2.9c) has slightly
increased during and after the major SSW. Note that the subtropical barrier can
be identified as a minimum in mixing intensity between 10 and 20◦N equivalent
latitude (Fig. 2.9b). The position of this minimum does not significantly change
during the time shown although the impact of the major SSW can be seen around
1 February, mainly at highest levels between 700 and 850 K.

From the vertical cross sections of EP flux shown in Fig. 2.10, we infer that
in the first half of January, there were three intensive mixing regions (marked
as A, B and C) with only weak, vertically propagating waves. As mentioned
above, region A became stronger during the course of the winter and then divided
into two branches (A1 and A2). Region B is related to the mid-latitude (surf
zone) mixing in the lower stratosphere (400–500 K) that is influenced by the
subtropical jet and the QBO. Region C is associated with strong vertical shear in
the transition layer between the westerlies and easterlies of the QBO.

It is obvious that although high mixing intensities can be diagnosed in the
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surf zone outside of the polar vortex (region A) before the major SSW, this sig-
nature intensifies after the onset of the major SSW (regions A1 and A2). Con-
vergence of the EP flux indicates breaking of waves and thus to wave and mean-
flow interaction. Once the local wind field is significantly disturbed by trans-
port of momentum and heat flux, subsequent stirring and stretching of eddies
(resolved by the ECMWF winds) drives the mixing parameterization in CLaMS.
Note that after 10 February (20 days after the SSW), the mixing intensity quickly
dropped as the vortex started to recover with a weak vortex edge between 50 and
60◦N equivalent latitude at 800 K and 50◦N equivalent latitude at 600 K (i.e. with
a weak PV gradient according to the Nash criterion).

Based on the analysis of the temporal and spatial evolution of the mixing
intensity resolved in CLaMS and the EP flux divergence, the simulated patterns
show a clear and reasonable physical picture how mixing responds to large-scale
wave forcing: when the transport barriers stay strong, the mixing pattern does
also not change dramatically (Fig. 2.10a); when the general circulation is dis-
turbed and the transport barriers are weakened, the pattern of mixing is highly
associated with the local wave activities (Fig. 2.10b and c). However, the ques-
tion still arises whether mixing resolved by the model can also be seen in the
observations. This would help to provide a more quantitative understanding of
how the major SSW influences the chemical composition of the stratosphere.

2.3.5 Impact of the MW on transport and chemistry

N2O–O3 correlations: MLS versus CLaMS

As discussed in the last section, the subtropical barrier and even more so the polar
vortex barrier suppress the exchange of air across those barriers before the major
SSW. Hence, long-lived species are well-mixed in the regions separated by these
barriers and strong isentropic gradients of these species are expected across such
barriers. In the tracer–tracer space (in the following abbreviated as tracer space),
these well-mixed regions manifest as compact correlations; however correlations
between the tracers are different in the regions separated by barriers (for a review
of this method see Plumb, 2007).

Figure 2.11a1–c1 show the N2O–O3 correlations of MLS observations plot-
ted as probability distribution functions (PDFs). The data cover the NH with
equivalent latitudes between 0 and 90◦N and within the potential temperature
range between 450 and 700 K. The MLS observations are selected for three peri-
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Figure 2.11: PDFs of N2O–O3 correlations (tracer space) shown for three periods: (a)
18–28 December, (b) 18–28 January and (c) 18–28 February. The top row (a1–c1) is
based on the MLS observations within equivalent latitudes 0–90◦N and potential tem-
perature range between 450 and 700 K. The black lines in (a1–c1) represent the respect-
ive correlation branches (polar, surf-zone, tropics). The middle and bottom rows show
CLaMS simulations without ozone chemistry but with and without mixing, respectively.
CLaMS PDFs are calculated from the APs with the same potential temperature range
but with equivalent latitudes between 40 and 90◦N. The grey lines mark the isentropes
(450, 500, 550, 600, 650, and 700 K). For better comparison between CLaMS with and
without mixing, the dashed black curves in (a2–c2) show the estimated N2O–O3 correl-
ation line from the case without mixing (i.e. from a3–c3). Reversely, dashed lines in
(a3–c3) depict schematically transferred correlation branches from CLaMS with mixing
(i.e. from a2–c2).
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ods: 18–28 December (1 month before the major SSW), 18–28 January (during
the major SSW) and 18–28 February (1 month after the major SSW). The grey
lines in Fig. 2.11a1–c1 indicate the isentropes calculated from the pressure alti-
tude of the observations and corresponding ECMWF temperature.

Under relatively strong vortex conditions before the major SSW, two stronger
and one weaker branch of N2O–O3 correlations with enhanced PDF values can
be distinguished in Fig. 2.11a1. These branches describe the well-mixed air
masses within the polar vortex, the surf zone and the tropics (thin black lines
from bottom to the top, respectively). The corresponding barriers in the phys-
ical space, i.e. the vortex edge and the subtropical barrier, manifest in tracer
space as regions with lower PDF values separating the correlation branches (a
detailed discussion follows in the next subsection). After the major SSW (see
Fig. 2.11c1), the polar correlation totally disappears in tracer space and the
tropical correlation becomes slightly weaker. Conversely, the PDF of the mid-
latitude correlation strengthens in the time period after the major SSW.

Our first goal is to understand the changes in the N2O–O3 correlations ob-
served by MLS before and after the major SSW (Fig. 2.11a1 to c1) as a result
of different transport mechanisms (isentropic mixing, meridional transport). In
particular, we would like to figure out why the polar and the tropical N2O–O3
correlations weakened after the major SSW and the mid-latitude correlation be-
came stronger. First, we rule out ozone chemistry by using CLaMS simulations
with passively transported O3 (pO3). At the end of this section, we will also
include CLaMS results with the full stratospheric ozone chemistry.

2.3.6 Isentropic mixing versus cross-isentropic transport

Two sets of CLaMS simulations, with and without mixing, are used to study
the mixing-induced differences between the PDFs of the pO3–N2O correlations.
The results are shown in Fig. 2.11 (middle/bottom row for mixing/non-mixing
cases). As in Fig. 2.11a1–c1, the PDFs are calculated for the same time periods
before, during and after the major SSW (from a to c). However, the range of the
considered equivalent latitudes is confined to 40–90◦N (instead of 0–90◦N shown
in Fig. 2.11a1 to c1) to separate more clearly the effect of transport from the
tropics on the composition of air in the mid latitudes (see discussion below). To
provide better comparability, correlation branches of the non-mixing experiment
are also depicted in the mixing case as dashed lines (and vice versa).
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Transport from the tropics

By using such a limited range of equivalent latitudes, we exclude the APs on the
tropical side of the subtropical barrier (that is around 20◦N equivalent latitude)
and it is obvious that the PDFs of the CLaMS run with mixing do not show
any tropical correlation in the equivalent latitude 40–90◦N (Fig. 2.11a2 to c2).
However, a tropical correlation was found in the non-mixing run during and after
the major SSW (Fig. 2.11b3/c3) because in this idealized simulation, tropical air
was transported into the mid latitudes but had not been mixed. For a better
comparison, this “artificial” tropical correlation (i.e. from Fig. 2.11b3/c3) is also
shown in Fig. 2.11b2/c2 (solid dashed line).

Thus, a clear difference in the result of the mixing and non-mixing case in-
dicates that the tropical APs are transported from lower latitudes to mid latit-
udes where they mix with the mid-latitude APs. Consequently, the slope of the
surf-zone correlation moves towards the tropical correlation branch, especially
between 550 to 650 K (cf. Fig. 2.11 from a2 to c2 and c2 with c3). This isen-
tropic mixing in mid latitudes is also consistent with the increased mixing intens-
ity marked as A2 in Figs. 2.9 and 2.10. In contrast, an idealized, pure trajectory
calculation (i.e. CLaMS without mixing) completely neglects this effect and pro-
duces N2O-O3 correlations which cannot be reconciled with MLS observations
(i.e. for equivalent latitudes 40–90◦N, not shown).

Vortex breakup and decay

All APs which are transported along the trajectories without mixing do not
change their composition and thus keep the same position in the N2O–O3 space
unless they leave the considered range of equivalent latitudes or potential temper-
atures. Besides the almost isentropic import of tropical APs that was mentioned
in the last subsection, strong downwelling within the polar vortex, mainly during
the major SSW itself, can also be diagnosed in the tracer space.

The isentropes move upwards in tracer space during the major SSW
(Fig. 2.11 from column a to b), as a consequence of diabatic cooling (down-
welling) associated with warming in mid and high latitudes (see also Fig. 2.4).
As a result of this cross-isentropic transport, the APs transported without mixing
may be exported (or imported) from (or into) the considered θ -range between
450 and 700 K. For example, the polar APs within the black solid squares in
Fig. 2.11a3 are missing in the box of Fig. 2.11c3. The box is defined by the N2O
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values between 80 and 130 ppbv and O3 between 2.7 and 3.5 ppmv. Note that for
CLaMS with mixing these regions are filled with APs indicating that mixing in
the model re-establishes parts of the correlation.
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Figure 2.12: Spatial distribution in the equivalent latitude-θ space of the APs,
defined by the mixing ratios of N2O and pO3 inside the square in Fig. 2.11a3,
i.e. with N2O and pO3 values from 80 to 130 and from 2.7 to 3.5 ppmv, respect-
ively, calculated from the CLaMS run without mixing. (a) 23 December 2008;
(b) 23 January 2009 and (c) 23 February 2009. Colours indicate different ranges
of pO3 values and are defined in the box. The PDFs along the equivalent latitude
and potential temperature axes are shown as red lines. Thick black lines denote
the edge of the polar vortex.

To shed more light on the ongoing processes, in Fig. 2.12 we plot the equi-
valent latitudes and the potential temperature coordinates of these missing APs
at the end of each of the considered time periods (from the CLaMS run without
mixing). Furthermore, the APs are coloured by different ranges of pO3 and the
PDFs of their equivalent latitudes and θ coordinates describe their mean hori-
zontal and vertical position during the course of the winter.

Figure 2.12 shows that after the major SSW onset, most of the APs which
were originally located above 450 K, have been transported downwards below
450 K. Therefore, the downward cross-isentropic transport within the vortex
(diabatic descent) with subsequent export of the APs out of the considered poten-
tial temperature range 450–700 K is the main reason for the missing correlation
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inside the square of Fig. 2.11c3. Moreover, most of the APs were confined in-
side the polar vortex before the major SSW, while after the major SSW these
APs were spread almost uniformly between 40 and 90◦N equivalent latitude
(Fig. 2.12c) due to chaotic advection with pronounced streamers and filaments
after a complete breakup of the two vortices over eastern North America and the
Atlantic (see N2O distribution at 475 K in Fig. 2.7).

In the CLaMS run with mixing, the situation is stable as long as the well-
defined vortex edge constitutes an effective mixing barrier (Fig. 2.11, column
a). Later, during the major SSW, descent and chaotic advection have the same
effect as in the idealized CLaMS simulation without mixing, i.e. part of the APs
carrying the signature of the polar correlation are again eventually exported from
the considered θ -range as they descend below 450 K.

However, increased mixing between these descending polar APs with the
APs outside the vortex have two additional effects: (i) the signature of the polar
correlation is spread to mid-latitude APs that do not descend beyond the con-
sidered θ -range, such that the signature remains visible (like vortex fragment
D in Fig. 2.4b1/c1), and (ii) the mixing with mid-latitude (and even tropical)
APs causes the polar correlation branch to become less compact and shift to-
ward the mid-latitude correlation branch along the plotted isentropes (like air
masses C and E in Fig. 2.4b1/c1). These effects can be well discerned by com-
paring the vortex branch of the correlation for the mixed case (Fig. 2.11b2/c2)
with the non-mixed case (Fig. 2.11b3/c3), also denoted as dashed black curves
in Fig. 2.11b2/c2.

After the breakup of the two vortices over eastern North America and the
Atlantic in mid February, spreading of the polar APs across the hemisphere along
with intense mixing with mostly mid-latitude and some tropical APs leads to an
almost complete loss of the polar correlation branch (Fig. 2.11c2), which remains
preserved only in a few unmixed vortex remnants (like fragments A, B and D in
Fig. 2.4c1). As explained by Plumb (2007), the fast and nearly hemisphere-wide
isentropic mixing (as promoted by the major SSW) leads to a single compact
extratropical correlation.

Note that the weak polar correlation which is present in CLaMS (see
Fig. 2.11c2) is not resolved in the MLS observations. A potential explanation
is the limited spatial resolution of the MLS instrument with vertical resolution
of 4–6 km for N2O and 2.5–3 km for O3, respectively, and horizontal resolution
of 200 km for both species. This means that physical structures below these spa-
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tial scales are smoothed out by the MLS instrument (an effect sometimes called
optical mixing, see Appendix).

2.3.7 Impact of chemistry

Arctic O3 loss is triggered by activated chlorine which mainly occurs in late
winter and spring within a sufficiently cold polar vortex. The chlorine-induced
ozone-loss also requires sunlight exposure (see e.g. Solomon, 1999). The NOx-
induced O3 chemistry roughly follows the halogen chemistry after the vortex
breakup with highest values occurring in the middle and lower stratosphere (see
e.g. Solomon, 1999; WMO, 2014). To quantify the chemical effect on the N2O–
O3 correlation, Fig. 2.13 shows the pO3–N2O correlation within 0–90◦N and
450–700 K range, overlaid with the correlations from the full chemistry run
(dashed curves).

In the early winter, we found a small but significant amount of ozone loss
in the lower stratosphere (cf. dashed curve and PDFs between 450 and 550 K in
Fig. 2.13b), which is consistent with the results of Manney et al. (2015). After
the onset of the warming event, only few polar stratospheric clouds (PSCs) were
formed and, consequently, the subsequent, chlorine-induced ozone-loss within
the polar vortex was very limited (Kuttippurath and Nikulin, 2012; Manney et al.,
2015). This can also be inferred from the CLaMS-based correlation with pO3
(PDFs in Fig. 2.13c) that is very close to the correlation based on full-chemistry
O3 (dashed curve in Fig. 2.13c). Besides the chlorine-catalyzed ozone loss, the
NOx-catalyzed loss of O3 is of importance in our interpretation of the N2O–O3
correlations, especially when the temperature rises after the major SSW and thus
most gas- phase chemical reactions are accelerated.

Two regions (marked in Fig. 11 as A and B) of this correlation plot have
been investigated in more detail regarding the chemical change of ozone. Re-
gion (A) has N2O mixing ratios near 140 ppbv and passive ozone near 7.4 ppmv
on 23 January, corresponding to a most probable location of 35◦N and 650 K
(using a similar method as discussed in Fig. 2.12). It is evident that here ozone
is chemically depleted. From the locations of 120 air parcels in this area, back
trajectories were calculated for 1 month along which the chemistry, which was
calculated using the CLaMS chemistry module, and additional output to ana-
lyse and quantify the contribution of the individual ozone depletion cycles (as
defined by Crutzen et al., 1995) to the ozone loss term. The average ozone pro-
duction over this month through oxygen photolysis was 0.85 ppmv which was
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Figure 2.13: Impact of O3-chemistry on the temporal evolution of the N2O-O3
correlations. The PDFs are calculated from the N2O-pO3 correlations of APs
with equivalent latitudes 0–90◦N and potential temperatures 450–700 K. The
considered time periods are the same as in Fig. 2.11. The dashed black curves fit
the maxima of the N2O-O3 correlations (PDFs) derived from a CLaMS run with
a full stratospheric ozone chemistry. The correlation for passive ozone (pO3)
marked as A (N2O near 140 ppbv and pO3 near 7400 ppbv) and the correlation
marked as B (N2O near 140 ppbv and pO3 near 7400 ppbv) show clear differ-
ences from the dashed curves showing simulation with full chemistry. The two
groups of APs marked by those correlation features have been investigated in
more detail of their ozone chemistry (see text).

outweighed by ozone loss of 1.45 ppmv, of which about half could be attributed
to NOx-catalyzed ozone loss cycles and the remaining half equally distributed to
HOx, ClOx and Ox cycles.

In contrast, region (B) with N2O mixing ratios of 260 ppbv and passive ozone
mixing ratios of 3.8 ppmv corresponds to a most probable location of 11◦N and
575 K. Here, chemistry causes an ozone increase. A similar chemistry simula-
tion along 132 1-month back trajectories showed an ozone production through
oxygen photolysis of 800 ppbv and net ozone depletion by 260 ppbv. Therefore
ozone production dominates in this part of the tropics. Since gas-phase chemical
reactions are temperature-dependent, we investigated whether the temperature
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anomaly (see Fig. 1b) had a significant effect on ozone. An identical run along
the 132 trajectories, however, with temperatures set 3 K higher, increased the
ozone loss by 0.03 ppmv. The ozone production is not temperature-dependent.
A change in the ozone loss rate of 1 ppbv per day is negligible compared to the
changes caused by dynamics that are discussed here. Complementary to our
discussion above, we find that in polar latitudes, the differences between correla-
tions with or without chemistry are negligible, indicating a minor importance of
the chlorine-induced ozone-loss during the 2008/09 winter.

2.4 Remarks

A remarkable major SSW in January 2009 led to strongly disturbed stratospheric
dynamics which manifested in both accelerated polar descent and tropical up-
welling. During the following 2 weeks up to the end of January, this transient
signal of cross-isentropic transport propagated down from around 1 to 100 hPa.
The radiative relaxation of this anomaly in diabatic heating was relatively fast
(∼ 10 days) in the upper stratosphere, but took more than a month in the lower
stratosphere, which resulted in accelerated polar descent and accelerated tropical
upwelling through late March (Fig. 2.5).

Associated with the disturbed dynamical background during the major SSW,
strong variability of N2O and O3 was observed by the MLS instrument. We used
CLaMS to simulate transport, mixing and chemistry to interpret the observed
change of stratospheric composition. By comparison with MLS observations of
N2O–O3 correlations, we showed how the polar vortex edge weakened and how
the subtropical mixing barrier was affected by poleward transport followed by
mixing in mid latitudes during and after the major SSW.

As an important but uncertain piece of atmospheric modelling, the mixing
process could be explicitly and reasonably described in CLaMS simulations. The
distribution of simulated mixing intensity showed that mixing across the vortex
edge and also across the subtropical barrier (above 700 K) was enhanced after
the onset of the major SSW, associated with wave forcing, quantified in terms of
the EP flux divergence.

The observation- and model-based O3–N2O correlations have been shown to
be a useful diagnostic to separate dynamical and chemical effects. Model results
show that isentropic mixing is a key process to understand the drastic change of
stratospheric composition triggered by the major SSW: the decay of the polar
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O3–N2O correlation and the strengthening of the mid-latitude correlation. One
month after the major SSW, almost half of the polar vortex dissolved due to is-
entropic mixing in O3–N2O correlation space, whereas the other part constituted
the germ for the formulation of a new and relatively weak vortex. Halogen-
induced ozone loss within the polar vortex was negligible in the late winter of
2008/09 and the dominant ozone chemistry during and after the major SSW was
the extra-tropical ozone loss due to NOx catalytic cycles mainly at 600–800 K
and ozone production in the tropics.

However, there is also a limitation of the applicability of the MLS satel-
lite data with a vertical resolution of a few kilometres. As shown in the Ap-
pendix, due to this limited spatial resolution, physical structures below these
spatial scales and resolved by the model are smoothed out by the satellite’s aver-
aging kernel (an effect sometimes called optical mixing). Thus, although MLS
satellite data offer a very good coverage, their poor vertical resolution does not
allow us to narrow the possible range of the mixing parameters in CLaMS (i.e. of
the critical Lyapunov exponent).

Finally, we can speculate that for a winter with significant, chlorine-induced
ozone loss, followed by a strong major SSW and/or a final warming, the mid-
latitude air can be influenced by processed, ozone-depleted air. Conversely, mid-
latitude air (also O3-rich air compared to polar vortex air in mid stratosphere)
can be effectively transported into high latitudes.



Chapter 3

Response of water vapor in
tropical lower stratosphere to
SSWs

A single SSW event as resolved in the satellite observations and CLaMS simu-
lation was discussed in the last chapter. We learned that major SSWs introduce
intensive subseasonal variability of stratospheric dynamics and composition in
the high latitudes as well as in the tropics during the boreal winter and spring. In
this chapter, we will systemically investigate the SSWs in the last 35 years with
respect to their impact on the amount of water vapor entering the stratosphere.
This chapter is mainly based on the result of Tao et al. (2015b).

3.1 Water vapor in the lower stratosphere

As first suggested by Brewer (1949), water vapor enters the stratosphere through
the cold tropical tropopause layer (TTL), where freeze-drying causes strong de-
hydration from large tropospheric to very low stratospheric mixing ratios. The
fact of extreme dryness in the stratosphere inspired the theory of Brewer-Dobson
circulation (BDC) (Brewer, 1949; Dobson, 1956). Besides the indicative role
of mass circulation, the stratospheric water vapor has been receiving consider-
able attention because stratospheric water vapor has a substantial contribution to
climate change: an increase (decrease) of stratospheric water vapor leads to stra-
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tospheric cooling (warming) and to tropospheric warming (cooling) (e.g. Rind
and Lonergan, 1995; Forster and Shine, 1999). Solomon et al. (2010) assessed
the 10% decrease of stratospheric water vapor concentration during 2001-2005
slows the rate of increase in global surface temperature by about 25% that would
have been caused by CO2 and other greenhouse gases over the last decade.
Dessler et al. (2013) further emphasized the possibility of a positive feedback
of stratospheric water vapor to global surface climate change. Moreover, strato-
spheric water vapor affects stratospheric ozone chemistry through providing the
source of OH for the ozone destruction by the HOx cycle as well as participating
in the formation of PSCs in the polar regions (e.g. Evans et al., 1998; Stenke and
Grewe, 2005).

3.1.1 Observations

As early as in the 1940s, stratospheric water vapor has been observed by high-
altitude aircrafts and balloons in the United Kingdom (Rosenlof et al., 2001).
Based on these early observations, the mean meridional circulation model (BDC
as mentioned above) was discovered. Since that time, systematic measurements
were carried out using different techniques. The most remarkable one is the
multi-decadal (since 1980) water vapor observations with balloon-borne cryo-
genic frost point hygrometers (FPHs) over Boulder, Colorado (Oltmans et al.,
2000a; Hurst et al., 2011). This water vapor observations over Boulder produce
the longest in-situ record of water vapor vertical profiles, which is of great value
in the study of the relationship between water vapor and climate change. Valu-
able information on water vapor in the UTLS region is also obtained from in-situ
measurements on board scheduled flights of passenger air craft with in the In-
service Aircraft for a Global Observing System (IAGOS) project (Zahn et al.,
2014; Petzold et al., 2015).

However, all in-situ measurements are confined by a limited spatial an-
d/or temporal resolution. Satellite observations which are available since the
late 1970s provide global coverage, higher temporal resolution and possibility
of longer record. The Halogen Occultation Experiment ( HALOE) on board
NASA’s Upper Air Research Satellite (UARS) measured a long water vapor time
series from 1991 until 2005 with latitude coverage from 80◦S to 80◦N (Har-
ries et al., 1996). However, HALOE measurements in the early 1990s might
be affected by the volcanic aerosol (Fueglistaler et al., 2013). Aura Microwave
Limb Sounder (MLS) has operated since middle of 2004 until now, which offers
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high quality water vapor measurements retrieved from the thermally emitted mi-
crowave radiation from the Earth’s limb (Read et al., 2007). For the instruments
measuring water vapor, accurate measurements of water vapor especially around
the tropopause layer is of great difficulties because of the large span of water
vapor values from the upper troposphere to the lower stratosphere and of ex-
tremely high variations of water vapor concentration associated with dynamical
processes (Kunz et al., 2013; Hegglin et al., 2014). In the following, both HA-
LOE and MLS water vapor observations will be used in comparison to CLaMS
simulations of water vapor.

3.1.2 Variability of water vapor in the tropical lower stratosphere

The stratospheric water vapor entry values derived from almost three decades of
satellite observations follow roughly the evolution of tropical tropopause tem-
peratures (or cold point temperature, CPT) and show multi-timescale variations
ranging from daily to decadal (Fueglistaler and Haynes, 2005; Fueglistaler et al.,
2013; Urban et al., 2014; Hegglin et al., 2014). The most pronounced signature
of water vapor variations in the tropical lower stratosphere is the tape recorder
effect (Mote et al., 1996) reflecting the seasonal cycle of tropical tropopause
temperatures. This annual cycle signal imprinted on the stratospheric water va-
por mixing ratios at the tropical tropopause ascends with the BD circulation.
In addition to this almost periodic component, transient, sub-seasonal cooling
episodes occur at timescales of 1-2 months as a result of forcing by extratrop-
ical waves (Randel et al., 2002). Beyond this, observations over the last several
decades indicate also a strong interannual variability of lower stratospheric H2O
(Oltmans et al., 2000b; Hurst et al., 2011; Kunz et al., 2013). The inter-annual
variability is mainly influenced by the quasi-biennial oscillation (QBO, mean
period of 28 to 29 months) (Plumb and Bell, 1982; Baldwin et al., 2001; Dessler
et al., 2013) and to a weaker extent by the El Niño Southern Oscillation (ENSO)
(Randel et al., 2004b; Gettelman et al., 2001; Calvo et al., 2010).

On a decadal timescale, the significance of stratospheric water vapor trends
recently received attentions because of its importance for climate change. Many
studies discussed the stratospheric water vapor trend based on long-term obser-
vations, e.g. Boulder observation of water vapor (Hurst et al., 2011; Kunz et al.,
2013), HALOE satellite data (Randel et al., 2006; Fueglistaler, 2012) or several
combined observations (Rosenlof et al., 2001; Fueglistaler and Haynes, 2005;
Urban et al., 2014; Hegglin et al., 2014). However, a consensus about the strato-
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spheric water vapor trend is difficult to be reached. In fact, the more observations
we include and the longer the observational record is available, the more uncer-
tain we find the water vapor trend. Oltmans et al. (2000a) and Rosenlof et al.
(2001) suggested that water vapor in the lower stratosphere may have increased
by 1% per year in the second half of the 20th century based on balloon meas-
urements, whereas Hegglin et al. (2014) found no significant trend using a series
of measurements. Both satellite limb measurements by the Halogen Occultation
Experiment (HALOE) and balloon-borne measurements over Boulder revealed
a decrease in stratospheric water vapor since the end of 2000, consistent with
a stronger tropical upwelling and lower temperatures in the TTL (Randel et al.,
2006; Bönisch et al., 2011). Less than 30% of this increase could be explained by
oxidation of increasing methane concentrations (Rohs et al., 2006; Riese et al.,
2006). Moreover, with changes in the BD circulation and chemistry in the stra-
tosphere, the of CH4 oxidation in the stratosphere change, which has an impact
on stratospheric water vapor trends (Röckmann et al., 2004). Recently, Urban
et al. (2014) analyzed the tropical water vapor in the lower stratosphere using
a series of observations and reported another drop in water vapor observations
by the Aura Microwave Limb Sounder (MLS) onboard the AURA satellite, that
happened after 2012, sharing similarity with the earlier drop around 2000.

The variabilities of stratospheric water vapor and its impact factors are still
open questions so far. However, there are few studies on stratospheric water
vapor from the perspective of interaction between different timescales of variab-
ility. Especially, contribution from subseasonal variabilities to long-term trend or
variabilities are usually neglected. However, this contribution is worth to study
because: 1) the variability of stratospheric water vapor long-term record is obvi-
ously not a single linear trend but a result of non-linear multi-scale interaction; 2)
we are able to understand the seasonal and subseasonal variabilities much better
than the uncertain long-term trend or variabilities.

3.2 CLaMS tropical water vapor in the lower strato-
sphere

3.2.1 Model setup and validation

One of the difficulties in quantifying the variability of stratospheric water va-
por arises from limitations of the observational systems, especially due to issues
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arising from instrument drifts and short overlap periods. As recently discussed
by Hegglin et al. (2014), chemistry-climate models nudged to observed met-
eorology have the potential to overcome these problems by providing a transfer
function between different date set, which reconstructs a more homogeneous
long-term data record.

We established a long-term water vapor data set from 1979 to 2013 using
the Chemical Lagrangian Model of the Stratosphere (CLaMS) (McKenna et al.,
2002a; Konopka et al., 2004; Pommrich et al., 2014). Temperatures, horizontal
winds and diabatic heating rates are prescribed from the ECMWF ERA-Interim
reanalysis (Dee et al., 2011). Methane oxidation is included as a source of water
vapor in the middle and upper stratosphere, with the concentration of hydroxyl,
atomic oxygen, and chlorine radicals taken from a model climatology (Pommrich
et al., 2014).

The lower boundary for the water vapor mixing ratio calculation is located
at approximately 500 hPa and is set to the ERA-Interim water vapor field. The
calculation of water vapor mixing ratios is based on a simplified dehydration
scheme. If saturation (with respect to ice) occurs along a CLaMS air parcel
trajectory, the water vapor amount in excess of the saturation mixing ratio is in-
stantaneously transformed to the ice phase and sediments out, using a paramet-
erization based on a mean ice particle radius and the corresponding fall speed
(Hobe et al., 2011; Ploeger et al., 2013). Furthermore, if the parcel is subsat-
urated and ice exists, this ice is instantaneously evaporated until saturation is
reached.

Figure 3.1 shows the tropical water vapor on 400 K from our simulation, HA-
LOE and MLS satellite observations. We find a very good agreement between
the simulation and the MLS measurements (purple line in Fig. 3.1). With the ob-
servations of the HALOE satellite (green line), the simulation shows also good
agreement. The good agreement between HALOE observations and the simula-
tion is better after 2000 than before. Before 2000, the relatively low simulated
water vapor values compared with HALOE are consistent with a low bias of
tropical tropopause temperature in ECMWF reanalysis data (Dee et al., 2011),
which has been corrected in 2006 after including new satellite data (COSMIC)
into the 4d-var assimilation procedure (Fueglistaler et al., 2013). Note that the
water vapor drops in the tropics around 2000 and 2012, observable in the satellite
data and also reflected in the CLaMS simulation.
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Figure 3.1: The evolution of water vapor volume mixing ratios (top) and the
ERA-Interim diabatic vertical velocities θ̇ (bottom) in the tropics (10◦S-10◦N)
at the 400 K potential temperature level (∼18 km), shown as the deseasonal-
ized anomaly with respect to the 35-year climatology. The black line shows the
H2O simulation from the CLaMS 35-year run; the green line shows HALOE;
the purple line shows MLS satellite observations. A 15-day running mean is ap-
plied to all three data sets. The gray shadings highlight the QBO easterly phases
(eQBO), which are defined by the ERA-Interim wind at 500 K (about 50hPa).
The vertical straight lines mark the central days of SSWs: red during the eQBO,
blue during the wQBO and dashed lines are major SSWs with a weak QBO
(QBO index less than ± 5m/s). The black arrow shows the position of the only
SSW in the southern hemisphere, which occurred in October 2002.
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3.2.2 Possible impact factors

Following the statements in section 3.1, the stratospheric water vapor variability
is controlled by the CPT which results from many factors and their non-linear
interaction. The main factors associated with cold point temperature (CPT) vari-
abilities include the large scale stratospheric circulation (Gettelman and Birner,
2007), the tropical zonal wind in the lower stratosphere (QBO phase) (Plumb
and Bell, 1982; Baldwin et al., 2001; Dessler et al., 2013), tropical deep convec-
tion and its related tropical waves (e.g. Madden- Julian Oscillation) (Virts and
Wallace, 2014) and sea surface temperature (e.g. ENSO) (Randel et al., 2004b;
Gettelman et al., 2001; Calvo et al., 2010). Here we will focus on the effect
of major SSW events because the SSW, as a result of increased planetary wave
activity is related to an acceleration of the BD circulation (Holton et al., 1995).
Hereby, the phenomenon of SSWs is not only a sudden temperature rise in the
polar region but also a cooling in the tropics, which is expected to be reflected
on the stratospheric water vapor entry values.

A glance at Fig. 3.1 meets our expectation. Here the CLaMS tropical zonal
mean (10◦S-10◦N) deseasonalized water vapor is shown as a black line in the top
panel, the diabatic vertical velocity θ̇ anomaly is shown as black line in bottom
panel and the major SSWs are marked as the vertical straight lines (SSWs in the
wQBO phase are colored in blue and those in the eQBO phase in red). Note
that the major SSW events are identified using the methodology presented by
Charlton and Polvani (2007) (CP07 from now on) based on ERA-Interim reana-
lysis. The corresponding central dates, the first day when zonal wind reversed at
60◦N and 10 hPa, are listed in Table 3.1 (second column). As has been pointed
out by Taguchi (2011) and Gómez-Escolar et al. (2014), use of the highest polar
cap temperature instead of the zonal wind reversal at 60◦N and 10 hPa, charac-
terizes better the response of the BD circulation to SSWs. Thus, in our study the
SSW central dates (Table 3.1 third column) are defined as the dates with highest
mean polar cap temperature (60-90◦N) within a ±30 days window around each
major SSW central date derived from the wind criterion (CP07). We notice that
many of the water vapor drops follow the SSWs and the mean tropical upwelling
θ̇ (Fig. 3.1 bottom) increases almost simultaneously. These characteristic drops
in tropical water vapor usually happened 2-4 weeks after the central SSW days
and, notably, all these H2O drops approximately coincide with most of the low-
est water vapor anomalies during the considered 35 years except for the 3 lowest
values in the mid-1990s.
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No. SSWs/wQBO SSWs/wQBO SSW ENSO index MJO phase
Central Date Central Date magnitude ∆SST (K) and amplitude

(Wind) (Temp.) ∆T10 (K)
1 22 Feb 1979 27 Feb 1979 5.9 0.1 Ph.4/ 1.5
2 4 Mar 1981 5 Feb 1981 13.7 −0.4 Ph.7/ 1.2
3 14 Mar 1988 12 Mar 1988 13.6 0.7 Ph.2/ 1.9
4 21 Feb 1989 20 Feb 1989 12.3 −1.4 Ph.1/ 0.5
5 20 Mar 2000 13 Mar 2000 10.4 −1.1 Ph.5/ 0.8
6 18 Jan 2003 29 Dec 2002 13.1 0.9 Ph.4/ 2.2
7 24 Feb 2007 24 Feb 2007 3.3 0.6 Ph.4/ 1.8
8 24 Jan 2009 23 Jan 2009 14.4 −0.7 Ph.1/ 1.1
9 24 Feb 1984∗ 24 Feb 1984∗ 12.3 −0.3 Ph.8/ 0.9
10 8 Dec 1987∗ 8 Dec 1987∗ 12.1 1.1 Ph.3/ 1.8

Avg. 21 Feb 15 Feb 10.8±4 −0.1±0.8
No. SSWs/eQBO SSWs/eQBO SSW ENSO index MJO phase

Central Date Central Date magnitude ∆SST (K) and amplitude
(Wind) (Temp.) ∆T10 (K)

1 1 Mar 1980 1 Mar 1980 14.2 0.4 Ph.3/ 0.5
2 1 Jan 1985 1 Jan 1985 12.5 −1.0 Ph.6/ 1.2
3 15 Dec 1998 17 Dec 1998 13.1 −1.4 Ph.6/ 0.8
4 30 Dec 2001 28 Dec 2001 16.0 −0.3 Ph.7/ 2.0
5 5 Jan 2004 25 Dec 2003 12.5 0.4 Ph.6/ 2.4
6 21 Jan 2006 21 Jan 2006 7.7 −0.7 Ph.5/ 2.6
7 22 Feb 2008 23 Feb 2008 5.9 −1.2 Ph.1/ 0.8
8 6 Jan 2013 11 Jan 2013 11.6 −0.4 Ph.6/ 2.2
9 23 Jan 1987∗ 18 Jan 1987∗ 7.7 1.1 Ph.3/ 0.4
10 26 Feb 1999∗ 27 Feb 1999∗ 12.5 −1.1 Ph.1/ 1.4
11 11 Feb 2001∗ 1 Feb 2001∗ 4.8 −0.6 Ph.3/ 1.8
12 17 Feb 2002∗ 19 Feb 2002∗ 4.0 -0.1 Ph.5/ 1.5
13 9 Feb 2010∗ 30 Jan 2010∗ 11.4 1.2 Ph.7/ 2.0

Avg. 16 Jan 16 Jan 11.7±3 −0.5±0.7

Table 3.1: Central dates of the SSWs in eQBO (top) and wQBO (bottom) phase.
The second column shows the central dates according to the wind reversal criterion of
Charlton and Polvani (2007). The third column shows the central dates according to the
maximum polar cap temperature (Taguchi, 2011). The QBO phase is defined by 30-day
smoothed equatorial mean wind at θ = 500 K (∼50hPa). The central dates marked with
stars are the major SSWs within the transition regime between two QBO phases. The
magnitudes of SSWs in the forth column are estimated from the polar cap (50◦N - 90◦N)
temperature anomaly at 10 hPa averaged over ± 5 days around the temperature-based
central date. The fifth column shows Oceanic Niño Index estimated by 3-month (DJF)
running mean of ERSST.v4 sea surface temperature (SST) anomalies in the Niño 3.4
region (5◦N-5◦S, 120◦-170◦W) and the bold numbers are those above the threshold of±
1 K. The MJO phases and amplitudes are from the Australia Bureau of Meteorology and
are based on a combined Empirical Orthogonal Function analysis using fields of near-
equatorially averaged (15◦S-15◦N) 850 hPa and 200 hPa zonal wind and OLR (Wheeler
and Hendon, 2004).
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Figure 3.2: The distribution of zonal mean water vapor volume mixing ratios
at the 400 K potential temperature level (∼18 km), shown as the deseasonalized
anomaly with respect to the 35-year climatology. The vertical straight lines mark
the central days of SSWs as Figure 3.1.

Furthermore, we extend Fig. 3.1 to the distribution of zonal mean H2O along
latitudes at θ = 400 K as shown in Figure 3.2. The SSWs central dates are also
marked in the same way in Fig. 3.1. Clearly, the water vapor drops that fol-
low the SSWs are not confined within the tropics but extend to middle and even
high latitudes. The extension of water vapor drops to 30-40◦N is rapid because
it occurs though (fast) isentropic mixing processes. The propagation of negat-
ive water vapor amonalies to high latitudes takes usually more than half a year
and hemispherically asymmetric structure. The development of this hemispheric
asymmetry varies from one case to another and thus will not be investigated fur-
ther in this study.

Gómez-Escolar et al. (2014) pointed out that the enhanced tropical cooling in
the lower stratosphere related to SSWs is strongly modulated by the QBO phases.
Thus, we consider the QBO phases during SSWs in the following analysis. The
QBO phase for each SSW is defined using the 30 day smoothed equatorial mean
wind at θ = 500 K (approximately 50 hPa) calculated for each temperature-based
central date. Major SSWs with equatorial mean wind at 500 K less than ±5 m/s
have occurred in the transition regime between two QBO phases and therefore
can not be attributed clearly to a QBO phase. These SSWs are excluded in the
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following statistical analysis (the corresponding central dates are marked with
stars in Table 3.1). February 21st and January 16th are the average SSW central
dates in eQBO and in wQBO phase respectively. These two dates will be used
in the following statistical analysis as the central dates for the years without
occurrence of major SSWs in the corresponding QBO phases.

In addition to the factors contributing to the zonally symmetric variations
of water vapor anomalies (e.g. BD circulation intensity and QBO), the factors
associated with zonally asymmetric variability (mainly ENSO and MJO) should
also be considered. Randel et al. (2009) pointed out El Niño (La Niña ) events
could induce warming (cooling) of the TTL and cooling (warming) of the trop-
ical lower stratosphere. Calvo et al. (2010) connected El Niño events with an
enhancement of the BD circulation and a drying in the tropical lower strato-
sphere. Here we listed the ENSO index for each winter (3-month mean refer to
the SSW central date) with occurrence of SSWs in the fifth column of Table3.1.
The ENSO index is the Oceanic Niño Index (ONI) based on the three-month
running-mean sea surface temperature (SST) departures from average in the Niño
-3.4 region of the equatorial Pacific Ocean (5◦N-5◦S, 170◦W-120◦W). An ONI
index larger than 0.5 indicates an El Niño event and an ONI index smaller than
-0.5 indicates a La Niña event. We find the cold and warm ENSO phases dur-
ing the winters with SSWs are almost equal: 9 La Niña winters against 7 El
Niño winters out of 23 winters in total. This result is consistent with the study
by Butler and Polvani (2011) showing that the frequency of SSWs during each
ENSO phase is almost equal. Butler and Polvani (2011) also stated that the
SSWs are more frequent during ENSO winters than during ENSO-neutral win-
ters. Therefore, we speculate that the both ENSO phases potentially enhance the
extratropical planetary waves and their propagation into the stratosphere.

The Madden- Julian oscillation (MJO) is the most prominent mode of sub-
seasonal (≈30-60 day) variability in the tropics (Madden and Julian, 1972).
It is associated with an enhanced convective signal slowly moving eastward
(≈ 5ms−1) over the tropics. It has been suggested that the subseasonal variabilit-
ies of temperature and the wind field in the UTLS are influenced by the MJO and
its related Kelvin waves (Kiladis et al., 2001; Randel and Wu, 2005). In addition,
studies suggested that the SSWs tend to follow certain MJO phases due to the
teleconnections between MJO and the sea surface temperature in the North Pa-
cific (Garfinkel et al., 2012; Liu et al., 2014). We use the daily multivariate MJO
index that is described in Wheeler and Hendon (2004). The eight MJO phases
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indicate the location of the convectively active region: phases 2-4 corresponding
to the Indian Ocean and the western Maritime Continent and phases 5-7 to the
eastern Maritime Continent and the western Pacific Ocean. The MJO is con-
sidered as being active when the amplitude of the MJO index exceeds 1.5. Our
result shows that about half of the winters with SSWs (12 out of 23 winters) are
accompanied by active MJO (amplitude larger than 1.5). However, no particular
MJO phases favor the onset of SSWs according to the last column of Table3.1.

It is possible that the large-scale waves triggered by tropical deep convec-
tion, which are related to MJO or ENSO, extend to the tropopause layer and
influence the CPT. Another possibility is that ENSO- or MJO- related tropical
anomalies enhance the planetary waves in the troposphere and the increased
wave-propagation disturbs the polar vortex, which accelerates the tropical up-
welling. Because each boreal winter experienced a different evolution of MJO
and ENSO, either of the possibility is hard to prove. We can not completely
exclude the influence of ENSO or MJO on the stratospheric water variabilities
in the following analysis. However, the ENSO pattern or MJO related convec-
tion by themselves cannot explain the zonally averaged temperature and water
vapor variabilities in the TTL. Focussing on a view of the whole tropical strato-
sphere, the zonally symmetric factors, e.g. large scale stratospheric circulation
and QBO, are dominant and the contribution of ENSO or MJO is of secondary
order (Gettelman et al., 2001; Fueglistaler and Haynes, 2005).

3.3 SSW effect

3.3.1 The tape recorder signal and QBO

Figure 3.3 provides the vertical structure of the tape recorder as observed by
MLS (a) and simulated with CLaMS (b). The figure shows tropical zonal mean
water vapor (10◦S-10◦N) with the time axis confined to boreal winter (DJF).
We focus on boreal winter, because the major SSWs all happened in the north-
ern hemisphere with the exception of one in the southern hemisphere in October
2002 (black arrow in Fig. 3.1; this SSW will be excluded from the further discus-
sion). A good agreement is achieved in terms of mean vertical structure and the
slow upward phase propagation. However, the layer with the lowest water va-
por mixing ratios around the tropopause is located ∼10 K higher in the CLaMS
simulation than in the MLS observations (Fig. 3.3 (a-b)). Furthermore, a faster
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Figure 3.3: Tropical water vapor climatology (10◦S-10◦N, 2005-2013) during
boreal winter (DJF) for (a) MLS observations and (b) CLaMS simulation. The
same is shown for: (c) eQBO phase composites and (d) wQBO phase compos-
ites, from CLaMS. Note that the averaging kernels of MLS are applied to the
CLaMS simulation (b) for better comparison.
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upward propagation of the tape recorder signal is found above 430 K in CLaMS
simulations. This excessive tropical upwelling is consistent with the temperature
low bias in the ERA-Interim forecast (Dee et al., 2011), which has also been
found in CLaMS simulation of the CO tape recorder (Pommrich et al., 2014)

To quantify the effect of the QBO phase on the amount of water vapor en-
tering the stratosphere, the vertical structure of the tape recorder derived from
a 35-year CLaMS climatology is divided into two composites containing either
years with eQBO or with wQBO phase (Fig. 3.3c and d). In the 35 years, there
are 18 boreal winters with wQBO phase and 15 winters with eQBO phase. Note
that both the MLS and HALOE data sets are too short to make this type of ana-
lysis statistically significant. Similar as in Fig. 3.3a and b, the tape recorder
signal is seen in both QBO phases. However, obvious differences related to the
QBO phase exist: First, the H2O minimum between 380 and 420 K, resulting
from intensive dehydration at the tropical tropopause during winter, is by ∼0.5
ppmv lower during the eQBO than during the wQBO phase. Second, the tropical
upwelling as represented in the H2O tape recorder is faster for the eQBO years
than for the wQBO years. All these impacts of the QBO phase on the tropical
H2O are consistent with previous studies (see e.g. Baldwin et al., 2001).

3.3.2 Net effect of major SSWs

Because the annual cycle is the dominant feature of water vapor entering the
tropical stratosphere, we consider in the following deseasonalized anomalies
(i.e. relative to the 35-year mean) of H2O and temperature. Besides, we cat-
egorize the eQBO (wQBO) winters into eQBO (wQBO) winters with and
without occurrence of major SSWs (eQBO/MW, wQBO/MW, eQBO/noMW
and wQBO/noMW). The composites of the deseasonalized anomalies of H2O
(colored) and temperature (gray contours) according to these categories are
shown in Figure 3.4 (a1, eQBO/noMW; a2, wQBO/noMW; b1, eQBO/MW;
b2, wQBO/MW). For years with major SSWs, ±90 days periods around each
SSW central date (as shown in Table 1) are used for the composites. Note
that the mean central date of wQBO/MW (15 February) is one month later
than that of eQBO/MW (16 January). Considering the time shift of SSW rel-
ative to the QBO phase, the composite for eQBO/noMW (wQBO/noMW) cases
is centered at January 16th (February 15th) with a ±90-day window. To sep-
arate the SSW effect from the QBO variability, we composite the differences
between eQBO/MW(Fig. 3.4(b1)) and eQBO/noMW (Fig. 3.4(a1)) as shown in
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Fig. 3.4 (c1) that estimates the SSW net effect in the eQBO phase (analogously
for wQBO in Fig. 3.4(c2)).

First, the eQBO case is colder (∼ 1.5 K) and drier (∼ 0.5 ppmv) in the
lower stratosphere compared with the wQBO case, independent of the ma-
jor SSW occurrence (c.f. Fig. 3.4(a1) with (a2) for winters without SSW and
Fig. 3.4(b1) with (b2) for winters with SSW). Beyond the upward-propagating
anomaly branch starting in early winter (white arrows), a fast upward propagat-
ing branch with low H2O anomaly values (green arrows) can be diagnosed in
both QBO phases during SSW (Fig. 3.4(b1) and (b2)). The upward-propagating
low H2O anomaly can be better seen if it is separated from the QBO variability
(Fig. 3.4(c1) and (c2)). These sub-seasonal signatures start at θ = 380 K about
15-30 days after the (mean) central day and propagate up to 480 and 420 K in
the eQBO and wQBO phase in the following 1-2 months. Furthermore, both
of these sub-seasonal negative H2O anomalies are accompanied by drops of the
tropical temperature (gray dashed contours). However, the tropical cooling in
the eQBO is strongest (up to 2 K anomaly) at 430 K about 15 days after the SSW
onset and reduces the tropopause temperature by approximately 1 K. The cool-
ing for wQBO/MW (Fig. 3.4(c2)) weakens below about 450 K and the negative
temperature anomaly almost disappears when reaching the tropical tropopause.
This asymmetric response of tropical temperature relative to the QBO phase is
consistent with the results discussed by Gómez-Escolar et al. (2014) (see also
next section).

It is shown in Fig. 3.4(c1) and (c2) that H2O differences are below 0.2 ppmv
and without statistical significance before the SSW central date. The direct de-
hydration following the SSWs (after the central date) is evident for both QBO
phases (green arrows in (c1) and (c2)). There is a drop of water vapor (0.2- 0.3
ppmv) around the tropopause 15-30 days after the SSW central day, which res-
ults from TTL cooling after the SSW onset, shown by the temperature differences
(gray contours) due to SSWs in Fig. 3.4(c1) and (c2). Both responses pass the
Monte Carlo difference test (see supplement) at 0.9 confidence level (crosses).
The anomalies propagate upwards and strengthen by ∼1 ppmv. The enhance-
ment of upward-propagating anomalies are related to the dilution rate of tropical
air by middle latitude air through horizontal transport (termed in-mixing) that is
of importance to the water vapor tape recorder in the lower stratosphere (Mote
et al., 1998). The ascending anomaly increases more strongly (and steeper) dur-
ing eQBO. It is mainly because of the faster upward transport and consequently
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difference test).
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less in-mixing from middle latitude air during the easterly phase.
Another important difference is related to the QBO phase: The SSW-related

cooling and subsequent dehydration during the eQBO phase can be well separ-
ated from the change of the background and contribute to about∼0.3 ppmv H2O
drop about 2-4 weeks after the central date of the SSW. On the other hand, a
much smaller decrease of H2O relative to the background about ∼0.1 ppmv can
be diagnosed during the wQBO phase. Note that the mean strength of SSWs
in two QBO phases does not differ much, less than 10% (see the 4th column
of Table 1). Therefore, the strength of SSWs in different QBO phases can not
explain the different responses of tropical water vapor to SSW.

In a recently published study, Evan et al. (2015) investigated extreme low
temperature and water vapor by in-situ measurements during the Airborne Trop-
ical TRopopause Experiment (ATTREX) in winter 2013. The local temperature
drop reached up to 2 K and the decrease of water vapor up to 1.5 ppmv at 82 hPa
based on the in-situ measurements. Consistent with our analysis based on the
CLaMS simulation, Evan et al. (2015) attributed the extreme low water vapor to
the response to the major SSW modulated by the eQBO during that period.

3.3.3 SSWs, BDC and the QBO-dependent dynamical background

The extratropical planetary waves in the stratosphere intensify during the weeks
directly preceding the SSWs (Limpasuvan et al., 2004). The intensified waves
lead to upper-stratospheric wave breaking, which triggers the SSWs and accel-
erates the deep branch of the BDC (e.g. Holton et al., 1995). The enhanced
wave breaking results in enhanced polar downwelling, enhanced tropical up-
welling and increased cooling in the tropical stratosphere. The wave forcing
during SSWs intensifies not only in high latitudes but also in the subtropical
lower stratosphere. The related subtropical wave driving can be a result of mod-
ified wave-propogation conditions (lower-stratospheric zonal mean wind) (Gar-
cia and Randel, 2008) or because waves are generated by deep convection in the
tropics and subtropics (Kerr-Munslow and Norton, 2006; Norton, 2006; Chen
and Sun, 2011).

Gómez-Escolar et al. (2014) pointed out that the response of tropical temper-
ature to SSW is strongly modulated by the QBO. Figure 3.5 shows a diagram of
this mechanism (Figure 8 from Gómez-Escolar et al., 2014). At altitudes above
∼40 hPa, tropical temperature anomalies associated with SSWs persist longer
during the westerly QBO phase (wQBO) than during the easterly QBO phase
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(eQBO). The wave breaking at low latitudes is modulated by the QBO related
zero-wind line (the transition layer between the QBO westerlies and easterlies).
During the eQBO phase, the zero-wind line is much lower (around 30 hPa) than
during wQBO phase (around 10 hPa). Hence, the low-latitude wave breaking oc-
curs at lower levels during eQBO winters and efficiently accelerates the shallow
branch of the BDC (Garny et al., 2011; Gómez-Escolar et al., 2014).

Figure 3.5: Scheme of the mechanisms for tropical stratospheric cooling associ-
ated with a SSW occurrence. The tropical region is affected by two pathways:
(1) the increased circulation is associated with enhanced wave driving and (2)
the subtropical wave dissipation controlled by the position of the zero- wind
line which in turn is modified by the QBO phase. Figure adapted from Gómez-
Escolar et al. (2014)

Therefore, drops of tropical temperature in the lower stratosphere are ex-
pected during winters with SSWs in both QBO phases, due to an accelerated
deep branch of the BDC and intensified tropical upwelling. However, the SSW-
induced sub-seasonal temperature variability in the TTL is modulated by the
QBO-dependent zero wind line and, consequently, extends to lower levels in the
eQBO than in the wQBO winters (see gray contours in Fig. 3.4(b1/b2)). When a
SSW happens in a wQBO winter, temperature variations occur mainly above 440
K and do not significantly influence the stratospheric water vapor entry values.
However, in an eQBO winter, the tropical response from the shallow branch of
the BDC occurs at lower altitudes, close to the tropopause and thus more likely
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drives an extra-dehydration at the tropical tropopause 10-30 days after the SSW
event.

3.4 Potential contribution of SSWs to water vapor trend

In the previous section, we have discussed the impact of SSWs on tropical H2O
in the lower stratosphere and its relation to the QBO phase. The mean lower stra-
tospheric H2O decrease is ∼0.2 ppmv during 1-2 months after a SSW. Although
the influence of the SSWs on tropical H2O is confined to the sub-seasonal time-
scale, the resulting H2O decrease may contribute to a long-term H2O change
when the frequency of SSWs in the recent 2-3 decades is taken into account. An
interesting fact is that SSWs are relatively rare in the 1990s and have become
more frequent after 2000 (see Table 3.1): only 2 events happened in the 1990s
but 11 events in the 2000s. Thus, this significant increase in the frequency of the
SSWs after 2000 may have affected the decadal variability of tropical H2O.

To illustrate the change of tropical H2O around 2000, we calculate the differ-
ence of H2O before and after 2000 and plot the results in Fig. 3.6. Here we count
the winter of 1999/2000 into 2000s and exclude the winter of 2009/2010 to avoid
a sampling-bias due to asymmetric contributions of the QBO phases. Hence, 5
eQBO and 5 wQBO winters are counted before and after 2000. Again, we use
the same method as discussed in the last section to remove the seasonality from
the H2O signal.

Figure 3.6 shows an overall drier lower stratosphere in the winters and
springs of 2000s than in the 1990s accompanied by enhanced cooling especially
after mid-January. Two characteristic and statistically significant patterns (con-
fidence larger than 0.9 overlaid by crosses) can be diagnosed in the stratospheric
H2O decadal difference: the slowly ascending, tape recorder pattern and a fast
ascending branch with negative values of 0.2 ppmv. The first pattern is the an-
omaly due to lower tropical temperature caused by enhanced upwelling in 2000s
as discussed in Randel et al. (2006) that is also related to an increased number of
SSWs during this period. The second, fast ascending contribution in February,
March and April is very similar to the pattern of the time evolution of H2O due
to the SSWs discussed in the previous section (Fig. 3.4). Hence, the dryer lower
stratosphere after 2000 appears to be related to the dehydration effect of SSWs.

Figure. 3.7 shows the same plot as Fig. 3.6 but extended to the whole year. It
is obvious that tropical air is significant drier in the1980s and the 2000s than that
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Figure 3.6: Differences of tropical (10◦S-10◦N) water vapor (colored) and tem-
perature (gray contours) deseasonalized anomalies derived from the 35-year
CLaMS simulation between winters in 2000s and winters in 1990s (2000s minus
1990s). Gray crosses indicate statistical confidence larger than 0.9 as derived
from the Monte Carlo test.

in 1990s. This is consistent with previous studies of stratospheric water vapor
trends (Randel et al., 2006; Fueglistaler, 2012) and is, at the same time, connec-
ted to the SSW-occurrences in these three decades: 8 major SSWs in 1980s and
11 events in 2000s but only 1 event in 1990s. Similar in both figures are the two
ascending drying anomalies (with respect to 1990s), originally starting in boreal
winter (green arrows) and boreal summer (red arrows) respectively. The first one
starting in boreal winter (green arrows) is related to SSWs and is the main focus
of out study. The second one starting in summer (red arrows) shows a strong con-
tribution during 1980s. Although the summer ascending anomaly undoubtedly
contributes to the long-term variability of stratospheric water vapor, its reasons
stay unclear and need further investigation.

The winter anomalies in both figures (3.6 and 3.7) started in late February
and early March. This is just the time period of high frequency of major SSWs
in these two decades. Furthermore, the amplitude and duration of wintertime
ascending drying anomalies are both remarkable. The drying anomalies reached
the maximum of 0.3 ppmv and lasted for 4-5 months with a relative fast up-
welling. To emphasize this point, we averaged H2O in the tropical lower strato-
sphere (400 K) from February to April every year and ploted these H2O values
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Figure 3.7: Decadal differences of tropical (10◦S-10◦N) water vapor (colored)
and temperature (white contours) deseasonalized anomalies derived from the 35-
year CLaMS simulation. Differences between following decadals are shown: (a)
winters in 2000s and winters in 1990s (2000s minus 1990s); (b) winters in 1980s
and winters in 1990s (1980s minus 1990s). Gray crosses indicate statistical con-
fidence larger than 0.9 as derived from the Monte Carlo test. Green arrows in-
dicate the asscending anomalies starting at boreal winter while red arrows show
that starting from summer.

together with the decadal frequency of SSWs (Figure 3.8). Figure 3.8 shows a
remarkable anti-correlation between the SSW-occurrences and the H2O values
in the three decades.

3.5 Discussion and remarks

Dehydration of air entering the tropical stratosphere was clearly diagnosed after
SSWs. The related tape recorder pattern starts at the tropical tropopause and
propagates upward in both QBO phases during the following 2-3 months. The
enhanced breaking of planetary waves in the subtropical lower stratosphere dur-
ing eQBO phase results in a distinct cooling and a subsequent drying at the trop-
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Figure 3.8: The bar chart shows the record of major SSWs from 1979 to 2013:

winters with SSWs are valued 1 and winters without SSWs are values -1. The

scatter-line shows the mean water vapor mixing ratio (400 K, 10◦N-10◦S, unit:

ppmv) of February, March and April using the CLaMS simulation.

ical tropopause by ∼0.3 ppmv around 3 weeks after the SSW. In the wQBO

phase this drying effect is also present, but smaller and more uniformly distrib-

uted over time. Moreover, the SSW-induced tropical upwelling is stronger in the

eQBO than in the wQBO phase and results in a faster upward transport of the

dehydrated air masses.

Since the sharp and unexpected drop (∼0.4 ppmv) in stratospheric water va-

por after 2000 was documented (Randel et al., 2006), a number of studies tried

to explain this drop in different aspects: drop of tropical temperature in relation

to strengthened BD circulation (Randel et al., 2006; Bönisch et al., 2011) and

sea surface temperature (SST) increases in the tropical warm pool (Rosenlof and
Reid, 2008). In our study, an extra-dehydration in relation to SSW was clearly

diagnosed, related to the a decadal variability in the frequency of major SSWs.

The results support the study by Randel et al. (2006) and Bönisch et al. (2011)

that long-term water vapor variabilities in TTL is mainly a result of the variabil-

ities of the cold point temperature. In addition, extra-dehydration due to SSWs

(less in-mixing from higher latitudes due to faster upwelling), can last longer

than 4 months, that at the same time propagates upwards, although the SSW it-

self is confined to boreal winter. Therefore, we looked into 10-year differences

of H2O anomalies in Figure 3.6 and found a similarity of H2O decadal differ-

ence and the SSW-associated drying effect (Fig. 3.4). The similar pattern in H2O

differences between 1980s (8 major SSWs) and 1990s (1 major SSW) further
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supports our main hypothesis: the SSW-associated drying effect possibly has a
contribution to the long-term variability of stratospheric H2O. The quantifica-
tion of various contributions to the variability of stratospheric H2O needs further
investigation (e.g. the full-dynamic control simulation without SSWs).



Chapter 4

Improvement of mixing
parameterization

4.1 Motivation

First, we recall the physical idea behind the mixing scheme in CLaMS. We are
trying to find a mechanism that allows regions to be identified where mixing
happens on the scale resolved by the model. Typically, such regions are often
related to atmospheric instabilities like the formation of deep convection. In
the first chapter, the Richardson number was introduced to quantify instabilities,
which are associated with wind shear and the static stability (N2). Due to high
static stability in the stratosphere, only sufficiently strong deformations of the
horizontal wind are excepted to drive mixing within a considered stratospheric
layer. Since most applications of CLaMS in the past were focused on the stra-
tosphere, the mixing in the current version of CLaMS is induced by sufficiently
strong vertical and horizontal shear rates of mostly isentropic wind (diagnosed
within each model layer).

The Brunt-Väisälä frequency N2 is a key parameter to describe the atmo-
spheric stability. Figure 4.1 shows the climatology of the zonal mean (dry)
Brunt-Väisälä frequency N2 for winter (DJF) and summer (January). Clearly,
N2 is much higher in the stratosphere than in the troposphere. The high static
stability (N2) is located above the tropical and extratropical tropopause and the
maximum N occurs in the tropical lower stratosphere (often denoted as the Tro-
popause Inversion Layer (Birner et al., 2006)), which becomes obvious when
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Figure 4.1: Zonally averaged squared Brunt-Väisälä frequency N2 for winter
(DJF) and summer (JJA). The Brunt-Väisälä Frequency (N) is based on ECMWF
ERA-interim reanalysis for the year 2008. The white lines are potential temper-
ature levels.

N2 is plotted in the tropopause-relative vertical coordinate (Grise et al., 2010).
The high N2 in the stratosphere is a result of the temperature rise with altitude
above the tropopause. The troposphere is characterized by much weaker stability
compared with the stably stratified stratosphere. The minimum of N2 is found
in the tropical upper troposphere and extends to the extratropical troposphere in
the summer hemisphere. The transition layer from the troposphere to the strato-
sphere (the UTLS region) is marked by a sharp gradients of N2 and the highest
gradient is found above the tropical tropopause.

Weak static stability is found in the troposphere, especially in the tropics.
When the static stability N2 becomes small, tropospheric mixing is expected in
the weakly stratified regions. Furthermore, the weak static stability favors con-
vective process which can effectively drive convective mixing. As a result, the
convective mixing is expected to influence the distributions of tracers in the up-
per troposphere and even in the lower stratosphere (e.g., Gidel, 1983; Dickerson
et al., 1987; Gray, 2003; Hegglin et al., 2004).

Here we use the multi-annual, global CLaMS simulations of the whole tropo-
sphere and stratosphere. We use high quality in-situ measurements of CO (Volk
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et al., 2000; Homan et al., 2010; Viciani et al., 2008) and ozone (Yushkov et al.,
1982) with high spatial vertical resolution to compare with the simulation. CO is
a tropospheric tracer and its lifetime (∼3 months) is long enough for tracking the
transport from the troposphere to the stratosphere. Ozone is a long-lived tracer
in the lower stratosphere and the high concentration of ozone marks the air mass
of stratospheric origin. Therefore, CO and ozone will be used as tropospheric
and stratospheric tracers respectively.

CO is prescribed in CLaMS at model levels at and below ζ = 200 K (i.e.
below about 4 km) by using the satellite-based observations with the highest ver-
tical sensitivity around 500 hPa measurements of pollution in the troposphere
(MOPITT) (Pommrich et al., 2014). Because of sampling and smoothing pro-
cesses, CO is underestimated by MOPITT in the boundary layer and the lower
troposphere. In order to correct this underestimation, CO values in the lower
boundary, i.e. the orography-following model layer below ζ = 200 K, are scaled
up by an adjustable factor in the CLaMS simulation. The factor is adjusted to
particular research purpose and this scale factor is set to two in the simulation.
The concentration of ozone at the surface is set to zero and and ozone is pre-
scribed from the HALOE climatology above θ = 500 K. A simplified chemistry
scheme is applied in the CLaMS simulation. More details about the chemistry
scheme and boundary conditions is discussed in Pommrich et al. (2014).

Figure 4.2 shows the CLaMS simulation and in-situ measurement of CO and
O3 based on one flight over Sao Paulo state in Brazil on 4 February 2005 during
the Tropical Convection, Cirrus and Nitrogen Oxides (TROCCINOX) campaign.
The Geophysica aircraft intercepted a severe convective event on 4 February
2005. A strong uplift of young air masses and brightness temperature (BT) lower
than 190 K were observed during the flight (Chaboureau et al., 2007). Therefore,
these measurements are a good example to test the representation of deep convec-
tion in the CLaMS simulation. The figure (top left panel) shows that the CLaMS
CO is underestimated compared with both the in-situ CO values from both the
COLD measurement (Viciani et al., 2008) and HAGAR measurement (Volk et al.,
2000; Homan et al., 2010). Because it is shown that CO from HAGAR measure-
ments tend to be lower than the COLD CO measurements, the underestimation
from CLaMS simulation is more significant compared to COLD measurements
than compared to HAGAR measurements. A clear difference between the ob-
servations and simulation can be diagnosed between 340 K and 360 K where
enhanced CO associated with the convective uplift was observed. Moreover, the
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Figure 4.2: The comparison between simulation of CO from CLaMS (colored) with the

in-situ measurements from COLD (dark grey) and from the HAGAR instrument (black)

on the Geophysica aircraft on 4 February 2005 during the Tropical Convection, Cirrus

and Nitrogen Oxides (TROCCINOX) campaign. Top two panels show the CO and O3

profiles and the black dashed lines show the tropopause derived from the corresponding

in-situ temperature measurements. The bottom panel shows the corresponding O3-CO

correlation. The mean age of air calculated with CLaMS is color-coded in the unit of

months. The total measurement uncertainty is shown for both instruments (light grey

shading for COLD and black error bars for HAGAR). Total measurement uncertainty is

determined as the square root of the sum of squares of the accuracy and precision of the

measurements.
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difference between the simulation and COLD measurement is also clear between
360 K and 390 K but the difference between the simulation and HAGAR meas-
urement is within the instrument uncertainty.

The simulated O3 (top right panel) values between 370 K and 400 K are over-
estimated compared to the O3 from the FOZAN measurement (Yushkov et al.,
1982). The simulation shows an aged stratospheric air mass intrusion with high
ozone and low CO value around 390 K, which is inconsistent with the O3 meas-
urements. The overestimation of O3 with CLaMS can result from the missing
chemistry of O3 loss in the stratosphere in the CLaMS run. It can also be caused
by insufficient representation of convective uplift and mixing, which possibly
decreases the O3 concentration and increases the CO values in the lower strato-
sphere.

Next we consider the correlations between the stratospheric tracer O3 and
tropospheric tracer CO (O3-CO correlation) shown in Figure 4.2. A series of
previous studies have used O3-CO correlations based on in-situ measurements to
identify the exchange between the stratosphere and troposphere in the UTLS re-
gion. (Hoor et al., 2002; Pan et al., 2004, 2007; Kunz et al., 2009). The idealized
‘L shape’ in O3-CO correlation space without mixing is composed of two quasi-
linear correlation branches. The stratospheric branch is characterized by com-
pact low CO values and high variable O3 values whereas the tropospheric branch
shows the opposite behavior. The mixing process between the two branches
manifests itself as mixing lines, which can be used for model validation.

The bottom panel of Fig. 4.2 shows the O3-CO correlation of the in-situ
measurements (grey) and CLaMS simulation (colored). The overall underestim-
ation of CO can be also seen in this plot, similar to the CO profile discussed in
Fig. 4.2. We can roughly identify the mixing lines of simulation and in-situ ob-
servations shown as the solid black and blue lines respectively. The mixing line
of the observation is close to the tropospheric reservoir while the simulation-
based mixing line leans to the stratospheric reservoir. The difference would be-
come even worse if the artificial CO factor of 2 was removed. In other words,
the CLaMS simulation tends to underestimate the tropospheric contribution and
to overestimate the stratospheric contribution on STE.

Konopka et al. (2007) and Pommrich et al. (2014) reported that the CLaMS
simulation shows reasonable tracer transport for most flight dates except for the
dates with severe convection. One possible reason could be that the deep con-
vection is not well resolved by the ECMWF reanalysis which drives the CLaMS
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transport (mainly diabatic heating rate from ERA-interim, see Ploeger et al.
(2010)). Although this point is difficult to address with direct measurements,
Wright and Fueglistaler (2013) compared the diabatic heating in the UTLS from
several reanalysis data sets and pointed out that the ERA-interim climatological
diabatic heating is weakest in the tropical middle to upper troposphere among
all the data sets (Figure 2 in Wright and Fueglistaler (2013)). This indicates
that the ascending branch of the Hadley circulation in the inner tropics could be
underestimated by ERA-interim.

Secondly, we discuss now the possibility that the convection-associated
transport and mixing in the troposphere is insufficiently represented in the current
mixing scheme of CLaMS. To reach a more global view instead of using only
measurements during one single flight, we include more in-situ measurements
of CO and O3 of several campaigns. More information about these campaigns
are shown in Appendix A.4. The in-situ measurements are divided into two
groups according to the corresponding brightness temperature (BT) from Cloud
Archive User Service (CLAUS) data with 1/3◦ horizontal resolution (Hodges
et al., 2000). One group embraces all the measurements where the corresponding
brightness temperature is lower than 245 K. It contains ∼ 38000 measurements,
which are interpreted as influenced by the deep convection. Another group in-
cludes the measurements where the brightness temperature is higher than 270 K,
which is considered as the measurements without influence of moist convection.
Around 24000 measurements are involved in this group.

Figure 4.3 shows the O3-CO correlation of the two groups of in-situ meas-
urements (top) compared with the CLaMS simulation (bottom). Following Pan
et al. (2004) and Kunz et al. (2009), we assume that the undisturbed stratospheric
air is characterized by CO mixing ratios lower than 35 ppbv (the area marked
by "1") and tropospheric air mass is marked by ozone mixing ratio lower than
75 ppbv (the area marked by "2"). Accordingly, the points in the area marked
by "3" are seen as the mixed air masses. For the group without deep convec-
tion, 41% out of the total measurements are found in area 3. STE of the group
without deep convection is mainly caused by the bidirectional extratropical mix-
ing along isentropes across the tropopause (Hoor et al., 2002). The simulation
of this group (bottom right) shows comparable representation of mixing: 37% of
the air masses are considered mixed.

Among the measurements of the group with deep convection, there are 38%
mixed air masses. The mixing is highly related to convection, including fast up-
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lift and convective mixing. However, the simulation shows underestimation of
mixing: only 27% of mixed air masses in the area 3. Therefore, on the one hand,
the current transport and mixing scheme in CLaMS shows a good ability to es-
timate the isentropic mixing. On the other hand, the representation of mixing
and fast uplifting due to convection is insufficient in CLaMS. Note that the con-
vective fast uplifting from the boundary layer and the tropospheric mixing are
two different perspectives in CLaMS transport: the representation of convective
uplifting should be carried out by re-estimation of the vertical velocity in the ad-
vection part of transport (trajectory) while the tropospheric mixing due to weak
stabilities or even instabilities should be realized through extending the current
mixing scheme.

4.2 Parameter for vertical stability – moist Brunt-
Väisälä frequency

To improve tropospheric mixing in CLaMS, the first step is to find a parameter
that quantifies the stability of the atmosphere. We start from the Boussinesq
approximation of the vertical momentum equation describing the vertical motion
of an air parcel in a hydrostatic reference atmosphere with mean profiles p0(z)
and ρ0(z), i.e.:

dw
dt

=−g
ρ̃

ρ0
− 1

ρ0

∂ p̃
∂ z

, (4.1)

where p̃ and ρ̃ is the deviation from the mean state and w denotes the vertical
velocity. Following Archimedes, the first term on the right hand side describes
the effect of buoyancy. Buoyancy per unit mass FB is determined by the ratio
between the mass of the air parcel with the volume V and the mass of the envir-
onmental fluid replaced by it, and is given by:

FB =−ρgV −ρ0gV
ρV

=−g
ρ−ρ0

ρ
≈−g

ρ−ρ0

ρ0
=−g

ρ̃

ρ0
, (4.2)

where ρ in the denominator of the forth term is approximated to the environ-
mental density ρ0 according to the Boussinesq approximation.

Assuming an adiabatic deviation of the air parcel from its mean state, i.e.
Dθ/Dt = 0, using the ideal gas law and the incompressible assumption, the fol-
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Figure 4.4: The different response of an air parcel to a vertical velocity w0 under
different stability condition in terms of N2.

lowing relation can de derived (Vallis, 2006):

ρ̃

ρ0
=− θ̃

θ0
. (4.3)

Accordingly, net buoyancy force FB can be further written as:

FB =−g
ρ̃

ρ0
≈ g

θ̃

θ0
. (4.4)

Since the pressure gradient term tends to opposite to FB, FB is the upper
limit of vertical acceleration dw/dt, which can also be written as d2z̃/dt2 with z̃
denoting the vertical displacement from the equilibrium state. By neglecting the
pressure gradient term and assuming ρ̃ ∼ −(dρ0/dz)z̃ in eq. 4.1, the following
relation can be derived:

d2z̃
dt2 +N2z̃ = 0, (4.5)

with
N2 =− g

ρ0

dρ0

dz
. (4.6)

where N denotes the Brunt-Väisälä frequency. Figure 4.4 shows the vertical
displacement variability of an air parcel with an initial upward vertical velocity
(w0) under five different stability conditions in terms of N2. When N2 > 0 (shown
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as the blue curves), the solution of 4.5 is z̃ = Ae±iNt , which is a gravity wave with
a vertical amplitude A and a period 2π/N. Brunt-Väisälä frequency N2 is then
interpreted as the angular frequency of the oscillation. The smaller the N2 is,
the longer the oscillation period is. When N2 < 0 (the red curves), the vertical
acceleration is in the same direction with vertical displacement so that any small
perturbation will be amplified, i.e. resulting in an unstable behavior.

Using the approximation of 4.3 and ρ̃ ≈−θ̃ρ0/θ0 =−ρ0/θ0(dθ0/dz)z̃, the
form of Brunt-Väisälä frequency in eq. 4.6 can be rewritten as:

N2 ≈ g
θ0

dθ0

dz
. (4.7)

Therefore, the relation between the net buoyant force and the ‘measure of stabil-
ity’ expressed in terms of Brunt-Väisälä frequency can be derived from eq. 4.4
and eq.4.7 as:

FB = g
θ −θ0

θ0
= g

θ̃

θ0
≈−N2z̃, (4.8)

which is shown as the thick vectors FB in Fig. 4.4.

Thus, because of 4.7, the sign of buoyancy FB is related to the sign of dθ0/dz.
For the hydrostatic dry atmosphere, this condition translates into the dry adia-
batic lapse rate Γd , given by

Γ =−dT
dz

=
g
cp

= Γd ≈ 10 K/km (4.9)

An air column with a temperature profile (lapse rate γ) decreasing faster than
Γd is unstable (Wallace and Hobbs, 1977). For the hydrostatic atmosphere with
water vapor content saturated with respect to liquid water, the same considera-
tion (see also Appendix A.5) leads to the following stability conditions in the
temperature space:

γ < Γs− stable (4.10)

Γs < γ < Γd− conditionally unstable (4.11)

Γd < γ−unstable (4.12)



4.2 Parameter for vertical stability – moist Brunt-Väisälä frequency 85

z (km)

T (°C)0 10-10 20-20

3

2

4

5

1

2

3
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rate and the green curve shows the satur-
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with the saturated lapse rate Γs,

Γs =
Γd

1+ L
cp

dws
dT

≈ 6 K/km (4.13)

where L denotes the latent heat of vaporization and ws denotes the saturation
mass mixing ratio with respect to water (e.g., Wallace and Hobbs, 1977).

The three types of stability are shown in Figure 4.5. During a dry adiabatic
ascent, cooling of an unsaturated air mass follows the dry adiabatic lapse rate
(Γd ∼ 10 K/km, the blue line). When the environmental temperature profile,
for example the γ1 in Fig. 4.5 decreases faster than Γd and thus the air parcel
is warmer than the environment, the atmosphere is unstable and otherwise, it is
stable. When an air mass is saturated, the latent heat release from condensation
will compensate the cooling during the further ascending. Thus, the lapse rate for
the wet ascending (saturated lapse rate Γs, the green curve in Fig. 4.5) is smaller
than Γd . In this sense, when the environment temperature decreases with altitude
slower than Γd but faster than Γs e.g. γ2, it is stable for an unsaturated air mass
but unstable for a saturated air mass, which is called ‘conditionally unstable’.

For quantifying the contribution of latent heat release to the vertical instabil-
ities, Brunt-Väisälä frequency can be modified by introducing the moist Brunt-
Väisälä frequency Nm:

N2
m =

g
θe

∂θe

∂ z
. (4.14)
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where θe is equivalent potential temperature, the temperature an air parcel would

reach if all the water vapor in the air parcel were to condense, releasing its latent

heat and then brought down to 1000 hPa (Holton (1992); Ertel (1938), more

details about θe can be found in Appendix A.5). In particular, when the air

contains no moisture, the wet potential temperature θe is equal to the potential

temperature θ . Because of the energy released by the phase transition from water

vapor to liquid water (or to the ice phase), the N2
m is smaller than N2 and N2

m can

be negative where N2 is positive (conditionally unstable). The energy released by

the phase transition from liquid water to the ice phase can be neglected in most

cases because the respective latent heat is smaller by a factor of 10 than the latent

heat of gas-liquid transition (334 kJ for melting versus 2270 kJ for evaporation

for 1 kg liquid water).

To quantify the effect of moisture on the buoyancy force FB, eq. 4.8 has to

be replaced by:

FB =−N2
mz̃. (4.15)

Therefore, conditionally unstable buoyancy and negative values of N2
m are two

sides of the same coin.
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Figure 4.6: CAPE versus Brunt-Väisälä frequency.

For convective precipitation, severe weather analysis and forecasting, the

concept of convective available potential energy (CAPE) is widely used (Mon-
crieff and Miller, 1976) (see Figure 4.6) which is defined (in J/kg) as the follow-
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ing integral:

CAPE =

ˆ EL

LFC

g(θwb(z)−θa(z))
θa(z)

dz, (4.16)

where θa is the potential temperature of the environment (ambient air) and θwb is
the so-called wet-bulb potential temperature or saturation potential temperature
which needs some further explanation: We begin with the lifting condensation
level (LCL) defined as the height at which a parcel of air becomes saturated when
it is lifted adiabatically from the Earth’s surface (so the potential temperature
does not change). Starting from the LCL, the air parcel is then transported along
a moist adiabatic process (i.e. a pseudoadiabatic process for which the air is
saturated). The corresponding potential temperature within such a parcel defines
the web-bulb potential temperature. Note that a distinction is made between the
reversible process, in which total water is conserved, and the pseudoadiabatic
or irreversible moist adiabatic process, in which liquid water is assumed to be
removed as soon as it is condensed. When rising up to a certain level almost all
the water vapor in the air parcel is condensed and removed. Finally, around 100
hPa, the equilibrium level (EL) is reached. EL is defined as the height where the
(potential) temperature of a buoyantly rising parcel again equals to the (potential)
temperature of the environment, i.e. θa = θwb.

Alternatively, the CAPE can be also quantified through the amount of work
done by the positive buoyancy during the moist convective process from the LFC
to the EL as:

CAPE =

ˆ EL

LFC
FB dz. (4.17)

We conclude that whereas CAPE describes the integral property of an (con-
ditionally) unstable profile, N2

m quantifies more the altitude-resolved property of
such a profile. In the following, we use N2

m to identify atmospheric conditions
when convective mixing may happen and to quantify the threshold for triggering
deep convection in the parameterization.

4.2.1 Moist Brunt-Väisälä frequency representation of deep convec-
tion

In the previous section, we physically interpreted moist Brunt-Väisälä frequency
Nm based on the thermodynamics and clarified the theoretical connection with
the buoyancy force, environmental thermal structure and CAPE. In this section,
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we will analyze the distribution of Nm derived from ERA-Interim reanalysis data
and compare it with CAPE from ERA-interim and brightness temperature (BT)
from CLAUS data. Figure. 4.7 shows the distribution of zonally averaged moist

−60 −30 0 30 60
Latitude [Degree]

100

10

Pr
es

su
re

 [h
Pa

]

moist_BVF in DJFmoist_BVF in DJF

−60 −30 0 30 60
Latitude [Degree]

Pr
es

su
re

 [h
Pa

]

300 300

380 380

500

700

1000

−60 −30 0 30 60
Latitude [Degree]

100

10

Pr
es

su
re

 [h
Pa

]

moist_BVF in JJAmoist_BVF in JJA

−60 −30 0 30 60
Latitude [Degree]

Pr
es

su
re

 [h
Pa

]

−2.0
−1.0

0.0
1.0
2.0
3.0
4.0
5.0
6.0
7.0
8.0

Nm
2  [10−4 s−2]

300

300

380
380

500

700

1000

800

300

30
50

3
5

800

300

30
50

3
5

−60 −30 0 30 60
Latitude [Degree]

100

Pr
es

su
re

 [h
Pa

]

−60 −30 0 30 60
Latitude [Degree]

Pr
es

su
re

 [h
Pa

]

300

30
0

380 380

500

0%

0%

25%50%75%800

300

50

500

200

−60 −30 0 30 60
Latitude [Degree]

100

Pr
es

su
re

 [h
Pa

]

−60 −30 0 30 60
Latitude [Degree]

Pr
es

su
re

 [h
Pa

]

300

300

380

380

500

0%
0%

25%25% 50%75%
800

300

50

500

200

Figure 4.7: The top panel is the same as Fig. 4.1 but for moist Brunt-Väisälä
frequency N2

m . The bottom panel is the same as top panel but the vertical range is
limited in the troposphere and the lower stratosphere. The black dashed contours
show the 0%, 25%, 50% and 75% relative difference to the dry Brunt-Väisälä
frequency shown in Fig. 4.1.

Brunt-Väisälä frequency N2
m in winter (DJF) and summer (January). Given that

N2
m is smaller than N2, we can see that the largest differences between N2

m and N2

are confined to the troposphere (here plotted as the relative difference, i,e. (N2
m−

N2)/N2). The differences between the moist and dry Brunt-Väisälä frequency
result from the effect of moisture, which mainly exists in the lower to middle
troposphere and it maximizes in the tropics. Moreover, the difference is larger
in boreal summer than that in boreal winter. In boreal winter, the 25% contour
stretches from 60◦S to 40◦N, while it covers the whole northern hemisphere and
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extends to 60◦S in boreal summer.

The moist Brunt-Väisälä frequency N2
m, which relates the buoyancy and ver-

tical motion, is expected to be an indicator of moist deep convection. Fig-

(a) winter (DJF) (b) summer (January)
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Figure 4.8: Top: the brightness temperature distribution from CLAUS dataset

and the white contours indicate the BT lower than 275K in tropics; bottom: the

convective available potential energy (CAPE) distribution from ERA-interim and

the region where CAPE value higher than 500 J/kg is highlighted with yellow-

orange colors. The left panels are for the winter 2008-2009 (DJF) and the right

panels are for the summer 2008 (JJA).

ure 4.8 shows the horizontal distributions of brightness temperature (top) and

CAPE (bottom) averaged over the 2008-2009 winter (DJF) and 2008 summer

(JJA), respectively. The observations of convection are provided by CLAUS

infrared brightness temperature (BT) assimilation data of 1/3◦ and 3 hour res-

olution (Hodges et al., 2000) (more details about CLAUS in appendix A.3). A

relatively low brightness temperature is an indicator of a high cloud top. Here

we focus on the BT in the tropics (30◦S−30◦N) because less deep convection
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happens in high latitudes and the infrared BT in high latitudes are strongly af-
fected by high-albedo surface with ice and snow as well as the large zenith angle
of the geostationary satellites.

The BT distribution illustrates the regions of deep convection in the tropics.
The well-known seasonality of deep convection is displayed: The Intertropical
Convergence Zone (ITCZ) moves from the equator to the north (∼10◦N) from
boreal winter to summer and an enhanced ITCZ can be seen in the northern
hemisphere during summer; the deep convection is more likely over land than
over sea in general; the strongest convective regions are found over the Maritime
Continent in both seasons, South America and South Africa in DJF and South
Asia and West Africa in JJA.

The maps of CAPE agree with the corresponding BT distribution to a high
degree. However, some differences can be noticed, especially in JJA. For ex-
ample, the deep convection region over northern South America extends to the
East Pacific. It is detected by the BT data while large CAPE values occurs less
frequently in the northern South America but more in the Gulf of Mexico. The
Asian summer monsoon region is another example: large CAPE is found mainly
over the west Pacific and Indian Ocean whereas the low BT locates more over
the south Asia. Note that CAPE, an indicator of the available energy which could
be released for the convection. But large CAPE cannot guarantee the occurrence
or quantify the intensity of convection. It is because CAPE ignores entrainment
into convective plume and the air masses have to overcome the negative buoyant
force between the surface and the LFC level. This amount of necessary energy
suppresses the development of convection in the boundary layer, which is called
Convective Inhibition (CIN). If not enough ‘input’ energy is provided by external
forcing, e.g. surface heating, moistening, strong front or orographic lifting, the
‘output’ energy CAPE cannot be released. These are possibly the reasons for the
differences between the climatologies of CAPE and of BT.

Figure 4.9 illustrates the distributions of conditionally unstable regions
(N2

m < 0) below ζ = 300 K and the distributions of weak stabilities at the up-
per layers in the troposphere. Note that N2

m is derived from the ERA-interim
reanalysis data, which is of ∼100 km horizontal resolution. These data cannot
fully capture the convective process with a typical scale smaller than 100 km but
show weak stabilities or even instabilities in these regions.

When comparing with CAPE and BT, the statistics of the unstable as well
as weakly stable moist Brunt-Väisälä frequency shows reasonable distributions
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Figure 4.9: Top: the probability of moist Brunt-Väisälä frequency N2
m being

negative below 300 K in the hybrid isentropic coordinate; bottom: the probability
of moist Brunt-Väisälä frequency N2

m being smaller than 1.0 ·10−4 s−2 from 300
K to 400 K in the hybrid isentropic coordinate. The left panels are for the winter
2008-2009 (DJF) and the right panels are for the summer 2008 (JJA).

in Fig. 4.9. The deep convection patterns shown by CAPE and BT are also
represented by the high probability region with instabilities for ζ < 300 K and
weak stabilities in the ζ range between 300 K and 400 K. It is also noticed that
the map of unstable N2

m below 300 K agrees better with maps of CAPE while
the distribution of weakly stable N2

m between ζ = 300 K and 400 K agrees better
with BT instead, especially in boreal summer. This confirms that the measure of
instability by moist Brunt-Väisälä frequency in the lower troposphere basically
reflects the distribution of CAPE because the unstable N2

m represents the growth
stage of CAPE in the lower layers. In the middle to upper troposphere, on the
other hand, the weakly stable N2

m reproduces the distribution of BT, which shows
the pattern of the convective cloud top in the tropics. Here we conclude that the
moist Brunt-Väisälä frequency is a good indicator of weak stability that triggers
deep convection in the troposphere. It can be utilized as a parameter to quantify
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the convective mixing.

4.3 Extension of transport scheme: tropospheric mixing
and deep convection

To extend the CLaMS mixing scheme, we follow two heuristic ideas: First, due
to a much lower vertical stability in the troposphere than in the stratosphere,
we would like to enhance tropospheric mixing in the model almost everywhere
where (moist) vertical stability is sufficiently small. This is motivated by the
general observation that the troposphere, especially the boundary layer and the
regions with deep convection, is vertically well-mixed, if compared with the
strongly stratified stratosphere where vertical profiles of many species show pro-
nounced small scale structures and filaments. Second, we would like also to
take into account additional transport driven by convection, especially by deep
convection which is not sufficiently resolved in the reanalysis data.

Thus, whereas the first approach is related to changes in the mixing part of
CLaMS and affects the next neighbors of each Lagrangian air parcel, the second
goal is related to changes in the advection part of CLaMS, i.e. to modification
of the trajectory calculation. As we show in the following two subsections, both
extensions are driven by instabilities quantified in terms of the (moist) Brunt-
Väisälä frequency N2

m. By including the revised scheme, we seek for a better
tracer distribution in the free troposphere, which could potentially improve the
performance of the model within the UTLS region. Because all our changes
are confined to the lower and middle troposphere where moist Brunt-Väisälä
frequency N2

m strongly deviates from the dry Brunt-Väisälä frequency N2, we
expect that all these change will not significantly affect the stratospheric trans-
port in CLaMS which has been successfully validated in many previous studies
(e.g., McKenna et al., 2002a; Müller et al., 2005; Tao et al., 2015a). Further-
more, the scheme should not give a heavy burden on the computation time com-
pared to the current version of CLaMS.

4.3.1 Extension of the mixing scheme (tropospheric mixing)

In the following, we assume that the additional tropospheric mixing should be
triggered whenever the corresponding N2

m of the model grid is less than a critical
value of N2

m denoted in the following as BVF0. BVF0 is a free parameter which,
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Figure 4.10: Mixing driven by vertical weak stability and strong wind shear. The

profile on the left side is an idealized N2
m profile derived from the reanalysis and

interpolated on the CLaMS air parcels (red). The lower part is representative for

the troposphere with N2
m < BVF0 and the upper part for the stratosphere with

N2
m > BVF0. Thus, in the lower layer static stability and the wind shear are weak

with the opposite configuration in the upper layer, schematically representing

troposphere and stratosphere, respectively. In the upper layer, adaptive regrid-

ding is used to include mixing (default mixing in CLaMS). In addition, in the

lower layer, air parcels will be also mixed if criterion N2
m < BVF0 is valid. The

purple parcels are mixed parcels of red and blue parcels.

basically, can be adjusted by comparison with the experimental data. We expect

that BVF0 should be a very small number close to zero (the threshold of N2
m will

be shown in Fig. 4.11), which is able to identify some (convective) instabilities.

If an air parcel fulfills the criterion N2
m < BVF0, the air parcel will be mixed with

all next neighbors diagnosed by Delaunay triangulation in the respective CLaMS

layer under consideration (so we use the same next neighbors as in the current

scheme). In this way the composition of the considered air parcels are affected,

but not their geometric positions.

Figure 4.10 is a schematic diagram illustrating how the tropospheric exten-

sion of mixing works. If this additional mixing is applied, we set the new mixing

ratio of a considered air parcel and its next neighbors through averaging their

composition, which is shown as a change of the parcel’s color. This setting com-

pletes the mixing without changing any model parcel position and the number of

parcels because it can be executed directly in the current mixing module (more

precisely, after deformation driven adaptive grid procedure introduced in the first
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Figure 4.11: The probability distribution functions (PDFs) of N2
m in the tropics

(30◦S- 30◦N) based on the ERA-interim reanalysis data of the year 2008. The
PDFs of N2

m for four vertical ranges (in the ζ coordinate) are shown in different
colors. The criterion used for the current ‘troposphere mixing’ (BVF0 = 1.0 ·
10−4 s−2) and for the ‘deep convection’ scheme (BVF0 = 0.0) are marked as
the dash straight lines. The parameterization of the ‘deep convection’ will be
explained in the next section.

chapter 1.4.1).
The proportion of APs participating in the ‘tropospheric mixing’ is determ-

ined by the criterion based on N2
m. Figure 4.11 shows the PDFs of N2

m in the
tropics (30◦S- 30◦N) within four different vertical ranges. We notice that the
PDFs of N2

m vary with altitudes. The dependence of PDFs on the seasons was
also checked but it is not significant. The probability of N2

m in the model lower
boundary (shown as the black curve) that is defined as the layer below ζ = 100
K in CLaMS reach its maximum when N2

m is around zero. Also the PDF of N2
m

below ζ = 100 K is asymmetric about zero and has larger probability (∼80%)
for negative values. The N2

m within 100 K < ζ < 300 K (the red curve) reach the
maximal probability at around N2

m = 1.0 · 10−4s−2. Its PDFs also show asym-
metry about its maximum and the probability for N2

m being negative is still large
(∼40%). The PDF of N2

m within 300 K < ζ < 360 K (the blue curve) concen-
trates within the values between 0 and 2.0 · 10−4s−2. Its probability for being
negative is almost negligible and the probability for N2

m < 1.0 ·10−4s−2 is about
65%. Up to 360 K < ζ < 380 K, almost all the N2

m values are positive and the
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probability for N2
m < 1.0 · 10−4s−2 is also very small (∼4%). In the following

CLaMS runs testing the extension of the mixing scheme, the criterion of N2
m

(BVF0) is set to 1.0 · 10−4s−2. According to the PDF of N2
m, nearly all the APs

(∼95%) in the tropics within the model lower boundary and more than half of
APs in the tropical troposphere are affected by ‘tropospheric mixing’ while the
effect of ‘tropospheric mixing’ is restricted to the troposphere. We tested sev-
eral criteria for BVF0 (0, 0.5, 1, 2, unit: 10−4 s−2) through 6-month CLaMS
runs and the run with BVF0 = 1.0 ·10−4 s−2 showed the best results (not shown)
compared with START-08 in-situ CO and O3 measurements (overviewed by Pan
et al. (2010)). Nevertheless, futher optimization of the criterion needs to be done
in the future.

4.3.2 Parametrization of unresolved convection (deep convection)

It is generally believed that the exchange of mass driven by deep convection can
efficiently inject the air masses from the boundary layer into the upper tropo-
sphere or even, although very rarely, into the lower stratosphere. In fact, the
extension of mixing presented in the previous subsection is still limited by the
model layers and, consequently, is not suitable to parametrize unresolved con-
vective events which should connect the boundary layer with layers in the upper
troposphere. Because the identification of neighbors is confined inside of each
model layer, the exchange across layers is so far driven by the vertical velocity
θ̇ derived from the diabatic heating rates.

There have been some studies attempting to apply Eulerian convective para-
meterizations to Lagrangian transport models. Collins et al. (2002) implemen-
ted convective transport into a Chemistry-Transport Model (CTM) using con-
vective mass fluxes on an Eulerian grid. The convective mixing is implemen-
ted in the UK Met Office’s long-range dispersion model (NAME) through ran-
domly redistributing Lagrangian particles between the cloud base and cloud top
(Jones et al., 2007) and the convective mixing scheme was recently updated to
a 1-dimensional ‘mass-flux’ model (Meneguz and Thomson, 2014). Stohl et al.
(2005) included the convective transport and mixing to FLEXPART using an-
other Eulerian parameterization scheme by Emanuel (1991). Forster et al. (2007)
further reexamined and revised the convective scheme of FLEXPART to reduce
the computation cost and evaluated by comparison with 222Rn measurements
from two aircraft campaigns. These results with the models implemented Eu-
lerian convective parameterization illustrate that the convection has large poten-
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tial to vertically redistribute the chemical components. On the other hand, it is
also shown that the simulation results are subject to large uncertainties due to
different convection parameterizations. Our main aim in this section is to im-
prove the representation of deep convection in CLaMS by a simple modification
of the trajectories (i.e. of the advective part of the transport). Therefore, we
propose a simple modification based on the current transport scheme, i.e. on the
Lagrangian trajectories in CLaMS.

Note that another possible improvement to the extension of mixing scheme
is to redefine the model layers based on entropy and static stability as proposed
by Konopka et al. (2012), which in principle connects the thickness of the model
layers to the static stability (∆z ∝ 1/Nm). In this way, the layer would be thicker in
a relatively unstable or weakly stable region and thus the corresponding mixing
would cover a larger vertical distance. This possibility will be explored in the
future.

An important property of convection is that convective updrafts are com-
pensated by a large-scale downdrafts. While the updrafts are mostly confined
within the convective temporal and spacial scales, the downdrafts occur in a
much larger scales through the general circulation and large-scale downwelling.
However, on tropical isentropes around the convective outflow, the integrated
mass fluxes are not perfectly balanced, as downwelling overweights upwelling
(at least in the ERA-Interim world, see Fueglistaler et al. (2009)), giving in this
way some space for (unresolved) updrafts. Furthermore, the relatively weak up-
ward mass flux derived from the ERA-Interim diabatic heating rates in the tropo-
sphere compared with other reanalysis data sets (Wright and Fueglistaler, 2013)
gives also some additional freedom to increase the convective upward transport.

Here, we present an alternative method to increase upward transport in the
regions meeting the criterion of N2

m in order to lift young air masses from the
boundary layer. Figure 4.12 shows the concept of estimating the uplift of bound-
ary air by adding a ∆θ to the trajectory in the vertical direction when instabilities
diagnosed in terms of low values of N2

m are diagnosed along the trajectory.
To derive the expression for ∆θ , we start from the second law of thermody-

namics, i.e.:

dS =
δQ
T

. (4.18)

We assume that the source of heating is the latent heat release of water vapor con-
densation. The infinitesimal latent heat release from water vapor condensation
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Figure 4.12: The original trajectory (thick solid red) and the modified trajectory

(dashed red) with convective transport from the lower boundary layer for one

time step (Δt). The vertical displacement Δθ is estimated through the latent heat

release of condensation.

of an (unit mass) air parcel is given by

δQ =−Lvdμs (4.19)

where Lv is the specific latent heat for evaporation (or condensation) and μs is

the saturation water vapor mass mixing ratio.

Thus, considering the relationship between infinitesimal increment of en-

tropy dS and the infinitesimal increment of potential temperature dθ (see the

derivation in Appendix A.5):

ds = cp
dθ
θ

(4.20)

and substituted δQ by the relation in eq. 4.19, the dθ can be derived as

dθ =−Lvθdμs

cpT
, (4.21)

where T is the saturation temperature. Then we make the integral of dθ from the

initial state θ0 to the state θ0 +Δθ when certain amount of water vapor Δμs is
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condensed: ˆ
θ0+∆θ

θ0

dθ

θ
=−
ˆ

µs(θ0+∆θ)

µs(θ0)

Lvdµs

cpT
. (4.22)

The result of the integral after transformation can be written as:

∆θ = θ0[exp
(

Lv∆µs

cpT

)
−1], (4.23)

where ∆µs = µs(θ0)− µs(θ0 +∆θ). Because Lv∆µs
cpT � 1, a first order approx-

imation of the right hand side of eq. 4.23 through the Taylor expansion of the
exponential function (Ertel, 1938) is

∆θ =
Lvθ0∆µs

cpT
, (4.24)

which gives a relationship between the total change of the potential temperature
and the change of water vapor mass mixing ratio. Strictly, ∆µs is the change
of the water vapor saturation mass mixing ratio before and after a model time
step. In the ‘deep convection’ scheme, ∆µs is estimated by the total water vapor
mass mixing ratio µw before the model time step with the assumption that 1)
the time scale of deep convection and its associated condensation is smaller than
one model time step; 2) the residual water vapor content after deep convection
(µs(θ0 +∆θ)) is so small that it can be neglected. Thus, the ∆µs is assumed
to be the total water vapor mass mixing ratio µw along the air parcel trajectory
when the criterion of ‘deep convection’ (N2

m < BV F0) is fulfilled. Therefore, the
uplifting of air parcels in the ‘deep convection’ scheme is estimated by

∆θ =
Lvθ0µw

cpT
. (4.25)

This part of the parametrization should be treated with great caution because
any modification to the trajectories influence the density of parcels in the model.
Note that the number of parcels in CLaMS is not strictly conserved but kept
rough constant within about ±10% flexibility through the adaptive regridding
procedure (current mixing scheme). It means that the mixing procedure is able to
adjust a certain increase or decrease in the number of air parcels but this amount
should be under ±10%.



4.3 Extension of transport scheme 99

0 10 20 30 40 50 60 70

10−4

10−2

100

102

PD
F 

[%
]

Δθ [Κ]

            < 100K   ζ

Δθcrit

Figure 4.13: The probability distribution functions (PDFs) of ∆θ in the tropics
(30◦S- 30◦N) for the air parcels in the lowest level of CLaMS (ζ < 100 K≈ 2
km) where N2

m is negative using the ERA-interim reanalysis data of the year
2008. The restriction used for the current ‘deep convection’ scheme (∆θ > 35
K) is marked as the dash straight line.

Therefore, the first criterion of applying ∆θ to the original trajectory is that
the trajectory goes through an (conditionally) unstable or weakly stable envir-
onment. This criterion for the test runs for the ‘deep convection’ is N2

m < 0 as
shown in Fig. 4.11. According to the PDFs shown in Fig. 4.11, about 80% of
the grid points in the tropics meet the criterion. Secondly, we restrict the ’deep
convection’ scheme to the trajectories starting from the model lower boundary.
After applying these two restrictions, Figure 4.13 shows the one-year climatolo-
gical PDF of ∆θ in the tropics (30◦S- 30◦N). The probability of ∆θ larger than
35 K is around 35% and it decreases rapidly from 35 K to 60 K. When the ∆θ is
too small for crossing the lower boundary, it is not necessary to add ∆θ to the tra-
jectory. Thus, we only apply the ∆θ to the trajectory when the ∆θ is sufficiently
large. In the test runs, the minimum ∆θ is set to 35 K shown as the dashed line
in Fig. 4.13.
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Figure 4.14: Implementation of deep convection and tropospheric mixing into

the CLaMS trajectory and mixing modules.

4.3.3 Implementation into CLaMS

The moist Brunt-Väisälä frequency N2
m is computed from the ECMWF ERA-

Interim temperature and specific humidity profiles, and is added as a diagnostic

variable to the other ECMWF meteorological fields, which drive transport and

chemistry in CLaMS. The quality of the ECMWF humidity was recently as-

sessed by Kunz et al. (2014). Thus, N2
m and all other fields are available every 6

hours and can be directly interpolated onto the Lagrangian air parcels of CLaMS.

A schematic structure of the new modules is shown in Figure 4.14. The

extension of the convective transport is executed by the module called ‘deep-

conv’. Here, we check along each 6 hours trajectory starting in the boundary

layer if the criteria for deep convection are fulfilled (see section 4.3.2). If yes,

the trajectory is shifted upwards by Δθ calculated from the relation 4.24.

A new block of extended mixing is added to the mixing module, which is

named ‘vert-mix’. The ‘vert-mix’ selects the Lagrangian grids where N2
m is smal-

ler than BVF0 and then mixes them with their next neighbors.

For later diagnostics we use two variables, ‘dc’ and ‘state-vert’ to tag all

those air parcels which were affected by deep convection or tropospheric mixing,
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Figure 4.15: The horizontal distribution of additional upward transport due to
deep convection parameterization at θ= 340 K in DJF (left) and JJA (right). The
intensity of this transport is described by the probability of parcels involved in
the deep convection module.

respectively. If the trajectory is modified by ‘deep-conv’, ‘dc’ is assigned the
value ‘1’. Otherwise, it is assigned the value ‘0’. Because the variable ‘dc’
is also involved in the mixing procedure, it is mixed like a tracer. Thus, the
output of ‘dc’ after each time step indicates how much every air parcel is affected
by the deep convection. The variable ‘state-vert’ records the mixing state for
the tropospheric mixing. When an air parcel was involved in the tropospheric
mixing, the variable ‘state-vert’ is assigned to the value ‘1’, otherwise, it is set
to zero. Note that there is another similar variable ‘state’ which records the state
due to mixing following the adaptive re-gridding procedure (>0/0 affected/not
affected by the re-gridding algorithm).

4.4 Results

4.4.1 Result of diagnostic variables

We run the standard CLaMS (CLaMS-R) and CLaMS with deep convection and
tropospheric mixing (CLaMS-C) covering the year 2008. The trajectory time
step is set to 6 hours for getting close to the time scale of deep convection (Vogel
et al., 2011) and the critical Lyapunov exponent λc = 3.0 is applied after every
advection time step, which is introduced as a mixing parameter in section 1.4.1.

Figure 4.15 shows the climatological distribution of the parameter ‘dc’ at
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θ = 340 K isentropic level derived from CLaMS simulation. This distribution
quantifies the probability where additional (deep) convection occurs transport-
ing air parcels from the boundary layer to the considered θ -level. There is a
qualitative good agreement of deep convection intensity compared with the dis-
tribution of brightness temperature and CAPE as shown in Fig. 4.9. The high
values of ‘dc’ probability concentrate within low latitudes. In DJF, the high val-
ues are found over the Maritime Continent, South Indian Ocean, South-West
Pacific Ocean, South America and Middle Africa. During JJA, the regions with
high values shift northward of the equator whereas during DJF the distribution is
more symmetric over the tropics.

The ‘deep-conv’ scheme uplifts the young air parcels from the lower bound-
ary to the higher model layers if such air parcels meet the criterion N2

m < 0. The
vertical distance ∆θ of the uplift itself is determined by the potential latent heat
from the maximum available water vapor condensation and is mostly (∼99%)
not larger than 50 K (Fig. 4.13). Therefore, the effect of ‘deep-conv’ is con-
fined within the troposphere so that 95% parcels with non-zero ‘dc’ values can
be found below ∼350 K.

At the same time, the ‘vert-mix’ scheme implemented in the mixing module
identifies the regions where stability is sufficiently weak (N2

m < 1.0 · 10−4 s−2)
for all the model layers. Therefore, parcels everywhere in the troposphere can be
mixed if the value of N2

m interpolated at the position of the air parcel is sufficiently
small. The results of ‘state-vert’ (state of tropospheric mixing) at θ= 330 K, θ=
360 K and θ= 380 K are shown in Figure 4.16.

Because we set the criterion for ‘tropospheric mixing’ to a small positive
number instead of zero, the probability of ‘state-vert’ to be triggered is larger
than that of ‘dc’. We notice that the distribution of ‘state-vert’ varies with alti-
tude, which is also noticeable in Fig. 4.11. At θ= 330 K, the tropospheric mixing
affect almost all the air parcels in the tropics as well as in the subtropics in the
summer hemisphere. At θ= 360 K, the influence of the ‘tropospheric mixing’ is
smaller and basically concentrates in the convection-active region, e.g. the Mari-
time Continent and tropical Pacific Ocean in DJF and Asian monsoon region in
JJA. Up to θ= 380 K, the ‘tropospheric mixing’ further decreases and the most
intensive mixing due to convective instability occurs over the Maritime Contin-
ent and southeastern Pacific Ocean during boreal winter while the highest values
of mixing are found over South Asia and the Tibetan Plateau during the summer
months. Therefore, it is very likely that young air masses in these regions are
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Figure 4.16: Climatology of tropospheric mixing (‘state-vert’) at θ= 330 K (top),
θ= 360 K (middle) and θ= 380 K (bottom) in DJF (left) and in JJA (right). The
intensity of tropospheric mixing is quantified as the probability (PDF) that air
parcels are affected by the tropospheric mixing scheme.
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intensively redistributed due to ‘tropospheric mixing’.

4.4.2 Result of tracers

We compare now the mean Age of Air (AoA) distributions between the one-
year CLaMS run with deep convection and tropospheric mixing (’CLaMS-C’)
and the reference run (‘CLaMS-R’) where both effects are excluded. Inserting a
linear increasing artificial tracer in the lowest model layer (‘clock tracer’), AoA
is quantified as the time lag between the local tracer value and the value of the
‘clock tracer’ in the boundary layer (Hall and Plumb, 1994).

Figure 4.17 compares the zonally averaged AoA one-year climatology of
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Figure 4.17: The one-year climatology of AoA distribution with CLaMS-R (ref-
erence, top left), CLaMS-C (full mixing, top right) and the relative differences
between CLaMS-C and CLaMS-R ((CLaMS-C- CLaMS-R)/ CLaMS-R) (bot-
tom).

CLaMS-R (top left) and CLaMS-C (top right). The relative differences of
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AoA between CLaMS-R and CLaMS-C ((CLaMS-C- CLaMS-R)/ CLaMS-R)
are shown in the bottom panel. Clearly, the AoA in CLaMS-C significantly de-
creases in the troposphere compared with CLaMS-R. The differences in AoA
maximize in the tropical troposphere and also extend to the subtropics and even
high latitudes in the lower troposphere. It is worth noting that up to the TTL
(∼380 K), the tropical air stays younger in CLaMS-C than in CLaMS-R despite
the fact that the effect of tropospheric mixing is weak around θ = 380 K (see
Figure 4.16).

Therefore, we further look into the AoA distribution on θ = 380 K in June
and December, respectively. Figure. 4.18 shows the monthly mean AoA at θ=
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Figure 4.18: Monthly mean AoA at θ = 380 K for CLaMS-R (left) and CLaMS-
C (right) in June (top) and December (bottom). The relative differences of
CLaMS-C to CLaMS-R up to −10%, −20% −30% and −40% (CLaMS-C <
CLaMS-R) are shown as the white dashed contours.

380 K with CLaMS-R (left) and with CLaMS-C (right). The overplotted white
contours quantify the differences relative to the reference run (CLaMS-R). In
June, younger air covers all the longitudes from 30◦S to 40◦N , in particular
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in the Asian Monsoon region centering at the south Asia and Tibetan Plateau
where also the convective activity is most intensive during summer as shown in
Fig. 4.15 and Fig. 4.16. The youngest air is found over the Asia monsoon re-
gion where the relative differences reach the maximum of ∼40%. In December,
the younger air (the relative difference larger than 10%) covers also the whole
tropics from 30◦S to 30◦N. The maximum of younger air moves to the Maritime
Continent, corresponding to the active convection in this region during the boreal
winter.

The distribution of CO shares some similarity with the distribution of the
AoA because their sources are both in the lower boundary. Figure 4.19 shows
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Figure 4.19: Same as Fig. 4.17 but for CO.

the climatological distribution of CO for the two runs, respectively. We see
that the mixing ratios of CO significantly increase in the troposphere and 30%-
40% relative difference to CLaMS-R basically follows the tropopause (bottom
in Fig. 4.19). The increase of CO also extends to the lower stratosphere, which
reaches θ = 500 K in the tropics. The highest relative differences is located in
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the TTL. Note that a maximum of relative difference is found at 20◦N around
the tropopause in the bottom panel of Fig. 4.19, which is mainly attributed to the
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Figure 4.20: Same as Fig. 4.18 but for CO. The relative differences up to 25%,
50% and 75% are shown as the black contours.

increase of CO over the Asian monsoon region during the boreal summer shown
in Figure 4.20 .

To obtain a regionally-resolved view of the increase of CO due to enhanced
tropospheric transport, Fig. 4.20 shows the climatology at θ=380 K in June. We
find that the differences in CO from the two runs are pronounced at θ = 380 K.
The gradients of CO with CLaMS-C around 35◦N and 30◦S are enhanced com-
pared with CO with CLaMS-R. The pattern of CO increase shown as the black
contours is similar to the relative difference of AoA shown in Fig. 4.18. Because
the vertical gradient of CO is larger than that of AoA around the tropopause,
the values of CO increase is much larger than the AoA decrease. Except for the
South of 60◦S, the relative increase of CO is higher than 25%. The increase of
CO up to 50% covers the tropics, which is most intensive over Asian monsoon
region centering in the Tibetan Plateau (∼75%).

Figure. 4.21 quantifies the differences between the reference and the exten-
ded mixing by using ozone as a stratospheric tracer. It is seen that ozone overall
decreases in the troposphere. The decrease of O3 mixing ratio with CLaMS-C is
more intensive in the TTL and in the subtropical lower troposphere. Therefore,
the decrease of O3 is a combined result of the convective transport and extended
mixing.

Figure. 4.22 shows the horizontal distribution of O3 in June. The decrease
of O3 is similar as the pattern of CO increase in June, although the relative dif-
ference is smaller than that of CO. The most pronounced decrease of O3 also
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Figure 4.21: Same as Fig. 4.17 but for O3.
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Figure 4.22: Same as Fig. 4.18 but for O3 only in June. The relative differences
up to −10%, −20% and −30% are shown as the black dashed contours.

occurs again over Asian monsoon region and maximum relative difference is up
to 30%.
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4.4.3 Comparison with in-situ measurements

Finally, the CLaMS run with ‘deep convection’ and ‘tropospheric mixing’ was
extended to the period of the TROCCINOX campaign in 2005. We again com-
pare the new simulation results for CO and O3 with the in-situ measurements on
4 February 2005 when a severe convective event was captured during the flight.
Figure 4.23 shows the comparison in the same way as shown in Fig. 4.2. It is
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Figure 4.23: The same as Fig. 4.2 but shows the results of with the CLaMS run
with ‘deep convection’ and ‘tropospheric mixing’ implemented (CLaMS-C).

shown that a better agreement of CO between the simulation and the measure-
ments (both COLD measurement and HAGAR measurement of CO (Pommrich
et al., 2014)) is archieved especially from 350 K to 370 K than the CLaMS-R
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simulation shown in Fig 4.2. The simulated CO values are within the uncertainty
of the HAGAR measurements above 340 K in the plot and the overestimation be-
low 340 K is likely because of the artificially doubled CO lower boundary in the
model (section 4.1). At the same time, the simulated CO is getting close to the
COLD measurements than the previous simulation. This indicates that imple-
menting of ‘deep convection’ and ‘tropospheric mixing’ improved the CLaMS
simulation. Furthermore, although the simulated O3 values are still overestim-
ated between 370 K and 400 K, the maximum value in this vertical range is re-
duced by 100 ppbv compared to the simulated O3 profile in Fig. 4.2 that reached
almost 600 ppbv at 390 K. Consistently, the correlation between CO and O3 in
the bottom of Fig. 4.23 illustrates a better quantification of mixing between stra-
tospheric and tropospheric air compared with the correlation shown in Fig. 4.2.

4.5 Summary and remarks

The aim of this chapter was to improve the representation of transport in the tro-
posphere due to unresolved convection and vertical mixing. For this purpose, the
moist Brunt-Väisälä frequency N2

m was chosen as a new parameter to identify the
regions which have some potential for both convection and tropospheric mixing.
Using N2

m, the transport scheme was extended. The respective simulation results
of AoA, CO and O3 were shown and were compared with the current version of
CLaMS. Our new results including the convective scheme showed a reasonable
representation of convective patterns in the lower troposphere. The extension of
the mixing scheme increased the tropospheric mixing in the troposphere and at
the same time enhanced the STE in the UTLS region through interaction with
the mixing driven by the wind shear.

The extension of the transport scheme can be further improved by optimizing
the criteria for convective instability, which will be done in the future by com-
parison with more in-situ measurements. Especially, up to now we only use N2

m
in the lowest model level for triggering the parametrization of unresolved con-
vection, which could be improved by replacing this quantity by an integral over
all negative values of N2

m as well as by using the well-established CAPE para-
meter. Furthermore, since the extension of mixing is based on the next neighbors
diagnosed by Delaunay triangulation within each layer, the performance of tro-
pospheric mixing could be improved when the real neighbors (i.e. across the
boundaries of the layers) are taken into account. Last but not least, although we
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strictly restricted the modification to the trajectory, the mass conservation and the
current mixing scheme are also affected by our new approach and need further
investigations.
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Chapter 5

Summary and outlook

5.1 Summary

Atmospheric mixing as the irreversible part of transport at the molecular scale
is driven by eddies and turbulence at larger scales. In this sense, the energy
driving atmospheric mixing is supplied by the large-scale dynamical and thermal
processes, like strong wind shear in the vicinity of the jets or by the convection
due to some instabilities. Since understanding of mixing is a prerequisite for
quantification of the stratosphere-troposphere exchange (STE) or of the halogen-
induced ozone loss in the winter polar stratosphere, a physics-based numerical
representation of mixing in the model is required for the atmospheric transport
models.

As an important but uncertain piece of atmospheric modeling, mixing in the
transport models based on the Eulerian approach is strongly distorted by the
ubiquitous numerical diffusion. The Lagrangian view provides possibilities of
explicitly describing the physical mixing through parametrization along Lag-
rangian trajectories. The mixing parametrization implemented in CLaMS so far
is triggered by strong flow deformations mainly driven by the vertical and hori-
zontal shear of the wind and is suitable in the strongly stratified parts of the at-
mosphere like the stratosphere or large parts of the upper troposphere. However,
mixing in the unstable parts of the atmosphere like convection in the troposphere
is still not represented in CLaMS. On the path to such a re-examination of mixing
in CLaMS, we had taken the following steps:

• One of the greatest challenges for understanding of stratospheric trans-
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port and chemistry is the modeling of the Sudden Stratospheric Warmings
(SSWs). To reexamine transport, especially mixing as implemented in
CLaMS, a remarkable major SSW in January 2009 was simulated with
the standard version of CLaMS. The distribution of simulated mixing in-
tensity manifests that mixing across the vortex edge and also across the
subtropical barrier (above 700 K) was enhanced after the onset of the ma-
jor SSW. Moreover, the evolution of the mixing intensity during the SSW
is associated with enhanced wave forcing, quantified in terms of the EP
flux divergence (for more details see Tao et al., 2015a).

• The simulation of the full-chemistry CLaMS run shows a good agreement
with O3 and N2O measured by MLS during the major SSW with a dis-
turbed dynamical background. Analyzing the MLS- and CLaMS- based
O3-N2O correlations, we found that although a general good agreement is
achieved for the simulated and observed O3-N2O correlations, the O3-N2O
correlations based on MLS satellite data have a limitation in interpretation
of mixing due to the poor vertical spatial resolution. (for more details see
Tao et al., 2015a).

• The isentropic mixing is a key process to understand the drastic change of
stratospheric composition triggered by the major SSW: the decay of the
polar O3–N2O correlation and the strengthening of the mid-latitude cor-
relation. One month after the major SSW, almost half of the polar vortex
correlation dissolved due to isentropic mixing, whereas the other part con-
stituted the germ for the formation of a new and relatively weak vortex.
The dominant ozone chemistry during and after the major SSW was the
extra-tropical ozone loss due to NOx catalytic cycles mainly at 600–800 K
and ozone production in the tropics (for more details see Tao et al., 2015a).

• Motivated by the intensive subseasonal variability of stratospheric com-
position and dynamics during the major SSW case study, especially the
accelerated polar descent and tropical upwelling, the impact of SSWs on
the variability of the water vapor in the tropical lower stratosphere was
studied based on a CLaMS 35-year run and MLS observation. A clear
dehydration of air entering the tropical stratosphere was diagnosed after
SSWs, which starts at the tropical tropopause and propagates upward dur-
ing the following 2-3 months (for more details see Tao et al., 2015b).
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• The SSW-associated dehydration effect in the tropical lower stratosphere
is modulated by the two QBO phases. In the eQBO phase, a distinct cool-
ing and a subsequent drying at the tropical tropopause by ∼0.3 ppmv
results from enhanced breaking of planetary waves in the subtropics. In
the wQBO phase, this drying effect is also present, but smaller and more
uniformly distributed over time. Moreover, the MW-induced tropical up-
welling is stronger in the eQBO than in the wQBO phase and results in a
faster upward transport of the dehydrated air masses (for more details see
Tao et al., 2015b).

• The 10-year differences of H2O anomalies among 1980s, 1990s and 2000s
imply that extra-dehydration due to SSWs as well as the decadal variations
of SSW frequency has potentially contributed to the long-term variability
of water vapor in the lower stratosphere. Moreover, although the MW itself
is confined to boreal winter, the SSW-associated extra-dehydration effect
can last longer than 4 months with less in-mixing from higher latitudes
due to faster upwelling (for more details see Tao et al., 2015a).

• The CLaMS transport scheme was improved by including the effects of
instability and the related convection. Using the moist Brunt-Väisälä Fre-
quency as a new parameter to identify the instabilities, an extension of the
transport scheme of CLaMS is proposed. This extension includes tropo-
spheric mixing in the atmospheric regions where instabilities are identified
and a new parameterization of the unresolved (deep) convection.

• The proposed extension of the transport scheme was used for a first, one-
year simulations. The results show a reasonable representation of convect-
ive patterns in the middle and upper troposphere. The extension of the
mixing scheme increases mixing in the troposphere and at the same time
enhances the STE in the UTLS region.

5.2 Future work

The results of this thesis put forward several open questions which call for further
research. Some interesting topics to be explored in the future include:

• To quantify the contributions of SSW-associated dehydration to the vari-
ability of stratospheric H2O.
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• To investigate other sources of variability of stratospheric water vapor
trends e.g. El Niño Southern Oscillation (ENSO).

• To optimize and to validate the extension of the transport scheme (tropo-
spheric mixing and deep convection).
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Appendix

A.1 MLS averaging kernels

As discussed in subsection 2.3.3, the MLS averaging kernels were applied for both the
N2O and O3 CLaMS output before comparing these distributions with the satellite-based
observations. Given a “true” atmospheric profile xi on n pressure levels i = 1, . . . ,n, the
averaging kernel can be understood as a smoothing procedure that determines mixing
ratios at each level i by a weighted integration over all other levels with a strongest
contribution of levels directly above or below the considered level i. The averaging
kernel is a matrix Ai j with most significant terms around the diagonal and with all rows i
fulfilling the normalization condition ∑ j=1,...,n Ai j = 1. Thus, applying averaging kernels
to model data with a high spatial resolution like CLaMS means smoothing or removing
small-scale structure from the model.

In Fig. A.1, the PDFs of the N2O-O3 correlations are exemplary shown for Febru-
ary, 15th, 2009 as observed by the MLS instrument (top) and as derived from CLaMS
simulations with and without smoothing by the averaging kernel (bottom). In contrast to
MLS, original CLaMS output shows the polar correlation and that also disappears if the
averaging kernel is applied to CLaMS output. This polar correlation can be attributed to
some remnants of the polar vortex which are resolved by CLaMS. Within the model, the
lifetime of the polar correlation is about three weeks longer compared to the last time
this correlation was detected by the MLS instrument.

Thus, two question arise: are these small-scale structures resolved with CLaMS
realistic and is the N2O or rather the O3-related coarse sampling of the MLS instrument
that smoothes out the polar correlation of N2O-O3? To get an impression, how the
averaging kernel smoothes out the modeled small scale filaments and tracer gradients,
Fig. A.2 shows the spatial distribution of N2O vortex remnants on February, 20th, 2009
before and after applying the MLS averaging kernel procedure (right and left column,
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respectively). Here, N2O distributions at two isentropic levels, 550 K (top row) and 650
K (bottom row) are shown, with black line denoting the strongly disturbed vortex edge.

Complementary, N2O and O3 profiles from the Atmospheric Chemistry Experiment
(ACE) are used, which cross the potential surfaces θ = 550 and 660 K at this day (red
circles as the profile positions at noon on each isentrope), as well as the corresponding
CLaMS profiles before and after applying the averaging kernel. The nearest CLaMS
APs are selected according to the same procedure as for the MLS data (see subsection
2.3.3). Thus, the horizontal spatial distances of ACE profiles and corresponding CLaMS
profiles are less than 50 km ( 1.5◦). The vertical resolution of ACE profiles is about 3-4
km (Bernath et al., 2005; Boone et al., 2005).

It can be seen that the vertical variability of the untreated CLaMS simulation of
N2O is confirmed by the corresponding ACE profile (top panel in Fig. A.3). On the
other hand, this variability is removed from the CLaMS simulation if the MLS averaging
kernel is applied and, consequently, the comparison with the ACE observations becomes
worse. However, the smoothing does not significantly change the O3 profiles (bottom
panel in Fig. A.3). This is mainly because the vertical variability of O3 is much smaller
if compared with the N2O profile and not because of a higher vertical resolution of the
MLS-based O3 observations (i.e. 2.5-3 km for O3 versus 5-6 km for N2O).

This can also be inferred from the comparison of the horizontal and vertical gradi-
ents of both tracers. Within the vertical range between θ = 400 and 800 K, the horizontal
variability of N2O across the vortex edge (∼100 ppbv) is comparable with the vertical
variability (∼150 ppbv), whereas O3 gradient across polar vortex edge ( around 1∼2
ppmv) is much smaller than its vertical gradient in stratosphere (∼5 ppmv). Therefore,
the filaments or vortex remnants which are not completely mixed, contribute to a more
pronounced vertical variability of N2O than of the O3 profiles.

A.2 Monte Carlo difference test in composite analysis

In the composite analysis, we use Monte Carlo simulations to test whether two sample
populations (winters with MWs and winter without MWs) have significant different
mean. Due to the small number of samples (under 10 of each sample population), the
distribution of each population stays unknown. Monte Carlo (MC) test can be applied
without any assumption on the distribution of samples.

We hypothesize that the mean values of population A (winters with MWs) and pop-
ulation B ( winter without MWs) have no significant difference (the null hypothesis:
H0). Following steps are done to do the MC test:

• Calculate the mean difference between population A (N samples) and population
B (M samples);
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Figure A.1: PDFs of N2O-O3 correlations on February, 15th, 2009 from MLS
observations (top); from the reference CLaMS simulation without applying the
averaging kernel (bottom left) and after applying the averaging kernel (bottom
right).
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Figure A.2: Spatial distribution of N2O on February, 20th, 2009, i.e., almost 1

month after the MW at θ = 550 K (top row) and 650 K (bottom row). Here the

results of the reference run with and without the averaging kernel are shown in

the left and right column, respectively. Black line is vortex edge, the red circles

are the noon-footprints calculated by the observed ACE profile through back and

forward trajectory.
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Figure A.3: N2O (top) and O3 (bottom) profiles of ACE observations (black) on
Feb. 20th located at 73.05◦N, 137.11◦W at 30 km and of corresponding CLaMS
simulation before (blue) and after (purple) applying the MLS averaging kernel.
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• Mix all the samples of population A and population B to get one sample-pool
(N+M samples);

• Randomly select N samples from the mixed sample-pool as a random population
A1 and then the remaining M samples form a random population B1. Calculate
the mean difference between population A1 and B1 to get one random mean dif-
ference.

• Repeat step 3 for a large number of times (10000 times in our study). Then we
get a large number of random mean differences between two random populations.

• Rank the mean difference between population A and B in all the random mean
differences. Given a significant level n%, if it is ranked in the top (100−n)% or
in the bottom (100−n)%, we refuse H0. Otherwise, we accept H0.

We also tried classic Student’s t-test for Figure 3 (c1/c2) in the paper. And Fig-
ure A.4 show the same plot as Figure 3 (c1/c2) using t-test with the statistical confidence
above 0.95. We can see the area passed the significant test is very similar as the result
using MC test. Moreover, it is easier to pass the t-test than to pass the MC test on the
same confidence level. Therefore, we conclude that independent from the methodolo-
gies of significant test, the dehydration effect of MW based on our composite analysis is
significant.

A.3 CLAUS dataset
The brightness temperature (Tb) used in the study is provided by Cloud Archive User
Service (CLAUS) project. The CLAUS project was co-ordinated by Environmental Sys-
tems Science Centre (ESSC) and involved all of the major climate modeling groups in
Europe. The project was supported by the European Union under the IVth Framework
Programme (Environment and Climate) and ran from April 1997 to December 1999.

The CLAUS project produces a long-term global thermal infrared window (10.5-
12.5µm) imagery of the Earth, which spans the period 1st July 1983 - 30th June 2009.
The source data of CLAUS project are the ISCCP intermediate level B3 (reduced resolu-
tion radiance data) products from four operational meteorological geostationary and two
polar orbiting meteorological satellites participating in the International Satellite Cloud
Climatology Project (ISCCP). Table A.1 lists the information of the satellites involved.

Two steps are implemented to produce CLAUS Tb achieve from the ISCCP B3
source data: an initial spatial interpolation and a following temporal interpolation to
fill in the voids of spatial interpolated images. The CLAUS achieve includes Tb, contrib-
uting satellites and interpolation quality, with a temporal resolution of 3 hour and two
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Figure A.4: The left panel is Figure 3 (c1/c2); the right panel is the same as the
left panel but using student’s t-test with statistical confidence level 0.05

Satellite Series Agency Longtitude
NOAA Morning (AM) 8,10,12 NOAA –
NOAA Afternoon (PM) 7,9,11,14 NOAA –
GOES-EAST 5,7,8 NOAA 75◦W
GOES-WEST 6,7,9 NOAA 135◦W
GMS 1,2,3,4,5 JMA 140◦E
METEOSAT 3,4,5 ESA 0◦

Table A.1: The information of contributing satellites in CLAUS.
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spatial resolutions of 1/2◦and 1/3◦respectively. The dataset with 1/3◦resolution is used
in our study. The accuracy of CLAUS Tb values are determined by many factors, which
mainly refer to limb darkening, temporal mismatch, differential absorption by water va-
por, calibration errors and sampling characteristics of satellites and interpolation errors.
The overall averaged error is estimated to be ∼3-4 K.
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Campaign Date Base Location Platform Instrument (O3) Instrument (CO)
TROCCINOX Jan.-Mar. Aracatuba Geophysica FOZAN COLD

2005 Brazil HAGAR
SCOUT Nov.-Dec. Darwin Geophysica FOZAN COLD

2005 Australia
AMMA Jul.- Aug. Ouagadougou Geophysica FOZAN COLD

2006 Burkina Faso
START08 Apr.- Jun. North America Hiaper Fast-O3 RAF

2008 NCAR NCAR

Table A.2: The information about the in-situ measurements of CO and O3 during
four campaigns from 2005 to 2008 used in chapter 4.

A.4 In-situ measurements
The in-situ measurements of CO and O3 used in chapter 4 were sampled with the meas-
urements from four campaigns. The information, including platforms and instruments
measuring CO and O3 are listed in Table A.2 as well as following.

• TROCCINOX
The Tropical Convection, Cirrus and Nitrogen Oxides (TROCCINOX) experi-
ment took place in early 2005 over southern Brazil (21.2◦S, 50.4◦W). Chemical
species were measured on-board the high-altitude research aircraft Geophysica in
the altitude range up to 20 km. CO was measured by COLD (Viciani et al., 2008)
and HAGAR (Volk et al., 2000; Homan et al., 2010) and O3 was measured by
FOZAN (Yushkov et al., 1982). More details about the campaign can be found in
Konopka et al. (2007).

• SCOUT
The Stratospheric- Climate Links with Emphasis on the Upper Troposphere
and Lower Stratosphere (SCOUT) campaign took place over Darwin, Australia
(12.47◦S, 130.85◦E), from November 2005 to December 2005. More details
about the campaign was overviewed in Vaughan et al. (2008).

• AMMA
African Monsoon Multidisciplinary Analysis (AMMA) aircraft campaign took
place in July/August 2006 and was based in Ouagadougou, Burkina Faso, meas-
uring the chemical species from the boundary layer up to the stratosphere. More
details about the campaign was documented by Cairo et al. (2010).

• START08
The Stratosphere Troposphere Analyses of Regional Transport 2008 (START08)
was conducted during April- June 2008, which covers the central North Amer-
ica (25◦-65◦N, 80◦-120◦W) and altitudes from the surface to ∼14.3 km. In this
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work, we used the CO measurements by VUV resonance fluorescence and O3
measurements by the NOAA Earth System Research Laboratory (ESRL) dual-
beam UV-absorption ozone photometer (Proffitt and McLaughlin, 1983). More
details about the campaign was overviewed by Pan et al. (2010).

A.5 Equivalent potential temperature

When an (unsaturated) air parcel moving vertically, its temperature will change along
with pressure through expanding or compressing while its entropy s is constant during
an adiabatic process (second law of thermodynamics). The concept of potential temper-
ature arises from the demand of a conservation ’temperature like’ property for adiabatic
processes. Therefore, the potential temperature θ is derived from the definition of en-
tropy s as:

θ := θ0exp(
s

cp
) (A.1)

where cp denoting the specific heat capacity at a constant pressure and θ0 being the
temperature T0 that the air parcel would acquire if adiabatically brought to a standard
reference pressure p0 (typically set to 1013.25 hPa that is the mean air pressure at sea
level).

The (dry) potential temperature θ can also be written as the well-known textbook
formula:

θ = T (
p0

p
)R/cp (A.2)

where R is the gas constant of air. Then under dry adiabatic assumption (with
s =constant and no phase transition), the eq. A.1 can be rewritten as:

s = cpln(
θ

θ0
) (A.3)

and through differenctiation, we obtain:

ds = cp
dθ

θ
(A.4)

The total differential of the entropy density s(T,P) with respect to T and p is given
through

ds = (
∂ s
∂T

)pdT +(
∂ s
∂ p

)T d p. (A.5)

Using the definition of cp i.e. (∂ s/∂T )p = cp/T , Maxwell’s relation (∂ s/∂ p)T =
−(∂v/∂T )p with v denoting the molar volume of the fluid and ideal gas equation p =
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(1/v)RT , eq. A.5 can be rewritten as:

ds = cp
dT
T
−R

d p
p
. (A.6)

Combining eq.A.4 and A.6 yields

dθ

θ
=

dT
T
− R

cp

d p
p
. (A.7)

By integrating eq A.7 from the state (T0, p0) to the state(T ,p), i.e. from θ0 = T0 to
θ , we obtain:

ln
θ

T0
= ln

T
T0
− R

cp
ln

p
p0

= ln[
T
T0

(
p0

p
)R/cp ], (A.8)

i.e. relation in eq. A.2. Note that our discussion is not confined to a dry atmosphere,
i.e. the constants R and cp depends on the amount of water vapor in the considered air
parcel. In a dry atmosphere, we get R = 287.1 J/(kg· mol)and cp = 1004J(kg· K) with
R/cp = 0.286.

The generalization of this concept to processes where phase transitions and contri-
butions of latent heat are relevant, the equivalent potential temperature θe is used which
is defined as:

θe = Te(
p0

p
)R/cp =

Te

T
θ (A.9)

where equivalent temperature Te is the temperature of an air parcel from which all the
water vapor has been extracted by a reversible pseudoadiabatic process as:

Te = T +
L
cp

µw. (A.10)

L is the latent heat of evaporation and µw is the water vapor mixing ratio. Accordingly,
the processes with

se = cpln(
θe

θ0
) = const (A.11)

are entropy- conserving transport and phase-transition processes. Such processes may
occur both quasi-horizontally (e.g. warm conveyor belts with air masses sliding on al-
most horizontal surfaces with θe = const) or vertically (e.g. convections, also character-
ized by θe = const).
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