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ABSTRACT 
 

Youth Employment and Academic Performance: 
Production Functions and Policy Effects* 

 
We identify the effects of part-time employment, study time at home, and attitudes in school, 
in the production function for educational performance among UK teenagers in compulsory 
education. Our approach identifies the factors driving differences between the reduced form 
‘policy effect’ of in-school employment, and its direct effect or ‘production function parameter’. 
Part-time employment is shown to reduce performance among girls but not boys, because 
employment crowds out both study time at home and positive attitude in school to a greater 
extent for girls than boys. Part-time work also induces earlier initiation into risky behaviours 
for girls than boys. 
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NON-TECHNICAL SUMMARY 
 

Around 25% of 13-16 year-olds below the school leaving age in England, and 60% in the US, 
take some formal paid employment during school term time. Having a job while still in full-
time compulsory education may improve teenagers’ and young adults’ welfare by enabling 
them to consume more, and by giving them more bargaining power over what they consume 
and how they spend their time. It may also improve their future educational or labour market 
outcomes by improving their financial literacy or communication skills, or possibly by forcing 
them to think about the type of job they want in the longer term, and what they need to do to 
get there.  
 
However, at the same time, having a job reduces the time available for other activities, so is 
likely to crowd out the amount of time spent studying, or if the student is more tired, its 
quality. As the student has an income, it may also enable take-up of risky behaviours (e.g. 
alcohol, smoking and cannabis consumption). As such, whatever the direct human capital 
benefits of having a job while in school, the overall effect may be to reduce academic 
performance. This matters in the longer term because the qualifications people leave school 
with substantially determine their subsequent education and adult labour market 
opportunities. 
 
In this paper we show that longer hours of employment by 14 and 15 year-olds in England 
increases take-up of risky behaviours, and reduces both the amount of study undertaken at 
home and outside of lessons, and students’ reports that their schoolwork is important. 
(Having a low-skilled part-time job does not raise students’ motivation for schoolwork as a 
means to widening their future occupational options, rather reduces motivation either through 
general tiredness or shifting preferences towards the activities their employment and 
earnings open up). This occurs to a much greater extent among girls than boys. The only 
time use where boys’ employment resulted in greater crowd-out was sporting participation, 
which we show is less important for academic performance.  
 
Overall, we find no effect of in-school employment at age 14 or 15 on GCSE performance 
(age-16 exams, at the end of compulsory education) for boys, but a significant negative effect 
of employment at age 15 for girls. For this group, an additional hour of paid employment per 
week reduces GCSE performance by approximately 1 grade in one subject (4.3% of a 
standard deviation in the total point score). About 25% of this effect can be accounted for by 
the study time crowded out. Those in work at age 15 on average work 6 hours per week, 
meaning that having a job is likely to reduce their subsequent educational and labour market 
opportunities substantially. This effect will be particularly severe for students near the cut-off 
for progression into post-compulsory education. 



1 Introduction

Having a job while still in education may improve teenagers’ and young adults’ immediate wel-

fare by affording them additional consumption. It potentially improves their stock of cognitive

and non-cognitive human capital, in the form of financial literacy, communication skills, and

lower discount rates (Oettinger, 1999; Light, 2001), but may detract from human capital accu-

mulation by changing the student’s allocation of time , crowding out time devoted to productive

‘investments’ in educational activities (Becker, 1965; Ruhm, 1997). This means the expected

effect on test scores is ambiguous. In this paper we evaluate the effect of in-school employment

on educational outcomes at the end of compulsory schooling, isolating the contributions of two

mechanisms through which in-school employment affects later labour market outcomes. The

first is the direct effect of the human capital acquired while working part-time in the produc-

tion function for educational performance (the human capital mechanism). The second is the

indirect effect caused by changes in study time at home, attitude or engagement during school

hours, or other activities including risky behaviours outside of school hours (the time allocation

mechanism).

The issue of part-time work during schooling matters to many individuals. In the US, approxi-

mately 60% of 14-15 year-olds take paid employment at one time (Buscha et al., 2011; Bureau

of Labor Statistics, 2000), with 92% of the National Longitudinal Study of Youth (NLSY)

1997 cohort having worked at some point during High School (Hotz et al., 2002). The phe-

nomenon is less widespread in the UK, but around 25% of 13-16 year-olds below the school

leaving age in England take formal paid employment during school term time at any point. De-

clining participation in part-time work has been blamed by employers’ organizations for young

adults being increasingly ill-prepared for full-time employment, with negative implications for

workforce productivity (UK Commission on Employment and Skills, 2015a, 2015b). Moreover,

with the qualifications obtained from formal education substantially determining subsequent

education and adult labour market opportunities, the negative or positive effects of in-school

employment are likely to restrict or enhance trajectories of human capital accumulation over a

much longer period for a significant proportion of every cohort of young adults (Dustmann and

van Soest, 2007).

From an individual standpoint, with an increasing age of compulsory education, and increasing

level of participation in Higher Education, employment experience during education may be
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increasingly important to differentiate oneself in the labour market. In previous studies this

form of part-time work has variously been shown either to benefit (Häkkinen, 2006; Light

(2001); Ruhm, 1997; Molitor and Leigh, 2005) or to cost (Hotz et al, 2002) students in terms

of adult labour market outcomes. This occurs through several competing mechanisms. These

include employers’ use of in-school employment as a screening device (Stiglitz, 1975), or their

interpretation of part-time experience as a signal of ability to multitask (Spence, 1973) or

financial constraints during schooling, and hence their social background (a form of statistical

discrimination; Arrow, 1973, Baert et al., 2015). Alternatively, this ‘learning on the job’ may

improve productivity and wages, or the employee may exploit personal connections and market

information via his expanded social network (Granovetter, 1975).

We use data from the Longitudinal Study of Young People in England (LSYPE). This followed

a cohort of teenagers aged 13-14 in 2004 through to their entry into post-compulsory education.

The longitudinal structure and rich data on students’ study time and attitude during school

hours, active leisure, social activities and risky behaviours enables us to identify how the effect of

part-time work and the productivity of these ‘investment activities’ varies according to proximity

to final exams.

Our results are presented in two parts. First we evaluate the reduced-form effect of employment

at age 14 and age 15 on grades at age 16. This is the “policy effect”, the overall impact

of an exogenous change in a specific input to the production function - part-time work - on

measured performance. Several strategies have been used to identify the net effect of part-time

employment on academic outcomes, including OLS regression in a contemporaneous (Lillydahl,

1990; Montmarquette et al., 2007) or cumulative specification (Ruhm, 1997; Payne, 2004),

individual fixed effects or differences-in-differences (Oettinger, 1999; Sabia, 2009; Buscha et al.,

2011), and instrumental variables (Stinbrickner and Stinebrickner, 2003; Häkkinen, 2006).

Our approach is most similar to that of Tyler (2003), Rothstein (2007) and Kalenkoski and

Pabilonia (2010) who use state or county unemployment rates, local wage rates and state laws

on teen employment as instruments for employment among US high school or college students

in a cross-sectional framework. Tyler (2003) and Kalenkoski and Pabilonia (2010) both show

large negative effects of in-school employment on college performance. In Rothstein (2007) the

effect appears to be negligible. We too use indicators of local labour market opportunities as

instruments, but at a typically smaller geographical unit. The first is the youth (age 18-24)
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unemployment rate. The second is the density of small businesses in the retail, wholesale, hotel

and restaurant sectors. We also use month of birth within the academic year. This determines

whether restrictions on teenage employment will bind on the teenager at the time when vacancies

arise.

The preceding literature is either silent on gender differences in outcomes resulting from in-

school employment (focusing on males only or using a pooled sample), or finds only small

differences. Our results show no effect of employment at age 14 for either boys or girls, holding

age 15 employment constant. However, while no effect of age 15 employment is found for boys,

an additional hour of employment per week at age 15 is shown to reduce age 16 educational

performance by around 4.3% of a standard deviation for girls. On average, girls outperform

boys by around 24% of a standard deviation, so this effect size means that introducing a boy and

girl into a typical working week of 5-6 hours would be expected to eliminate the performance

gap between them.

We make an important contribution with regard to timing of employment too. When we observe

our sample at age 14, students have not yet begun the two-year courses determining their school-

leaving qualifications, while at age 15 they are about halfway through. Our results suggest that

part-time work does not cause a permanent setback for academic ability, but makes it harder to

perform well in qualifications one is currently studying for, even well before the main intensive

exam period.

Since the policy effect includes the indirect effects of changes to other inputs made by optimising

individuals, it will likely differ from the “production function parameter”, or direct human

capital cost or benefit of in-school employment. For example, De Fraja et al. (2010) and Datar

and Mason (2008) show that students and parents substitute school inputs for their own. In

this case policy effects of increased school quality are expected to understate such interventions’

benefits in the education production function. (Browning and Heinesen, 2014, discuss the

conditions under which this will apply in greater detail).

In the second part of our analysis we evaluate the effect of part-time work holding constant

latent variable representations of an additional input; study time at home, or attitude during

school hours. We focus on adolescent self-investments and abstract from the role of parental

investments. We argue that the latter bestow little marginal benefit to the development of

human capital by the child’s mid-teens (Del Boca, Monfardini and Nicoletti, 2012), but we
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proxy for the differences in initial conditions that parental investments create by controlling for

a rich set of parental and household characteristics.

We estimate a system of simultaneous equations in which, at each point in time, part-time work

is determined by exogenous variation in our instrumental variables, and one additional input

(either study time, or effort and attitude during school hours) is crowded out by exogenous

variation in labour supply. Both part-time work and the input at both points in time (age 14

and age 15) then enter the production function of the educational outcome measured at age

16. We thus observe the direct effect of part-time work, and that which is mediated via the

additional input.

Identification of the production function parameter on each endogenous input rests on the level

of this input being causally and significantly dependent on their part-time work. We show that

study time at home is not significantly crowded-out by part-time work for boys. As a result, we

are unable to identify the productivity of their study time at the margin driven by part-time

work. We show instead that boys’ main margin of adjustment, by which they accommodate

their part-time work, is reducing the time devoted to ‘active leisure’, mainly sporting activities.

Part-time work is also shown to induce participation in risky behaviours, with each hour per

week raising the probability of ‘ever smoking’, ‘ever having tried cannabis’, and ‘ever consuming

alcohol’ by approximately 1 percentage point at age 15. Effects of a similar size are found even

at a year younger for girls.

We obtain well-identified and precise estimates for the production function parameter of stu-

dents’ attitude in school at ages 14 and 15 for boys and girls. At age 15 (during the courses

determining their school-leaving qualifications but a year before the final exams), a one standard

deviation improvement in this measure, at the margin crowded out by labour supply improves

academic performance by 17 to 22% of a standard deviation.

2 Data and institutional background

2.1 LSYPE data

We use data from the first two waves of the Longitudinal Study of Young People in England

(LSYPE), linked to data on performance in school exams in the National Pupil Database (NPD).

This sample is drawn from a single academic cohort of teenagers in England who are interviewed
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annually from 2004, at age 13-14.

Term time employment is captured by the questions “Do you ever do any work in a spare-time

paid job, even if it is only for an hour or two now and then? (Please don’t include jobs you

only do during the school holidays or voluntary work)”, and for those answering ‘yes’, “How

many hours on average do you usually work in this job (or jobs) during a term time week?

Please include any hours you work at the weekend during term-time”. We do not observe the

type of employment undertaken, but as this question explicitly relates to school term time, the

crowding out of study time or other extra-curricular activities is always a salient concern. We

define two ‘investment’ factors (study time at home, and effort in school) using a further eight

questions on time use, frequency of participation in key activities, and educational attitudes.

These are outlined in full in Tables 5 and 6.

2.2 Regulation of employment of children in England

The rules governing the employment of children in England are set by the Department for

Education (see guidelines in DCSF, 2009). Children aged at least 13 but less than the school

leaving age may undertake ‘light’ work, deemed as not being harmful to their health, safety or

development.1 There are age-specific restrictions on the types and hours of work children may

do. Those under 16 cannot work ‘mainly or solely’ for the sale of alcohol, for example. Those

in compulsory education may work only 12 hours per week in term time, including a maximum

of 2 hours on a weekday or Sunday; 8 hours on a Saturday (5 hours if under 15 years); one hour

before school on a weekday; and none during school hours or after 7pm on a school night.

2.3 The exam system in England

Our measure of academic performance at age 16, the end of compulsory schooling, is the ‘GCSE

and equivalent total point score’, standardized by subtracting the population mean and dividing

by the population standard deviation. The majority of students obtain GCSE (General Cer-

tificate of Secondary Education) qualifications in around 10 subjects, of which at least English,

Maths and Science (covering topics in all of Chemistry, Physics and Biology) are compulsory.

Students are graded from A∗-G, plus U (“unclassified”), and usually require five GCSEs at

grade A∗-C, including English and Maths to continue to post-compulsory education. Around

1Full-time education is compulsory until the last Friday in June of the academic year when the child turns 16.
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60% achieve this threshold. GCSEs and equivalent grades obtained from General National

Vocational Qualifications (GNVQs) in non-academic subjects contribute to a student’s overall

point score.2 To account for each student’s trajectory of academic outcomes over time, we

also control for students’ total point score in low-stakes ‘National Tests’ in English, Maths and

Science at age 11 and age 14. All these qualifications and examinations are criterion-based,

measuring students’ performance against a fixed standard rather than relative to their peers.

2.4 Descriptive statistics

Table 1 shows descriptive statistics relating to family background, employment and earnings

at ages 14 (wave 1) and 15 (wave 2). Those in employment are positively selected on age 14

prior educational performance, and go on to perform better at the end of compulsory schooling.

Those in employment also on average come from higher income households and are less likely to

have a lone parent. These differences are statistically significant at the 1% level for both boys

and girls at every point in time. While girls are positively selected on parental education, boys

are marginally negatively selected. Overall however the table suggests that positive selection

driven by social networks or ‘soft skills’ outweighs any negative selection driven by household

financial constraints.

The propensity to work rises more markedly with age among girls, who start from a lower

base. Conditional on working, girls work longer hours than boys, but receive lower earnings

and hourly wages, despite girls having superior prior educational performance and being more

positively selected into employment by the measures discussed above. This is consistent with

boys and girls being active in distinct labour markets with different demand-side factors and

human capital implications (Kooreman, 2009; Erdogan et al., 2012). For this reason we estimate

our models separately by sex.

The left-hand side of Table 2 shows transition probabilities, or the proportion of sample members

in employment at age 15 conditional on their initial age 14 employment status. The figures

suggest some persistence in employment. Around 62% of those in employment in one year are

still in employment the following year, which is more than double the population employment

rate. Around 15% of the larger group of those not in employment in one year have entered

employment by the following year, or half of the population employment rate. The right-

2The point score system is explained here: http://www.education.gov.uk/schools/performance/

secondary_11/PointsScoreAllocation2011.pdf, p.3. (accessed 4th March 2014)
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Table 1: Descriptive statistics by gender.

Wave 1 (age 14) Wave 2 (age 15)

Boys Girls Boys Girls

Employed 24.9% 18.9% 28.3% 27.1%
(%)

Mean age 16 281.13 308.25 283.62 309.51
exam score1 (3.04) (2.67) (3.11) (2.82)

Observations 7116 7250 6258 6303

By employment status Wave 1 (age 14) Wave 2 (age 15)

Boys Girls Boys Girls

Employed: Yes No Yes No Yes No Yes No

Mean hours 4.14 . 4.24 . 5.16 . 5.38 .
employment2 (0.10) (0.11) (0.13) (0.10)

Mean £14.52 . £14.24 . £20.58 . £18.90 .
earnings2 (0.41) (0.39) (0.52) (0.33)

Family background:
Household income 0.584 0.534 0.589 0.537 0.584 0.519 0.595 0.518
percentile (0.007) (0.005) (0.009) (0.004) (0.007) (0.005) (0.007) (0.005)

Higher Educated 17.0% 17.6% 18.7% 16.6% 16.1% 17.3% 19.0% 15.7%
parent

Lone Parent 18.1% 23.7% 20.6% 23.2% 17.0% 24.0% 18.3% 24.4%

Educational performance:
Standardized 0.097*** -0.101 0.293*** 0.019 0.096*** -0.090 0.302*** -0.009
age 14 exam score3 (0.032) (0.034) (0.034) (0.030) (0.033) (0.036) (0.031) (0.018)

Mean age 16 365.37*** 342.04 409.87*** 379.75 366.42*** 342.89 414.65*** 376.89
exam score1 (4.17) (2.61) (4.34) (2.41) (4.26) (2.89) (3.73) (2.83)

Notes: Standard errors in parentheses. Population means and proportions calculated using final probability weights.
Standard errors clustered by school. 1: GCSE total point score. 2: Hours of employment and earnings are per week. 3:
Key Stage 3 Average Point Score, standardized by subtracting mean and dividing by standard deviation. ***: p-value for
difference in mean educational performance between those in and out of employment <0.01.

Table 2: Employment transition probabilities and sequences

Transition probabilities Employment sequences
(percent)

Boys Girls
W2 W2

No Yes No Yes
W1 W1 Sequence: 00 10 01 11

No 0.854 0.146 No 0.845 0.155 Boys 62.1 9.0 12.6 16.2

Yes 0.370 0.630 Yes 0.384 0.616 Girls 65.1 7.3 15.1 12.3

Notes: Transition probabilities are probability of being in employment in future wave, conditional on status in current
wave, using unweighted data. W1 = Wave 1, W2 = Wave 2. First digit in sequences refers to employment at age 14,
second to age 15. e.g. 00 = Never worked. 11 = Always worked. Longitudinal probability weights are applied.

hand side of Table 2 shows the proportion of sample members undertaking each sequence of

employment decisions over the two years. 36% of students have a job at some point, and 22%

undergo a transition between these two years. Thus, we have the data to identify distinct effects

of employment at different points in the educational process.
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3 Theoretical and empirical models

We motivate our empirical specification by presenting a theoretical model of selection into

employment and the effect of employment on academic performance. This model shows firstly

that it is necessary to allow for distinct effects of employment at different points in the education

process; secondly that employment will crowd out time devoted to study, which has a human

capital payoff; and thirdly that the net causal effect (policy effect) of employment will capture

both the direct human capital effect and the opportunity cost in terms of reduced investment

in other activities, and so is likely to differ from the ‘production function parameter’.

We assume an individual who aims to maximise his expected utility within each time period

t = 1...T . Here t = 1 is the first time period in which the child is able to take in-school

employment. Utility is a function of independent consumption (wtLt, where wt is his hourly

wage and Lt his hours of employment) and leisure ((1 − Lt − St), where St is time devoted

to study) in the current period; and expected educational performance in period T , at the end

of compulsory education (E[YT ], where YT is a stochastic function of the individual’s human

capital). A vector of socio-economic characteristics which we assume to be time-invariant (X)

are expected to affect individuals’ relative preferences over these elements.

We assume that the utility function is separable into the present (ft(.)) and future (g(.)) oriented

components, such that the individual’s maximisation problem can be written, for t = 1...T :

max
Lt,St

Ut = ft(L,S,X) + E[g(YT (L,S,X, ε, vT ))] (1)

The vectors L and S include current and all lagged or time varying values of the variable. We

assume that for each t, ft(.) is a concave function in current consumption and leisure, which are

complements. The individual has a baseline human capital endowment µ0, which is a reduced

form function of individual and household characteristics: µ0 = µ0(X). Human capital evolves

each period as a function of further investments in study and labour supply, as well as household

circumstances, according to the function ht(.) and a multiplicative error term εt ∼ ln.N (0, σεt)

with a log-normal distribution such that E[ln.εt] = 0:

µt = µt−1.ht(Lt, St,X).εt (2)

We assume there is a positive human capital effect of study at all times, so ∂ht
∂St

> 0. We offer no
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prior about the marginal human capital product of part-time work ( ∂ht∂Lt
). Final human capital

at the end of compulsory education can then be written:

µT = µ0(X).
T∏
t=1

[ht(Lt, St,X).εt] (3)

Educational performance is the function k(.) of final human capital and a multiplicative error

term vT ∼ ln.N (0, σv), with a log-normal distribution such that E[ln.vT ] = 0:

YT = k(µT .vT ) (4)

We assume that the overall effect of diminishing human capital returns to L and S and dimin-

ishing marginal utility of GCSE performance is to ensure the function-of-functions g(Y (.)) is

concave in L and S. With g(Y (.)) concave and the evolution of human capital over time uncer-

tain, this model predicts that the individual will underinvest in study relative to the case where

the human capital outcome is deterministic. This uncertainty becomes progressively smaller as

t approaches T , as the outcomes of the random draws εt in earlier periods become known. See

Appendix A.1.1 for a graphical illustration of this prediction.

Assuming that k(.) = ln(.) and ht(.) = em(Lt,St,X), with m(.) and µ(X) as linear functions,

the education production function for performance at the end of compulsory education can be

written and estimated in the following form. This follows Cunha and Heckman’s (2007, 2009)

approach to the “technology” of human capital formation in making it explicit that the timing

of both employment and study matter for academic performance, not just their total amounts.

This is a “cumulative model”:

YT =
T∑
t=1

[πLt Lt + πSt St + ln.εt] + βX + ln.vT (5)

The error terms εt and vT are log-normally distributed so the composite error term in equa-

tion (5) (
∑T

t=1[ln.εt] + ln.vT ) is normally distributed with mean zero.

There are three barriers to obtaining unbiased estimates of the production function parameters

πLt and πSt . Firstly, study is not observed. To address this, we use a vector of latent variable

representations of study and effort during school hours, in place of each St in equation (5). Sec-

ondly, even assuming that the correct vector of inputs is observed perfectly, we would expect
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some unobservable characteristic entering
∑T

t=1[ln.εt] + ln.vT , to positively determine selection

into both employment and study. This means that E[
∑T

t=1[ln.εt] + ln.vT |L,S,X] 6= 0, and we

will obtain positively biased estimates of πLt and πSt . Thirdly, in practice there may be mea-

surement error in teenagers’ hours of work and other investment activities, which will attenuate

the OLS coefficient on these variables (Tyler, 2003). In section 6 we address these problems by

estimating an education production function using instrumental variables methods and repeated

measures of endogenous inputs, and discuss the associated identification issues.

Policymakers will also be interested in the partial or policy effect of employment on academic

performance, including its indirect effects via inputs crowded out or facilitated by employment.

The policy effect is equal to φLt in the reduced form specification shown in equation (6):

YT =

T∑
t=1

[φLt Lt] +ψX + ζ (6)

In equation (6), φLt may be biased by the omission of exogenous unobserved characteristics.

We adopt an instrumental variables strategy to control for these. We thus obtain the overall

effect of an exogenous change in employment caused by changes in labour market opportunities

(Z) which, conditional on other observed characteristics (X), are orthogonal to educational

performance. This instrumental variables specification is shown in equation (7):

E[Yt|Z,X] =

T∑
t=1

[φLt E[Lt|Z,X]] +ψX (7)

In equation (7), the policy effect φLt is distinct from the production function parameter πLt , due

to the omission of the time varying endogenous input. φLt may thus vary over time due to (i)

changes in the production function parameter πLt , (ii) changes in the rate at which study is

crowded out by labour supply, and (iii) changes in the value of that marginal study time, πSt .

Our model predicts a strictly negative tradeoff between employment and study. The proof of

this prediction is shown in Appendix A.1.2 (page 48). Provided that the production function

parameter on study, πSt is non-negative, the ‘partial effect’ of employment will always represent

a lower bound of the production function parameter (φLt ≤ πLt ). This prediction continues

to hold if the specification is relaxed to permit employment and study to have cross-effects in

production, i.e. to become complements (in which case the crowd-out will be relatively small)

or substitutes. In Browning and Heinesen (2014), the direction of the behavioural response to
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an exogenous change in one input depends on whether they are substitutes or complements as

well as the cost of the activity to the individual. In our model, part-time work and study time

at home are mutually exclusive time inputs, and the crowd-out is driven by the individual’s

preference for the third time-use category, leisure.

4 Instrumental variables

We use Full Information Maximum Likelihood (FIML) to estimate the policy effects represented

in equation (7) and the production function represented in equation (5) adapted to account for

endogenous inputs. These entail first-stage tobit equations for hours of employment per week,

and a final-stage linear regression for GCSE performance. (Accounting for the censoring of

hours of employment at zero in this way will improve the precision of our second stage estimates

over those that would be obtained from a linear IV specification, without affecting its bias or

consistency properties - see Appendix A.2). Estimating the production function requires a

measurement model for the latent factors and an intermediate-stage linear regression equation

determining each factor as a function of labour supply. The policy effects, rates of crowd-out

of study time and effort, and the production function parameters are all identified through

instrumental variable exclusion restrictions in the later stage equations. Specifically, we exclude

(i) the child’s month-of-birth within the academic cohort, (ii) the age 18-24 claimant count

unemployment rate in the month of interview, and (iii) the stock of enterprises in the retail and

wholesale (G) and hotel and restaurant (H) sectors of the Standard Industrial Classification

(SIC) which are registered for Value Added Tax (VAT). Both the latter instruments vary over

time and are measured in the Local Authority District (LAD) of residence.

4.1 Month of birth

The academic year in the UK runs from 1st September to 31st August, and each academic

cohort consists of children born within the same September-August period. Month of birth will

directly affect teenagers’ working hours because those born earlier in the academic year will

be allowed to work longer hours or in specific job types earlier than their younger peers. This

means they are better placed to fill suitable vacancies which arise in September and October

as older cohorts leave for university, and November and December as staff are taken on to

meet pre-Christmas demand. This identifying assumption is supported by the data shown in
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Appendix A.3, in which we show the seasonal cycle of vacancies in the two industrial sectors

employing the greatest concentration of teenagers in the UK.

In our empirical specification, month of birth is a linear term set equal to 1 for September

births, up to 12 for August births. We also include dummy variables for the month-of-interview

and for interview in or after the month of the child’s birthday in all equations. This means that

spurious variation in employment generated by being interviewed later in the fieldwork schedule

will not contribute to identifying the causal effect of employment on academic performance.

It is well established that those born earlier in the school year retain an advantage in educational

outcomes (Plug, 2001; Crawford et al., 2013 and references therein), presenting a threat to the

validity of month of birth as an instrument. There are four potential mechanisms through which

this effect could be causal: (i) Age-at-test: those born earlier in the school year are older when

taking a test on a common date; (ii) Age of starting school: those born later in the school year

are younger on a common school entry date, and so less ready to learn; (iii) length-of-schooling:

if those born later in the school year also start school later in a common academic year, they will

have received less schooling by the time of a test; and (iv) relative age: institutional practices

such as sorting into ‘sets’ or ‘tracks’ by observed performance at a given time will compound

these initial differences as those born earlier in the school year are more likely to reach the

higher tracks.

Crawford et al’s (2013) analysis suggests that age-at-test is the dominant mechanism. Using data

on English schoolchildren at the same age as our LSYPE sample they find that the performance

gap between the oldest and youngest pupils in each cohort becomes progressively smaller with

age as the relative age gap between September and August birthdays shrinks.3 These converging

performances mean it is insufficient to control for prior performance at only one point in time.

In this paper we shall control for the trajectory of academic performance through absolute

performance at both ages 11 and 14, and assume that this leaves no residual direct effect of

month of birth on academic performance.

3e.g. In June of school year 11, when most cohort members are 16, a cohort member born on 1st September
has lived 6.3% longer than one born on 31st August, compared with 7.3% in school year 9 (age 14) and 9.3% in
school year 6 (age 11). For the performance measure “meeting the expected standard” (an absolute measure),
they show (Crawford et al., 2013, figures 3.1-3.2, pp.20-21) 26, 13, 7.8, and 6.4 percentage point gaps between
August and September birthdays at ages 7, 11, 14 and 16 respectively.
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4.2 Youth unemployment rate

The local authority district (LAD) age 18-24 unemployment rate is a direct measure of labour

market opportunities over areas with an average population of 164,000 and size of 155 square

miles. This is equivalent to 1.6 times the population but 12.5% of the average area of a US

county. Kalenkoski and Pabilonia (2010) and Rothstein (2007) used the county and state

adult unemployment rates, respectively. Our measure is considerably more localized, which we

consider appropriate for these teenagers, who will be reliant on parental or public transport,

or cycle-or-walkable distances. (The youngest age at which teenagers may learn to drive in

England is 17). Moreover, the age restriction in our unemployment measure should increase

precision, since children predominantly work in the same sectors as youths, particularly hotels,

catering, wholesale and retail (Mizen et al., 1999; Hibbett and Beatson, 1995). This motivates

our third and final instrument.

4.3 Stock of VAT-registered enterprises in retail, wholesale, hotels and restau-

rants

We obtained the number of enterprises registered for Value Added Tax (VAT, a national sales

or consumption tax on most ‘non-essential’ goods and services) in each Local Authority District

at the end of each calendar year, as published by the Department for Business, Enterprise and

Regulatory Reform (BERR - superceded in 2010 by the Department for Business, Innovation and

Skills) as the official record of business start-ups and closures (see Office for National Statistics,

2008). We divide the number of these businesses in sectors G (“Wholesale and retail trade,

repair of motor vehicles, motorcycles and personal and household goods”) and H (“Hotels and

restaurants”) according the 2003 Standard Industrial Classification by the mid-year population

of 18-24 year-old youths, to define a measure of the density of the kinds of employers most

frequently employing schoolchildren. For ease of interpretation, all descriptive statistics and

regression coefficients are measured per 100 students.

The LSYPE does not provide information on the types of jobs teenagers do, but it is well

documented from numerous targeted surveys that the employment of individuals in full-time

education in the UK is concentrated in these sectors. Curtis and Lucas (2001) and Mizen, Bolton

and Pole (1999) provide extensive reviews supporting this fact. For the precise period considered

in this paper, Howieson et al. (2006) document the situation in Scotland, where the education
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system, labour market conditions and legislation are very similar to England. They show the

largest category of employment among those aged 14 and under is newspaper delivery (32%

of workers), the majority of which will be contracted by corner shops and convenience stores.

The largest categories of employment among 15 and 16 year olds are “cafés and restaurants”

(17.5%), “other shops” (14%) and “chain stores” (12%).

4.3.1 Time variation in unemployment rate and VAT registrations

Table 3: Within-and-between variation in time-varying instruments

Age 18-24 unemployment rate

Statistic: Mean 10th percentile 25th percentile 50th percentile 75th percentile 90th percentile

Boys

Wave 2 level (Age 15) 0.0444 0.0182 0.0280 0.0416 0.0581 0.0727

Wave 1 level (Age 14) 0.0406 0.0152 0.0243 0.0394 0.0529 0.0693

Change 0.0038 -0.0012 0.0010 0.0032 0.0062 0.0087

Absolute change 0.0045 0.0008 0.0019 0.0036 0.0063 0.0086

Girls

Wave 2 level (Age 15) 0.0448 0.0182 0.0290 0.0408 0.0595 0.0741

Wave 1 level (Age 14) 0.0410 0.0163 0.0243 0.0394 0.0546 0.0697

Change 0.0038 -0.0012 0.0014 0.0034 0.0060 0.0087

Absolute change 0.0046 0.0009 0.0022 0.0037 0.0063 0.0087

‘G’ and ‘H’ VAT registrations per 100 18-24 year-olds

Statistic: Mean 10th percentile 25th percentile 50th percentile 75th percentile 90th percentile

Boys

Wave 2 level (Age 15) 10.26 5.85 6.85 9.06 12.75 16.03

Wave 1 level (Age 14) 10.27 6.04 6.98 9.13 12.68 15.96

Change -0.0143 -0.2565 -0.1207 -0.0183 0.1209 0.2609

Absolute change 0.1803 0.0254 0.0610 0.1209 0.2393 0.3544

Girls

Wave 2 level (Age 15) 10.33 5.90 6.98 9.23 12.68 16.32

Wave 1 level (Age 14) 10.32 5.85 6.85 9.17 12.83 16.47

Change -0.0060 -0.2541 -0.1193 -0.0095 0.1366 0.2611

Absolute change 0.1853 0.0272 0.0622 0.1281 0.2411 0.3532

Notes: Sample: 5122 boys, 5066 girls. ‘pc’ = ‘percentile’. Calculated using unweighted data.

Table 3 shows the within and between-individual variation in both our time-varying instrumental

variables. These tables confirm that local labour market conditions, and changes in them, are
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essentially orthogonal to gender. On average teenagers in our samples face a local youth (18-

24) unemployment rate of approximately 4.25%, and there are just over 10 VAT-registered

enterprises in the wholesale, retail, hotel and restaurant sectors for every 100 youths in this

age bracket. There is significant between-variation in both instruments at both points in time,

with those at the 75th percentile facing local youth unemployment that is twice as high, or

approximately twice the density of suitable VAT registered employers, as those on the 25th

percentile, for example.

There is also a substantial degree of variation in both measures over time within individuals.

Unemployment rates and VAT-registered employer numbers worsened over time for 82.5% and

52% of our sample respectively. Just over one-third of the sample experienced an increase or

decrease in the local unemployment rate of more than 0.5 percentage points, and one-quarter of

the sample experienced an increase or decrease in VAT registered employers of more than 0.25

per 100 youths.

4.3.2 Threats to validity of unemployment rate and VAT-registration instruments

Identification of the distinct policy effects and production function parameters on employment

at age 14 and at age 15 rests on differential time variation within individuals in both the

youth unemployment rate and density of suitable employers, but both parameters are also

identified through cross-sectional variation in these indicators at each single point in time.

These instruments are indicators for the health of the local labour market, and may capture

permanent differences in the relative affluence of the districts. Parents will endogenously have

selected into their area of residence, based partly on their preference for school quality (subject

to income and credit constraints), for example, and as such we may expect that children with

more opportunities to work have parents with a higher preference for education and attend

higher quality schools.

For this reason we condition on individual household circumstances, specifically including

parental income, employment, health, education and qualification levels. To further exclude

unobservable influences expected to be correlated with youth labour market opportunities and

educational outcomes, such as within-locality peer effects in either the parents’ or child’s pref-

erences, or the child’s friendship group or leisure opportunities, we also control for the index of

multiple deprivation (IMD). This captures the average levels of income, employment, health,
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educational qualifications, and skills and training across a localized population of approximately

800 households, as well as indicators for barriers to housing and services; crime; and the living

environment, at a specific point in time.4 Conditional on these, and the child’s prior educational

performance, we assume this area-level labour market condition has no residual direct effect on

the student’s educational performance, except via the teenager’s hours of labour supply.

In relation to both the unemployment rate and employer density, we also assume that while the

effect of labour supply on educational performance or other activities may be heterogeneous,

these instruments are uncorrelated with the ‘quality’ of employment, and that in estimation we

identify the average treatment effect or production function parameter.

An alternative threat to instrument validity common to both the youth unemployment rate and

stock of VAT-registered enterprises in these industries, is the possibility that since the industrial

structure of a local area and the youth unemployment rate are serially correlated, teenagers may

adjust their behaviour at school in response to their expected employment opportunities should

they leave at the end of compulsory schooling.

One mechanism through which this may occur is by selecting into taking relevant qualifications

for major employers in the area, such as a vocational programs in food technology or catering,

in an area with a large hospitality sector (that also employs many schoolchildren). If it is

systematically easier to attain a given point score in such a qualification, our estimated effect

of in-school employment on school performance will be positively biased. Point scores are

allocated according to the ‘size’ of the qualification (the number of ‘guided learning hours’

deemed necessary to teach the qualification), and the ‘challenge’ (the difficulty of meeting the

criteria for a given grade under the structure being used), and are therefore designed to capture

equivalent levels of achievement (Department for Education, 2012). However, in section 7.2 we

assess the evidence for whether students change their qualification choices in response to local

labour market opportunities and find none.

In addition, schoolchildren with highly present-biased preferences may treat the presence of

many low-skilled labour market opportunities as creating high opportunity costs of further

education and low return to higher grades. This may cause them to reduce their effort, in

which case our estimated effect of in-school employment on school performance, study time and

attitude to schoolwork will all be negatively biased. In section 7.1 we establish bounds which

4We use the 2004 index, since this is the latest indicator which is predetermined to our explanatory and
outcome variables.
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show our conclusions regarding the sign of the effects of in-school employment on educational

performance to be robust to relaxing the assumption of zero direct effect of these instruments.

4.4 Additional controls

We control for prior educational performance at age 11 and 14, household income (excluding

the child’s income), home ownership, receipt of disability benefits, parents’ employment status,

education and socio-economic class, household structure and non-resident siblings, child’s eth-

nicity, special educational needs (SEN) classification, urban-rural classification and the index

of multiple deprivation (IMD) in the Lower Super Output Area (LSOA - containing 400-1200

households in an average area of 1.45 square miles5), and living in Greater London. Consistent

with equation (7), we treat all covariates as time invariant. Several are in fact time-varying

(specifically parents’ employment status, ill-health, education, and socio-economic classifica-

tion; housing tenure; lone-parent family indicator; and resident and non-resident siblings), but

any changes involve very few households, meaning they are almost perfectly collinear between

waves. We use the age 14 observation of each covariate, to best account for initial conditions

and avoid endogeneity issues. Parental income is elicited using different questions in each wave

of the LSYPE, so we construct a measure of the household’s relative ‘permanent’ income over

the first three waves.

5 Policy effects

5.1 The effect of employment on academic performance

Estimates of the empirical counterpart to the ‘policy effect’ equations (6) and (7), together with

diagnostic tests for the strength of our instrumental variables (individually and as a battery)

are shown in Table 4. As with our production function models, we assume investments take

place over two periods, so T = 2. Results for boys show insignificant positive and negative

coefficients on employment at ages 14 (wave 1) and 15 (wave 2) respectively, in both the OLS

and instrumental variables specifications. For girls, the instrumental variables results show a

trivial insignificant negative effect at age 14 but a very large negative effect at age 15, equivalent

to 4.2% of a standard deviation in the total point score per hour of employment per week. For

5(Office of the Deputy Prime Minister, 2004)
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English audiences, this is equivalent to one GCSE grade in one subject. This effect size is

sufficiently large to expect a typical working week (5-6 hours employment) to cancel out the

raw advantage in educational performance seen for girls at this age.

Our significant negative instrumental variables estimate compares with the small but precisely

estimated coefficient of 0.6% of a standard deviation per hour per week from the OLS results.

The difference is consistent with the unobserved characteristics driving selection into employ-

ment positively driving educational performance.

Table 4: ‘Policy effects’ of employment on GCSE performance for T = 2

Boys Girls

Instrumental variables OLS Instrumental variables OLS

W1 Work W2 Work Standardized Standardized W1 Work W2 Work Standardized Standardized
Hours Hours GCSE score GCSE score Hours Hours GCSE score GCSE score

W2 Work Hours . . -0.009 -0.004 . . -0.042** -0.006*
. . (0.012) (0.004) . . (0.021) (0.003)

W1 Work Hours . . 0.012 0.001 . . -0.002 -0.007
. . (0.015) (0.005) . . (0.023) (0.005)

W2 Age 18-24 LAD . -0.866 . . . -34.684*** . .
unemployment rate . (11.475) . . . (11.471) . .

W1 Age 18-24 LAD 1.290 . . . -10.535 . . .
unemployment rate (10.095) . . . (12.408) . . .

W2 SIC ‘G’ and ‘H’ VAT reg’ . 0.191*** . . . 0.125*** . .
per 100 youths . (0.046) . . . (0.041) . .

W1 SIC ‘G’ and ‘H’ VAT reg’ 0.093** . . . 0.116*** . . .
per 100 youths (0.041) . . . (0.042) . . .

Month of -0.068 -0.031 . . -0.159*** -0.097* . .
birth (0.050) (0.055) . . (0.060) (0.051) . .

Age 14 ave’ point score . -0.005 0.783*** 0.784*** . -0.573 0.723*** 0.729***
(standardized) . (0.403) (0.026) (0.027) . (0.358) (0.027) (0.026)

Age 11 ave’ point score 0.262 0.043 -0.049** -0.048* 0.534*** 1.477*** 0.009 -0.004
(standardized) (0.187) (0.418) (0.024) (0.024) (0.201) (0.382) (0.025) (0.024)

Individual instrument relevance
F-stat (18-24 unemp’ rate) 0.02 0.01 . . 0.72 9.14 . .
Bonferroni-adj’ p-value (1.000) (1.000) . . (1.000) (0.008) . .

F-stat (‘G’/‘H’ VAT reg’) 5.04 17.31 . . 7.69 9.51 . .
Bonferroni-adj’ p-value (0.074) (0.000) . . (0.017) (0.006) . .

F-stat (Month of birth) 1.87 0.32 . . 6.99 3.66 . .
Bonferroni-adj’ p-value (0.515) (1.000) . . (0.025) (0.167) . .

Joint instrument relevance
F-stat (All instruments) 7.33 21.17 . . 17.57 30.80 . .
p-value (0.062) (0.000) . . (0.001) (0.000) . .

Observations 5122 5066

Notes: Joint significance statistics and p-values are Wald test statistics, where indicated with Bonferroni adjustment for testing multiple
hypotheses within each equation. Standard errors, clustered by school, in parentheses. Longitudinal weights applied. *: p < 0.1; **: p < 0.05;
***: p < 0.01. GCSE (age 16), age 14 and age 11 average point scores. Month-of-birth within academic year: Sept (oldest in year) = 1,
Aug (youngest in year) = 12.Additional controls: Parent’s socio-economic status, parents’ employment, index of multiple deprivation (IMD),
resident and non-resident siblings, lone parent family, child’s special educational needs (SEN) classification, urban-rural classification, child’s
ethnicity, timing of interview.
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5.2 The effect of the instrumental variables on employment

Being born later in the academic year significantly reduces hours of employment only for girls.

Those born in August are predicted to work 1.75 hours less per week in wave 1, and 1.1 hours

less per week in wave 2, than their September-born peers. The effects of this instrument are

consistent with turning age 14 expanding employment opportunities more than turning 15,

and also with boys’ employment being concentrated in informal positions (such as newspaper

delivery) where age restrictions are not binding, while girls’ employment is concentrated in

formally regulated roles such as serving in shops (Howieson et al., 2006) or with positions of

responsibility such as babysitting (Kooreman, 2009).

The coefficient on the local youth unemployment rate is statistically significant only for girls

in wave 2. At this point a 1 percentage point increase in age 18-24 unemployment reduces

girls’ predicted employment by 21 minutes (i.e. 0.35 hours) per week. The corresponding wave

1 figure is approximately one-third of this magnitude, while for boys the coefficient on the

unemployment rate is quantitatively and statistically indistinguishable from zero at both points

in time. Similarly in line with the results for month of birth, this gender distinction is consistent

with boys’ employment being more differentiated and hence insulated from adult labour market

conditions.

The density of retail and wholesale (sector G) and hotel and restaurant (sector H) VAT registered

enterprises is shown to be a quantitatively and statistically significant determinant of hours of

employment for both boys and girls at both points in time. An additional 10 enterprises per

100 18-24 year-olds in the LAD results in between one and two additional hours of employment

per week.

For both sexes at both points in time, it is the density of G and H sector VAT-registered

enterprises that contributes the most identifying variation in hours of employment among our

instruments, as measured by the F-statistic for its exclusion from the first stage. The F-statistic

for the exclusion of all three instruments from the first stage is always statistically significant

at the 0.1% level for girls, and also for boys in wave 2, but only at the 10% level for boys in

wave 1. In addition, while for girls in both waves there two of the instruments are statistically

significant and have an individual F-statistic close to 10, for boys only the G and H sector

density is ever significant, and in wave 1 only weakly so.

The relatively weak relationship between the instruments and the endogenous explanatory vari-
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able for boys will exacerbate any inconsistency in our instrumental variable estimates caused

by a residual direct effect of any of the instruments on our outcome variable (Bound, Jaeger

and Baker, 1995). The ‘imperfect instrumental variable’ exercise in section 7.1, is therefore a

valuable robustness check, to show both the sensitivity of our estimates to using one instrument

at a time (these being of substantially varying strengths), and to derive bounds for the true

effect of in-school employment on academic performance under the assumption of a non-zero

direct effect.

6 Production function parameters

In this section, we estimate the education production function. This means we obtain estimates

of the effect of part-time employment and two other inputs to the education production function,

holding the other investments constant. We also provide insight into the mechanisms through

which the partial effect of part-time employment estimated above occurs, by showing how an

exogenous increase in employment crowds out or facilitates other activities.

6.1 Latent inputs

We propose two inputs to the education production function: ‘Study’ (study time at home) and

‘Attitude’ (effort during school hours). We have measures for both of these inputs at time of

interview in waves 1 (age 14) and 2 (age 15) of the LSYPE. To assess the effect of employment

on alternative competing time uses, we also define factors for ‘Active Leisure’, ‘Social Life’ and

‘Risky Behaviours’, all of which we assume have no direct effect in the education production

function, except via their effects on the quality or quantity of study time.

To be specific, our analysis relates to n individuals i at times t = 1...T . In our empirical

application we assume that T = 2. Each sampled individual at time t is characterised by:

• Q dimensions of ‘true’ activities sit = (s1
it...s

Q
it). Each is measured by the discrete indicators

Sqijt, j = 1..Jq.

• Desired hours of employment lit, with actual hours of employment Lit ≥ 0.

• A vector of time-invariant socio-economic characteristics, Xi.

• A vector of instruments which determine selection into employment, Zit.
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• A continuous measure of educational performance in the initial (Yi1) and final (YiT ) peri-

ods.

We assume an ordinal quasi-linear structure for measurement of the activities:

S̃qijt = αqjt + λqjts
q
it + εqijt for j = 1..J (8)

Sqijt = p iff W q
jp−1t ≤ S̃

q
ijt < W q

jpt for p = 1...P qj (9)

Here, λqjt is the factor loading relating the observed indicator j to factor sqit. W
qs are threshold

parameters. P qj is the number of response categories for indicator Sqij , and εqijt is the logistically

distributed random response error. This means the observable indicator Sqij is linked to its

unobserved continuous form S̃qij by an ordered logit function.6

Table 5 defines the measures and shows the factor loadings and ordered logit cut points for

each latent activity. The factor loading for the first measure is always constrained to one. The

variance of each factor is shown in the bottom section. The measurement models are estimated

using the pooled sample of both sexes and both waves. This ensures that a given change in

the principal component of the factor corresponds to an equivalent change in absolute activity

levels across groups and over time. This means that the level, crowd-out by employment, and

productivity of each factor is expressed in a common unit. An interpretation of the change in

activity or attitude associated with a one standard deviation increase in each factor is given in

Table 6. In Appendix A.4 (page 56) we describe the distribution of the inputs between waves

and sexes, to show that although significant differences exist, there is substantial overlap, so the

adjustments described in Table 6 would represent a plausible and relevant change in all cases.

In our descriptive statistics (Table 7) and subsequent output each factor is constrained to have

mean zero and standard deviation 1, and is treated as observed (the measurement model is

not estimated simultaneously). We assume there to be no heterogeneity in the ‘quality’ of

each factor and that the measurement error in these inputs is uncorrelated with the exogenous

component of labour supply.

Table 7 shows no statistically significant differences in the actual study effort undertaken by

those with and without a job but one exception to this for attitude to schoolwork. Those in

6The model and notation outlined here follows closely the structure used for a model of disability status and
benefit receipt by Hancock et al. (2013).
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Table 5: Factor loadings and cut points in ordered logit measurement models.

Factor loadings:

Attitude Study Active Leisure Social Life Risky Behaviour

Work hard 1 Not truant 1 Play sport 1 Nightclub 1 Smoke 1

Worth it 0.832 Homework 1.453 School sport 0.687 Pub or bar 0.700 Alcohol 0.594
(0.020) (0.080) (0.025) (0.046) (0.022)

Work waste 0.954 Outside 2.500 Sport in gen 0.903 Concert 0.336 Cannabis 1.347
(0.025) (0.251) (0.027) (0.018) (0.074)

Interest 1.228 Study club 2.563 School clubs 0.329 Arcade 0.647
(0.027) (0.249) (0.015) (0.046)

Play music 0.186 Friends out 0.442
(-0.257) (0.027)

Cut Points:
Attitude Study Active Leisure Social Life Risky Behaviour

Work hard Not truant Play sport Nightclub Smoke
1 -5.028 1 -1.511 1 -0.257 1 1.303 1 3.422
2 -2.048 School sport
3 -1.992 1 0.250
4 -1.898 2 0.917
5 1.404 3 3.020 Pub or bar Alcohol
6 1.467 4 4.684 1 2.222 1 0.126

Worth it Homework Sport in gen 2 0.882
1 -3.888 1 -2.101 1 -3.683 3 0.927
2 -2.996 2 -1.376 2 -2.596 4 0.971
3 0.197 3 0.002 3 -2.010 Concert 5 1.578
4 0.053 4 1.183 4 -0.699 1 0.045 6 2.118
5 0.078 5 2.530 5 -0.695 7 3.260
6 0.103 6 -0.691 8 5.797

Work waste Outside 7 1.136
1 -4.642 1 0.497 School clubs Arcade Cannabis
2 -3.07 2 1.620 1 0.553 1 2.014 1 4.418
3 0.584 3 3.827 2 1.059
4 0.641 4 6.028 3 3.068
5 0.685 4 4.946
6 0.740

Interest Study club Play music Friends out
1 -5.148 1 1.099 1 1.437 1 -1.390
2 -2.134 2 2.054 2 0.246
3 -2.013 3 4.056 3 0.255
4 -1.854 4 5.626 4 1.509
5 -1.710
6 2.953

Variance:
Attitude 2.414 Study 0.263 Active Leisure 4.454 Social Life 2.489 Risky 7.032

Notes: Standard errors, clustered by individual, in parentheses. Measures are defined as follows. Attitude: ‘Work hard’: “I work as hard
as I can in school”. ‘Worth it’: “School work is worth doing”. ‘Work waste’: “The work I do in lessons is a waste of time” (recoded).
‘Interest’: “The work I do in lessons is interesting to me”. Study: ‘Not truant’: Student has not truanted in last 12 months (dummy
variable). ‘Homework’: Estimate of hours per week spent doing homework, based on reported time spent on a computer doing schoolwork,
nights per week doing so, and nights per week doing any homework. (Categories are zero, 1 to under 2 hours, 2 to under 4, 4 to under 6, 6
to under 10, and 10 or more). ‘Outside’: Works towards exams with teachers outside of lessons (frequency on 5-point scale). ‘Study club’:

Attends school study clubs (frequency on 5-point scale). Active Leisure: ‘Play sport’: Played any kind of sport in the last four weeks

(dummy). ‘School sport’: Frequency of using school sports facilities (5-point scale). ‘Sport in gen’: Frequency of doing sport (5-point scale).

‘School clubs’: Frequency of participation in school clubs or societies. (5-point scale). ‘Play music’: Played a musical instrument in the last
four weeks. Social Life: ‘Nightclub’: Gone to a party, dance, nightclub or disco in the last four weeks. ‘Pub or bar’: Gone to a pub or
bar in the last four weeks. ‘Concert’: Gone to a cinema, theatre or concert in the last four weeks. ‘Arcade’: Gone to an amusement arcade
in the last four weeks. ‘Friends out’: How many times gone out with friends in last seven days. Risky behaviours: ‘Smoke’: Whether
cohort member “ever smokes” (dummy variable). ‘Alcohol’: Frequency of alcohol consumption (6-point scale). ‘Cannabis’: Whether cohort
member “ever tried cannabis” (dummy variable). ‘Don’t know’ is coded as the within-wave mean, creating up to three extra categories for

the following measures: Work hard (3rd, 4th, 6th categories), Worth it (4rd-6th), Work waste (4th-6th), Interest (3rd-5th) , Sport in gen’

(5th-6th), Friends out (3rd), Alcohol (3rd, 4th, 6th).

employment are significantly more active in leisure and social activities, and risky behaviours.

In general, the table also reveals higher levels of Study for girls than boys. This difference is

more pronounced in Wave 2, at around 10% of a standard deviation, and indicates that before

employment but after study time, girls will start with less disposable leisure time. This increases

the risk that employment will crowd out their study time.7

7Another reason why this may occur is differences in time devoted to ‘household production’ (caring respons-
bilities or domestic chores) by gender. Appendix A.5 presents some descriptive statistics on this time use by
gender and employment status. These are all consistent with girls indeed facing a tighter time constraint, but
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Table 6: Interpretations of a one standard deviation change in each latent factor

Input Measure Interpretation Baseline

Attitude
A 1 s.d. change on average is equivalent to all of:
Work hard 33.4 p.pt more likely to ‘strongly agree’ that “I always 26.1% strongly agree

work hard in school”
Worth it 29.2 p.pt more likely to ‘strongly agree’ that “School work is 47.3% strongly agree

worth doing”.
Work waste 35.4 p.pt more likely to ‘strongly disagree’ that “The work I do 36.6% strongly disagree

in lessons is a waste of time”.
Interest 21.4 p.pt more likely to ‘strongly agree’ that “The work I do in 12.7% strongly agree

lessons is interesting to me”.

Study
A 1 s.d. change on average is equivalent to all of:
Not truant 6.4 p.pt less likely to have truanted in the last year. 19.2% answer yes.

Homework 1 hour additional homework per week. Median response: ≥ 4, < 6 hours p.w.

Outside 1 extra visit to work with teacher outside lessons per week. Median: Never; 75th%ile: < 1 p.w.

Study club 1 extra visit to school study clubs per week. Median: Never; 75th%ile: < 1 p.w.

Active Leisure
A 1 s.d. change on average is equivalent to all of:
Play sport 33.4 p.pt more likely to have played any kind of sport in the last 53.9% answer yes.

four weeks.
School sport 1.5 additional occasions to use school sport facilities each week. Median: Never; 75th%ile: 1-2 p.w.

Sport in gen Move from “hardly ever” participate in sport to once per week or 25th%ile: 1 p.w.; Median: > 1 p.w.;
move from once per week to several but not “most” days per week. 75th%ile: “Most days”

School clubs 0.5 additional occasions to participate in other school clubs each Median: Never; 75th%ile: 1-2 p.w.
week.

Play music 6.8 p.pt more likely to have played a musical instrument in the 19.9% answer yes.
last four weeks.

Social Life
A 1 s.d. change on average is equivalent to all of:
Nightclub 35.5 p.pt more likely to have gone to a party, dance, nightclub or 28.8% mention.

disco in last four weeks.
Pub or bar 14.9 p.pt more likely to have gone to a pub or bar in the last 13.8% mention.

four weeks.
Concert 13.0 p.pt more likely to have gone to a cinema, theatre or concert 49.0% mention.

in the last four weeks.
Arcade 15.3 p.pt more likely to have gone to an amusement arcade in the 15.5% mention.

last four weeks.
Friends out 1 additional trip out with friends in last week. Median: 1-2 p.w.; 75th%ile: 3-5 p.w.

Risky Behaviours
A 1 s.d. change on average is equivalent to all of:
Smoke 29.8 p.pt more likely to “ever smoke”. 14.0% answer yes

Alcohol 34.7 p.pt more likely to ever consume alcohol. (Conditional on some 52.2% never consume alcohol
consumption: More than double frequency: bi-monthly to monthly/ 75th%ile: once every 2 months;
monthly to 2-3 times per month/2-3 per month to 1-2 per week). 90th%ile: 2-3 p.m.

Cannabis 28.8 p.pt more likely to have “ever tried cannabis”. 13.3% answer yes

Abbreviations: “p.pt” = “percentage point”. “p.w” = “‘per week”. “p.m” = “per month”. “%ile” = “percentile”. Note: Changes
expressed as percentage point change in unconditional probability that condition is met due to a uniform one standard deviation change in
the latent input across the entire pooled sample population, from the levels observed in the data.

The table further shows higher levels of participation in Social activities and Risky Behaviours

for girls, and in Active Leisure for boys.

On inspection, there are also some interesting difference-in-differences by gender. In particular

by age 15, boys have a worse ‘Attitude’ to schoolwork than girls if they are not working (the

difference is around 13% of a standard deviation), but markedly better if they are in employment

(14% of a standard deviation), mainly due to the much better attitude (25% of a standard

deviation) of boys in employment compared with those not. This contrasts with the roughly

equal Study (the amount outside of school hours) for those in and out of employment.

we find no suggestion that parents are any less accommodating of part-time work of girls than boys, in terms of
their expectations of time to be spent on these activities.
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These relationships will substantially be driven by selection. We now evaluate the extent to

which these relationships are causal, and the effect of these inputs on educational performance.

Table 7: Descriptive statistics: latent variables by employment status and gender.

Wave 1 Wave 2

Boys Girls Boys Girls

Employed: Yes No Yes No Yes No Yes No

Attitude 0.103 0.044 0.098 0.126 -0.029*** -0.281 -0.170 -0.151
(0.032) (0.016) (0.032) (0.016) (0.025) (0.019) (0.026) (0.019)

Study -0.140 -0.178 -0.126 -0.124 -0.062 -0.074 0.042 0.015
(0.028) (0.022) (0.029) (0.019) (0.030) (0.024) (0.028) (0.022)

Active Leisure 0.488*** 0.330 -0.026*** -0.302 0.414*** 0.226 -0.205*** -0.488
(0.026) (0.019) (0.033) (0.021) (0.026) (0.020) (0.029) (0.026)

Social Life 0.154*** -0.090 0.310*** 0.018 0.321*** 0.033 0.463*** 0.122
(0.030) (0.018) (0.031) (0.018) (0.028) (0.018) (0.028) (0.019)

Risky Behaviours 0.053*** -0.170 0.080*** -0.099 0.464*** 0.237 0.597*** 0.328
(0.025) 0.016 (0.035) (0.016) (0.029) (0.020) (0.036) (0.023)

Notes: Latent inputs all have mean zero and standard deviation of 1 in the pooled sample of both sexes and both waves.
Standard errors in parentheses. Population means calculated using final probability weights. Standard errors clustered by
school. ***: p-value for difference in mean latent input between those in and out of employment <0.01.

6.2 Instrumental variables models exploiting tradeoffs in activities

De Fraja et al. (2010) make the foremost contribution in using instrumental variables to estimate

an education production function. They consider three endogenous inputs; child, parent and

school effort. They motivate the child’s birth weight, father’s social class, and school size

as instruments for the respective inputs, which are determined simultaneously by the three

optimizing agents.

There are theoretically viable candidates for instruments for each of the inputs assessed in the

present paper. Financial incentives targeting students’ self investments have been shown to

raise investments in study time. Freyer (2010) shows these to be more effective than targeting

outcomes, because individuals may not know what investments are effective, or as shown in

our theoretical model here, may be deterred by uncertainty about outcomes or the long time

horizon. Other papers propose sources of exogenous variation in the opportunity cost of study

or value of leisure, such as the weather (Kalenkoski and Pabilonia, 2014) or major football (soc-

cer) tournaments during the exam period (Burgess, Metcalfe and Proud, 2011). Cross-sectional

variation in opportunities for structured social activities or entertainment may determine selec-
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tion into Social Life, Active Leisure and Risky Behaviours. Barron, Ewing and Waddell (2000)

used variables such as the size of high school and ‘library books per student’ for this purpose.

The LSYPE collects reports on whether such facilities or clubs are available, but only 12% and

8% of sample members respectively report they are not. With information on social networks,

current or lagged peer-group behaviour could also be used (Lundborg, 2006; Clark and Loheac,

2007) though if these signals are observable, parents’ school choices may be endogenous.

We do not have the data to pursue exogenous variation in all the endogenous inputs simul-

taneously. However, as motivated in our theoretical model, with individuals behaving opti-

mally we predict a strictly negative tradeoff of employment with study time (section 3 and

Appendix A.1.2). Therefore we propose a structure in which exogenous variation in employ-

ment determines the child’s contemporaneous level of Study (or any other input), but Study

does not affect employment. Both labour supply and Study then enter the production function.

To identify the production function parameter on Study we require that the principal compo-

nent of our latent Study indicator is strictly decreasing in labour supply. We do not impose this

relationship as a restriction in the econometric framework. Instead we test whether it is borne

out empirically, and interpret the coefficients obtained on Study in the appropriate light.

In our T = 2 case our instrumental variables are: Month of birth, the youth unemployment rate

at t = 1 and t = 2, and the sectors G and H VAT registration density at t = 1 and t = 2. Month

of birth and the time-specific unemployment rate and VAT registration density all identify the

direct effect of employment on educational performance, and the effect of employment on the

contemporaneous Study level. Exogenous variation in employment identifies the effect of Study

on educational performance. The product of the latter two effects can be interpreted as the

indirect effect of employment, or the portion of the overall effect that is mediated by changes

in Study. Hence, the model contains employment and a single endogenous latent factor, both

measured at two points in time. We describe this as a ‘single-factor multiple-wave’ specification.

A model with multiple factors would be underidentified. We apply this structure in turn to

our ‘Attitude’ input. We have no expected sign: employment may reduce motivation through

general tiredness, or increase it through exposure to the disadvantages of jobs requiring few

qualifications (Dustmann and van Soest, 2007).

To be explicit, desired hours of employment are determined by a linear labour supply function
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of Xi, Zit and prior educational performance:8

lit = θltXi + γltZit + δltYi1 + ξlit (10)

Hours of employment equal zero if desired hours are negative, and equals desired hours otherwise:

Lit = lit iff lit ≥ 0 (11)

Lit = 0 iff lit < 0

Each endogenous input sqit (including Attitude) is determined by a linear function of socio-

economic characteristics, which will have determined parental and self-investments and the

child’s preferences, but also by hours of employment:

sqit = θqtXi + γqtLit + δqt Yi1 + ξqit (12)

In equations (10) and (12), θs represent vectors of coefficients, and γqt the crowd-out (or fa-

cilitation) of factor sqit by hours of employment. The residual ξs capture other unobservable

factors. Academic performance is modelled by the following linear regression specification:

YiT =

T∑
t=1

[πLt Lit + πqt s
q
it] + βXi + δY Yi1 + ui (13)

Here, βs and πs are (vectors of) production function parameters. ui is a composite stochastic

disturbance term (ui =
∑T

t=1[ln.εit] + ln.viT ). The residuals ui, ξ
l
it and ξqit are assumed to be

positively correlated, so equations (10-11), (12) and (13) are estimated jointly, such that we

can treat ui as independent of the exogenous variation in Li and sqi caused by variation in

Zi. As a normalization restriction, the variance of each latent factor across both waves is set

equal to one. We assume this structure to be ‘invariant’, in that neither the deterministic or

stochastic components of the relationship between the inputs and outcome is affected by the

fact of ‘treatment’, or employment (Heckman and Pinto, 2015).
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Table 8: Contemporaneous effect of a one hour exogenous increase in employment hours on
each latent factor (measured in standard deviations)

Attitude Study Active Social Risky
Leisure Life Behaviours

Boys Girls Boys Girls Boys Girls Boys Girls Boys Girls

Wave 2
Work Hours -0.026* -0.055*** -0.007 -0.034** -0.053*** -0.008 0.016 0.005 0.032*** 0.032***

(0.014) (0.013) (0.013) (0.014) (0.013) (0.011) (0.011) (0.011) (0.012) (0.012)

p-value (unadj’), p(k) (0.055) (0.000) (0.573) (0.017) (0.000) (0.467) (0.137) (0.637) (0.007) (0.010)
p-value (adj’), padj (0.359) (0.000) (0.999) (0.129) (0.000) (0.995) (0.696) (0.999) (0.053) (0.076)

r(.k) 0.1076 0.0968 0.0980 0.0905 0.0833 0.0713 0.0919 0.0819 0.1129 0.1035

Observations 5136 5077 5136 5077 5136 5077 5136 5077 5136 5077

Wave 1
Work Hours -0.033* -0.040** -0.021 -0.009 -0.045*** -0.008 -0.005 0.019 0.015 0.030*

(0.018) (0.018) (0.013) (0.022) (0.015) (0.015) (0.013) (0.016) (0.012) (0.016)

p-value (unadj’), p(k) (0.069) (0.022) (0.101) (0.656) (0.003) (0.582) (0.678) (0.226) (0.222) (0.061)
p-value (adj’), padj (0.433) (0.164) (0.587) (0.999) (0.023) (0.999) (0.999) (0.871) (0.859) (0.395)

r(.k) 0.0982 0.0931 0.0821 0.0694 0.0883 0.0756 0.1097 0.0966 0.1068 0.0973

Observations 5171 5099 5171 5099 5171 5099 5171 5099 5171 5099

Notes: ∗: p < 0.1, ∗∗: p < 0.05, ∗ ∗ ∗: p < 0.01. Standard errors, clustered by school, in parentheses. Adjusted p-values account for testing
of multiple (10) hypotheses (five outcomes over two waves). All coefficients from single-factor-single-wave models. First stage equation for
hours of employment not shown. Effect of hours of employment is identified by exclusion of labour market variables from second stage. (Local
unemployment and VAT registrations in all cases, month of birth in all cases except Active Leisure, as age-within cohort is direct determinant
of participation in sporting activities). Additional regressors as in Table 4

6.2.1 Estimates of tradeoffs in investments

As the first step in understanding the mechanisms behind the different policy effects estimated

in section 5, we evaluate the extent to which other activities are crowded out, or facilitated, by

part-time work. Table 8 shows estimates of γqt (from equation 12) when the system represented

in equations (10-13) and for t = 1, 2 is estimated for our two latent inputs and other three latent

activities, and separately for boys and girls. This represents the contemporaneous crowd-out

(or crowd-in) of each factor (sqit) by employment in each time period.

Each column shows first the coefficient on hours of employment in the single-factor, single wave,

instrumental variable regression estimated using Full Information Maximum Likelihood with a

tobit first stage. This is followed by its standard error and p-value obtained directly from the

estimation procedure described. Since, for each gender, we are testing 10 null hypotheses (that

of zero effect of labour supply on all of the five additional inputs in the education production

function, each at two points in time), we would expect, on average, to find one statistically

significant relationship at the 10% level that is in fact down to chance. (Alternatively stated,

we can expect to make one type I error by erroneously rejecting a null hypotheses at the 10%

8Specifically, age 11 and 14 performance enter equations for dependent variables measured at t = 2. Only age
11 performance is included for dependent variables measured at t = 1, because for the majority of students, the
examinations determining the age 14 score occurred after the wave 1 interview.
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significance level). Hence, the final row in each panel shows the p-value adjusted for this multiple

hypothesis testing. This uses the following modified Bonferroni Adjustment method, with the

adjusted p-value calculated as follows:

padj = 1− (1− p(k))g(k) where g(k) = M1−r(.k) (14)

Here M equals 10, the number of outcomes being tested, p(k) is the unadjusted p-value for

the kth outcome and r(.k) is the mean of the (absolute) pairwise correlations between all the

outcomes other than k. Both p(k) and r(.k) are shown in the table.9

Three clearly robust results emerge from Table 8. Firstly, having a job makes girls care less

about their schoolwork, at age 15 (their Attitude is reduced). Secondly, working part-time

causes boys to reduce their engagement with ‘active leisure’ activities at both ages 14 and 15.

Thirdly, in-school employment induces both boys and girls to increase their uptake of risky

behaviors at age 15.

Taking these results in turn, the coefficients at face-value suggest that Attitude is always en-

dogenous to hours of employment. An additional hour per week crowds out Attitude by 2.6%

and 5.5% of a standard deviation in wave 2, and 3.3% and 4.0% in wave 1, for boys and girls re-

spectively, so the crowd-out is always larger for girls than boys. This means the effects of general

tiredness, or a shift in preferences towards other activities opened by employment and earnings,

outweigh any positive effect on motivation for education oriented human capital through mak-

ing the role of education in widening future job options more salient (Dustmann and van Soest,

2007). However only the wave 2 result for girls is robust to the multiple hypothesis test, with

their rate of crowd-out remaining significant at all conventional levels.

An additional hour of employment per week reduces boys’ participation in active leisure activ-

ities by 4.5% and 5.3% of a standard deviation at ages 14 and 15, equivalent to, for example,

6 hours employment per week reducing reducing the probability of having participated in some

form of sport in the last four weeks by 10 percentage points. The equivalent results for girls are

quantitatively and statistically indistinguishable from zero. This conclusion retains statistical

9See Sankoh, Huque and Dubey (1997), pp.2534-2535, for discussion and Aker et al. (2012) for an economics
application. While the number of outcomes considered here is large (10), the average correlation between them is
small (≈0.1). Under these conditions this procedure performs well in Sankoh et al’s (1997) simulations, rejecting
a false null hypothesis 5.9% of the time, given a maintained 5% experimentwise error rate.
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significance at the 10% level after multiple testing, as does the finding that an additional hour

of employment per week increases participation in risky behaviours by 3.2% of a standard de-

viation at age 15 for both boys and girls. Referring back to Tables 5 and 6, this coefficient can

be interpreted as a typical employment burden of 6 hours per week raising the probability of

‘ever smoking’, ‘ever having tried cannabis’, and ‘ever consuming alcohol’ by approximately 6

percentage points each, or by 50%, 50%, and 20% respectively.

By contrast, the effects in relation to non-risky social activities are never statistically different

from zero. This suggests that parents are willing to finance or facilitate these, but teenagers

need their own income to access riskier consumption goods.

There is tentative evidence (initially significant at the 10% level) that having a job induces early

(age 14) initiation into risky behaviours for girls. The coefficient is similar to that seen in at

age 15, and double the rate seen for boys at age 14.

Taken alone, the rate of crowd-out of girls’ study by employment in wave 2 (3.4% of a standard

deviation per hour per week) is also statistically significant, with p = 0.017, but after accounting

for multiple testing it is marginally insignificant at the 10% level. This means the argument

that having a job also makes girls do less study must be made tentatively. No other coefficients

for study are significant, but the rate of crowd-out is larger for girls than boys both in the

second wave and on average. This wave 2 difference may be explained partly by differences in

travel time, and partly by girls’ relative lack of previous experience in combining employment

with other activities (55% of girls working in wave 2 had not previously worked, compared with

44% of boys - see Table 2).

6.2.2 Estimates of production function parameters

The rank condition for identification of the parameter πqt (the effect of input q on final perfor-

mance, holding constant labour supply) in the production function equation (13) requires that

the coefficient on labour supply in equation (12) determining input q is not zero: γqt 6= 0. The

only specification in which γqt is statistically different from zero and of the expected sign at the

10% level or less for both t = 1, 2 is Attitude for both boys and girls. Wave 2 Study, for girls,

also changes significantly with employment at the 5% level. The Study production function

parameter for girls is therefore identified in a contemporaneous (t = 2 only) specification. In

the cumulative single-factor multiple-wave specification, these parameters are sensitive to the
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wave 2 observations’ collinearity with the underidentified wave 1 observation.

In Table 9 we show the estimated production function parameters πLt and πqt for each q, in

cumulative (T = 2 with t = 1, 2) and contemporaneous (T = 2 with t = 2 inputs only)

specifications, and a reduced form version accounting for wave 1 inputs only (T = 2 but t = 1

inputs only). In the top section, the ‘policy effect’ estimates for labour supply (φLt ) from the

corresponding specifications are shown for ease for comparison. For each of our latent inputs,

only coefficients in bold are identified by the criteria described above.

Table 9: Single-factor instrumental variable production function parameters

Boys Girls

Cumulative Contemporaneous ‘Reduced form’ Cumulative Contemporaneous ‘Reduced form’
(Both waves) (Wave 2 only) (Wave 1 only) (Both waves) (Wave 2 only) (Wave 1 only)

Work Hours only (Policy effect)

Work Hours Wave 2 -0.009 -0.008 . -0.042** -0.044*** .
(0.012) (0.010) . (0.021) (0.017) .

Work Hours Wave 1 0.012 . 0.001 -0.002 . -0.042***
(0.015) . (0.013) (0.022) . (0.016)

Observations 5122 5122 5122 5066 5066 5066

Attitude

Work Hours Wave 2 -0.007 -0.003 . -0.028 -0.021 .
(0.012) (0.010) . (0.020) (0.024) .

Work Hours Wave 1 0.015 . 0.008 0.004 . -0.031**
(0.015) . (0.013) (0.021) . (0.015)

Attitude Wave 2 0.170*** 0.241*** . 0.224*** 0.374 .
(0.020) (0.017) . (0.038) (0.247) .

Attitude Wave 1 0.031 . 0.159*** 0.122** . 0.239***
(0.021) . (0.025) (0.053) . (0.016)

Observations 5019 5094 5130 4976 5042 5058

Study

Work Hours Wave 2 -0.007 -0.007 . -0.035* -0.042*** .
(0.012) (0.009) . (0.019) (0.015) .

Work Hours Wave 1 0.010 . 0.004 -0.004 . -0.042***
(0.015) . (0.013) (0.021) . (0.016)

Study Wave 2 0.135*** 0.169*** . 0.169*** 0.127*** .
(0.013) (0.038) . (0.016) (0.015) .

Study Wave 1 0.013 . 0.143*** 0.098*** . 0.070***
(0.014) . (0.035) (0.017) . (0.020)

Observations 5122 5150 5185 5066 5089 5111

Notes: Bold: Effect of exogenous change in hours of employment on contemporaneous latent factor is statistically significant at the 10% level
or less (For cumulative specification see Table 8). Standard errors in parentheses. *: p < 0.1 , **: p < 0.05, ***: p < 0.1. Longitudinal
weights applied. Additional covariates: Parent’s socio-economic status, parents’ employment, child’s prior educational performance, resident
and non-resident siblings, lone parent family, child’s special educational needs (SEN) classification , child’s ethnicity.

Considering first the specification in which all parameters are identified in the cumulative speci-

fication, the coefficients on Attitude for both boys and girls are positive and large in magnitude

(compared with those obtained in the OLS specifications) for wave 2 in both the cumulative

and contemporaneous specifications, and wave 1 in the reduced form specification.

In wave 2 but controlling for behaviour at wave 1, a one standard deviation change in Attitude
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to schoolwork at the margin crowded out by labour supply increases educational performance

one year later by 17% and 22% of a standard deviation respectively for boys and girls. There

is sufficient within-individual time-variation in employment and attitude to schoolwork that

the wave 1 parameters on Attitude in the cumulative specification are both well identified and

precisely estimated, though only the parameter for girls is statistically significant (an effect size

of 12% of a standard deviation).

The contemporaneous specification yields a similar conclusion for boys, but a larger and consid-

erably less precise parameter for girls. The wave 1 parameter in both reduced form specifications

is considerably larger than that in the cumulative. It is similar in magnitude instead to the

wave 2 estimates, suggesting that the wave 1 coefficient in these specifications absorbs the effect

of the later input.

Considering next the instance where the parameter on the endogenous input is well-identified at

only one point in time (Study for girls), the contemporaneous specification shows an effect size

of wave 2 Study, at the margin crowded out by in-school employment, of 12.7% of a standard

deviation.

Intuitively, there are quantitatively important changes in moving from the policy effect (top

panel in Table 9) to the production function parameter (middle and lower panels of Table 9)

only in instances where (i) in-school employment has a significant positive or negative effect

on the latent input and (ii) the parameter on this latent input in the production function for

educational performance is significantly different from zero.10

For girls, controlling for Attitude moderates the wave 2 policy effect by one-third (cumulative

specification) and one-half (contemporaneous) of its size. This means the production function

parameter is no longer statistically different from zero. While the overall effect of an additional

hour’s employment per week is to reduce GCSE scores by 4.2% of a standard deviation, its

direct effect is only 2.8% of a standard deviation. The loss of statistical significance is not due

to any loss in precision. Alternatively stated, approximately 33% of the negative ‘policy effect’

of in-school labour supply at age 15 is accounted for by the marginal reduction in Attitude to

schoolwork induced by this labour supply.

10Alternatively stated, if employment has no effect on the input, then no matter how valuable or costly the
input, controlling for its mediating effect will make no difference to the estimated effect of employment on
academic performance. Similarly, if the input has no effect on educational performance, then no matter how
much this input changes as a result of in-school employment, no difference will be made to the estimated effect
of employment on academic performance.
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The still-substantial residual negative estimated production function parameter on employment

will partly be due to omitted types of inputs (we can control for only one additional endogenous

input in each specification), but also largely due to omitted timing of inputs. For example,

study during regular term-time (which we observe measures for) may be a poor predictor of

intensive revision close to high-stakes exams, which may be highly productive but we do not

observe. If labour supply is highly autocorrelated and later crowds out unobserved revision

time the estimated effect of labour supply will be downward biased.

For boys, controlling for Attitude produces production function parameters which are all larger

(less negative or more positive), than their policy effect counterpart. These results provide no

evidence to shift the conclusion that the direct effect of having a job on school performance at

the end of compulsory schooling for boys is zero.

7 Robustness to Imperfect Instrumental Variables

7.1 Bounding the effect of part-time work on performance, attitude and

study

As discussed in section 4, there are reasons why month of birth, the local youth unemploy-

ment rate, and the density of suitable employers in the retail and wholesale (G) and hotel and

restaurant (H) sectors, may have a residual direct effect on educational performance, or an

indirect one if students adjust their attitude to schoolwork and their study effort in response to

anticipated labour market opportunities were they to leave school.

In this section we use the method of Nevo and Rosen (2012) to test the robustness of the main

conclusions of this paper; a significant negative effect of girls’ in-school employment at age

15 on school performance at age 16, but a zero effect for boys; to the presence of ‘Imperfect

Instrumental Variables’ (IIVs), which violate the standard exogeneity condition. This exercise

also enables comparison of the conclusions obtained using each of our instruments individually.

Nevo and Rosen (2012) define three assumptions necessary to form bounds for the effect of an

endogenous regressor on the outcome variable, having relaxed the assumption of zero direct

effect of the instrument:

• Assumption 1: The instrument is negatively correlated with the endogenous regressor.
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The signs of both the conditional and unconditional correlations between our instruments and

Hours of Work are testable. Month of birth and the age 18-24 unemployment rate are indeed

negatively correlated with hours of work. The density of sector G and H VAT registrations is

positively correlated with Hours of Work, so without loss of identifying power or interpretation,

for this section we define our instrument as the negative of this measure.

• Assumption 2: The signs of correlations of the instrument and the endogenous variable

with the structural error term have to be the same.

Comparing the instrumental variable and OLS regressions suggests that Hours of Work has a

positive correlation with the structural error term, and this assumption would conform to the

standard endogeneity critique of studies of in-school employment (Baert et al, 2015), that those

in work are positively selected on unobserved characteristics.

Month of birth will have a positive correlation with the structural error term only if age-at-test

is the dominant mechanism for relative-age effects in educational performance, such that those

born later in the school year can naturally be expected to catch up with their older peers, and

this is not adequately captured by controlling for prior educational performance at two previous

points in time.

Both an increased unemployment rate and reduced density of VAT registered employers (an

increase in the negative of our instrument) can be argued to increase the opportunity cost of

leaving school at age 16, and so prompt greater effort or a more positive attitude to schoolwork,

leading to stronger educational performance.

We note that both these assumptions are consistent with our instrumental variables estimate

being downward biased, in this application away from zero, and the true parameter lying in the

interval between the OLS and IV estimates. Nevo and Rosen’s (2012) third assumption enables

this bound to be tightened:

• Assumption 3: The absolute correlation of the instrument with the structural error term

is smaller than that of the endogenous regressor with the structural error term.

This final assumption requires not that month of birth, the local youth unemployment rate

and density of potential employers have zero direct effect on educational performance (or at-

titude, or study effort), rather that any residual direct effect, having conditioned on a rich
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set of individual and household characteristics, other area circumstances and the child’s prior

educational performance at two points in time, will be is less important than the unobservable

characteristics driving positive selection into employment.

Nevo and Rosen’s (2012) procedure is, for each imperfect instrumental variable being used,

first to obtain IV coefficients using that instrument alone, and then using as the instrument

a weighted sum of the endogenous variable and imperfect instrument, which is exogenous by

construction. This ‘adjusted’ instrument (Z#) is calculated as follows:

Z# = σZX − σXZ (15)

Here Z is the unadjusted instrument, X is Work Hours, and σZ and σX are their standard

deviations. The ‘standard’ and ‘adjusted’ coefficients on Hours of Work then form intervals,

and the intersection of these intervals is the identified set. Confidence regions for the identified

set are then defined as follows (Stoye, 2009, see Fitzsimons and Malde, 2014 for an application):

CI = [θ̂l −
cασ̂l√
N
, θ̂u +

cασ̂u√
N

] (16)

Here cα = 1.96 for desired 5% probability of type I error, and σ̂l and σ̂u are standard errors for

the estimated coefficients θ̂l and θ̂u which form the lower and upper bounds of the identified

set, respectively. N is the sample size.

Here our endogenous regressor, Hours of Work, is non-negative rather than continuous, and

we implement the first-stage as a tobit, rather than linear regression. In creating our adjusted

instruments we multiply the instruments by the standard deviation of observed hours of work,

which is smaller than that of its linear and continuous counterpart, the latent ‘desired employ-

ment’. This means our adjusted instruments place a smaller relative weight on the imperfect

instrument, and hence larger relative weight on the endogenous regressor. This means the upper

bound we obtain for the effect of hours of employment on academic performance is looser; closer

to but still more negative than the OLS coefficient; than implementation of this procedure with a

continuous regressor would allow. This intuition about the statistical properties of our adapted

IIV estimator (and more generally, implications of using a tobit first stage), is confirmed in the

results obtained on simulated data which we present the results in Appendix A.2.
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The results are shown in Table 10. Considering first the GCSE score for boys, neither the

ordinary nor adjusted IV estimates with single instruments are ever significantly different from

zero or from each other, although in each case the point estimate for the ordinary method is

smaller (more negative) than the adjusted. The confidence region for the identified set implies

that the true damaging effect of part-time work is between 0.35% and 1.01% of a standard

deviation per hour worked. Turning to girls, the confidence region implies an effect size of at

least 1% percent of a stand deviation per hour per week, and no more than 3.7%.

It is also instructive to compare the coefficients obtained using each individual instrument at

a time. Assigning their differences to systematic bias rather than to random variation implies

that month of birth (the weakest of our three instruments, but that which produces the tightest

bounds), is performing best in controlling for unobserved heterogeneity.

Accounting for imperfect instrumental variables, maintains a statistically significant crowd-out

by part-time work of ‘Attitude’ or effort during school hours, for both boys and girls. We find

an upper bound for this negative effect of 1.4% and 1.5% of a standard deviation, and lower

bounds of 2.5% and 3.9%. With respect to study the whole of the 95% confidence region no

longer excludes zero for either boys or girls. The lower bound for girls, at -2.95% of a standard

deviation per hour, is slightly less damaging than that implied by our preferred estimates, in

the main body of the paper, while for boys the effect size was always negligible.

Altogether, these results show that our main conclusion; a statistically significant negative

effect of girls’ in-school employment at age 15 on school performance at age 16; is robust to

relaxing the assumption that our instrumental variables have zero direct effect on academic

performance. However, the magnitude of the effect may be as little as one-quarter of that

shown in our headline results. An effect size of 1% of a standard deviation per hour worked

per week is equivalent to the average employment workload (among those working) of 6 hours

per week reducing GCSE performance by one-and-a-half grades in one GCSE subject. This

alone is likely to compromise the future educational or labour market opportunities only of

individuals very close to the threshold for continuation in full-time education (5 A*-C grades

including English and Maths). However, for both boys and girls, the result that employment

has a negative effect on individuals’ attitude to schoolwork is also robust to this exercise. For
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Table 10: Using the ‘Imperfect Instrumental Variables’ method to define bounds for the ef-
fect of Hours of work on academic performance, attitude and study time. Contemporaneous
specification with tobit first-stage.

Boys

Outcome: GCSE score Attitude Study

Instrument Ordinary Adjusted Ordinary Adjusted Ordinary Adjusted

Month of birth -0.010 -0.004 -0.025* -0.010 -0.006 -0.001
(0.009) (0.004) (0.014) (0.006) (0.013) (0.006)

18-24 unemployment rate -0.013 -0.003 -0.026* -0.007 -0.008 0.002
(0.009) (0.003) (0.014) (0.005) (0.014) (0.006)

‘G’ / ‘H’ VAT registration density -0.010 -0.004 -0.030** -0.014** -0.006 0.001
(0.009) (0.004) (0.014) (0.006) (0.013) (0.006)

Intersection of bounds -0.010 -0.004 -0.025* -0.014** -0.006 -0.001

95% confidence region [ -0.0101 -0.0035 ] [ -0.0255 -0.0138 ] [ 0.0062 -0.0013 ]

Observationsa 5056 5054 5054 5054 5112 5109

Girls

Outcome: GCSE score Attitude Study

Instrument Ordinary Adjusted Ordinary Adjusted Ordinary Adjusted

Month of birth -0.036** -0.010*** -0.039*** -0.008 -0.029* 0.001
(0.017) (0.004) (0.015) (0.005) (0.016) (0.006)

18-24 unemployment rate -0.048*** -0.008** -0.051*** -0.005 -0.040*** 0.006
(0.017) (0.003) (0.015) (0.005) (0.015) (0.005)

‘G’ / ‘H’ VAT registration density -0.041** -0.013*** -0.045*** -0.015*** -0.029* 0.001
(0.017) (0.004) (0.015) (0.005) (0.015) (0.006)

Intersection of bounds -0.036** -0.013*** -0.039*** -0.015*** -0.029* 0.001

95% confidence region [ -0.0365 -0.0105 ] [ -0.0919 -0.0150 ] [ -0.0295 0.0011 ]

Observationsa 5054 5055 4996 5008 5054 5054

Notes: Confidence regions for the identified set are as defined by Stoye (2009), CI = [θ̂l − ((cασ̂l)/
√
N), θ̂u + ((cασ̂u)/

√
N)], where cα = 1.96

for desired 5% probability of type I error, σ̂l and σ̂u are standard errors for the estimated coefficients θ̂l and θ̂u, and N is the sample size. a

Observations are for the equation defining the bound in question, i.e. using VAT registrations in all cases except the upper bound for Study,
which uses month of birth. ∗: p < 0.1, ∗∗: p < 0.05, ∗ ∗ ∗: p < 0.01. First stage equation for hours of employment not shown. Additional
regressors as in Table 4

a proponent of part-time work by teenagers, at best an additional hour of employment per

week still reduces Attitude by 1.5% of a standard deviation. This is a significant reduction in

teenagers’ view of the importance of education for their longer-term opportunities, which may

concern educators more than the effects on exam results themselves.
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7.2 An alternative explanation for the damaging effect of late versus early

employment

A key contribution of this paper is to separate out the effects of in-school employment taken at

different points in time on subsequent GCSE performance. While in-school employment never

has a significant effect for boys, our main conclusion for girls is that (conditioning on hours

worked at the other point in time) having a job at age 14 has no effect on GCSE performance,

while having a job at age 15 is highly damaging to academic performance. We attribute this to

the higher productivity of inputs crowded out by employment closer to exam time and during

the courses for the qualifications determining our performance measure.

An alternative explanation concerns the timing of employment opportunities and expectations

about those which will be available in the future. In the previous section, we established that

increased current employment opportunities directly reduce current attitude and effort towards

schoolwork. We reasoned this was through raising the expected opportunity cost of staying in

school after age 16, and this result potentially biased the estimated effect of employment on

academic performance downwards, though not sufficiently wholly to account for its negative

effect in our headline estimates.

In a dynamic setting, improving employment opportunities in the local area will concentrate

individuals’ labour market activity at a later point in time. If individuals expect these opportu-

nities to continue to improve (i.e. they expect changes in opportunities to be serially correlated),

thereby raising the expected opportunity cost of staying in school at 16, then this concentration

of labour market activity at the later point in time will be also be associated with lower effort

and attitude toward schoolwork.

We compiled a dataset of the deviation from the national average in the change from one year

earlier of (i) the youth unemployment rate and (ii) the density of sector G and H VAT-registered

enterprises, for every LAD in England from 1995-2006. We implemented the Wooldridge (2002)

test for serial correlation in panel data (xtserial in Stata, Drukker, 2003). We could not

reject that changes in the youth unemployment are serially uncorrelated (F(1, 325) = 0.171,

p = 0.6792), but found that changes in the density of retail, wholesale, hotel and restaurant

businesses are highly serially correlated (F(1, 325)=9.981, p = 0.0017). Hence, any strategic

changes in behaviour must be in areas specific to the opportunities anticipated to be available

in these sectors, rather than the strength of the labour market in general. Since we observe
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students’ choice of optional subjects to be studied at age 15 and 16, we can establish whether

there is evidence for any strategic response in the propensity to study catering or food technol-

ogy, or indeed any conditional correlation with local employment opportunities, which may also

bias our results if some qualifications are easier than others in which to obtain a high grade.

7.2.1 Subject choice and changes in employment opportunities

Table 11 below presents tests of whether students make their GCSE subject choices strategically,

in anticipation of their employment opportunities when they leave school. The dependent

variable is an indicator equal to one if the student, in school year 10 (the penultimate year

of compulsory schooling and first year in which optional courses are taken) is studying for a

GCSE in Food Technology or a National Vocational Qualification in Leisure and Tourism, or

Hospitality and Catering.

Table 11: Effect of changes in local labour market conditions on GCSE subject choice

Explanatory variable: Change in stock of sector G/H VAT registered
enterprises per 100 youths at t = 2

.
Model Boys . Girls

.

.
Logistic regression odds ratio 1.387 (0.416) . 0.752 (0.199)

.
Linear probability model coefficient 0.039 (0.037) . -0.057 (0.053)

.
Observations 5112 . 5055

.
% taking a ‘food subject’ 15.54 . 28.13

.

Notes: Standard errors in parentheses. *: p < 0.1 , **: p < 0.05, ***: p < 0.1. Longitudinal weights applied. Additional covariates:
Index of multiple deprivation (IMD), parent’s socio-economic status, parents’ employment, child’s prior educational performance, resident and
non-resident siblings, lone parent family, child’s special educational needs (SEN) classification , child’s ethnicity.

We see no significant effects of changes over time in the availability of retail, wholesale, hotel

and restaurant jobs, there is no significant effect on the propensity to choose food-orientated

subjects at GCSE level in either our logit or linear probability models. Moreover the coefficients

obtained for boys and girls are of opposite signs. This suggests no threat to the integrity of

the policy effects and production function parameters we estimate for hours of work in wave 2

versus wave 1, driven by anticipation of leaving full-time education in response to an improving

labour market in this specific field.
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8 Summary and conclusions

A large proportion of teenagers and young adults in the UK and North America take some

formal paid employment while still in full-time education. In this paper we first evaluated

the net effect of teenage employment on performance in high stakes qualifications by English

pupils in compulsory education. We estimated OLS and instrumental variables cumulative

specifications for age 16 academic performance. These identified the net effects of part-time

employment at different points in time, including indirect effects caused by unobserved changes

in other activities which may result from changes in labour supply. We identified a significant

negative effect of the labour supply of girls at age 15 only. For them, an additional hour

of employment reduces academic performance by 4.2% of a standard deviation of our chosen

measure. This effect is quantitatively large, and sufficient to substantially narrow subsequent

educational opportunities.

We then sought to understand the mechanism behind this effect by controlling for additional

endogenous inputs, assuming a causal structure for the tradeoff in time-use between employment

and study and other potentially productive or damaging activities. This structure enables us to

identify the parameter for the contribution of these additional inputs, at the margin crowded

out or facilitated by employment, in the production function for educational performance. We

provide evidence which supports the gender differential in the net effect of in-school employment

being due to employment depressing girls’ attitude to and motivation for schoolwork to a greater

extent than boys. This attitude in turn is a stronger determinant of academic success for girls

than boys. More tentatively, while students’ own study effort is shown to be similarly valuable

for boys and girls, it appears that, at least at age 15, this is is crowded out to a significantly

greater extent by the employment of girls than boys. However, even when study time at home

and outside of lessons is accounted for in this way, the estimated production function parameter

on girls’ labour supply at age 15 remains large in magnitude. This suggests that employment

is still crowding out important unobserved inputs closer in time to the final high-stakes exams.

We noted that our sample faced a system of continuous assessment over a two-year period,

contributing to a significant minority of the overall marks in most GCSE subjects, with the

remainder determined by final exams sat at the end of compulsory schooling. Although our

conclusions are qualitatively very similar to those obtained the last time the system was governed

by final exams only (Dustmann and van Soest, 2007), it is possible that the ongoing move from
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continuous assessment to final-exam-only assessment of GCSEs from 2013-2017 will reduce the

penalty to having a job by reducing the relative importance of long-term inputs of study in

favour of intensive revision shortly before these high-stakes exams. A comparison of our results

with those obtained from a second, more recent, LSYPE cohort (‘LSYPE2’, for which only

the wave 1/age 14 data is yet available) will enable future research to evaluate the effect of

assessment structure on the impact of part-time work and long-term study.

In policy terms, our results suggest that any step to reduce the hours of part-time employment

among schoolchildren in the final two years of compulsory education, through enforcement or

revision of the current permitted hours, would improve the age-16 academic performance of

girls but not boys. While there is dynamic state dependence in employment; it is easier to keep

a job than obtain one (see Appendix A.6, page 61); we do not make a case for raising the age at

which children are allowed to take a job: the micro benefit of not having a job at age 14 making

it harder to get a job at age 15 (when the damage to academic performance is done) will not

translate into a macro benefit if the entire cohort faces the same initial restriction. Moreover,

although we find no negative effects on age 16 academic performance of having a job at age 14,

this work does not address dynamic questions, such as whether earlier employment experience

either increases students’ ability to accommodate this without crowding out other productive

activities, or instead influences their preferences to initiate a poorer trajectory of investment

activities.

It should be borne in mind that those taking part-time employment are on average somewhat

positively selected, and that the crowding out of study observed here actually moderates the

significant gender gap by which girls outperform boys at age 16 in the UK. There may also

be a role for prior employment experience in improving subsequent employment opportunities

beyond compulsory education. Nevertheless, we have found no evidence for a positive role

for in-school employment in producing the education-oriented human capital captured by our

exam performance measure. Insofar as in-school employment induces early initiation into risky

behaviours and a reduction in students’ valuation of education-oriented human capital, and

that these effects may be expected to persist, we have also shown evidence for an additional

mechanism, beyond age 16 exam scores, through which subsequent human capital accumulation

may be restricted.
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A Appendix

A.1 Graphical illustrations of model predictions

A.1.1 Uncertainty leads to underinvestment in Study

In section 3 we stated that the theoretical model predicts that uncertainty in the evolution of

human capital and in GCSE performance will lead to underinvestment in study, compared to

the case with no uncertainty. Figure A1 shows a graphical illustration of this prediction, which

is an application of Jensen’s inequality.

Panel A shows the deterministic relationship between the present-orientated component of util-

ity f(S,L) and study (S). This has its peak at S = 0. Because consumption and leisure are

complements f(S,L) is decreasing in S at an accelerating rate.

Panel B shows the relationship between the future-orientated component of utility g(S,L, ε)

and study (S). Its expected value g(S,L, 0) is illustrated by the middle line. The upper and

lower lines g(S,L, εa) and g(S,L, εb) show the utility from two possible realizations (labelled

εb and εb) of the vector of shocks to human capital (ε) and GCSE performance conditional on

human capital (v), which occur with equal probability.

Panel C shows the sum of the graphs in panels A and B. The point S∗certain shows the optimal

choice of study for the case with no uncertainty. At this point U(E[g(.)]) is at its maximum and

MU(E[g(.)]) = 0. Panel D plots the net marginal utility of study for the expected realization of

g, labelled MU(E[g(.)]), and the expected net marginal utility of study, labelled E[MU(g(.))].

The latter is the mean of the functions MU(g(S,L, εa)) and MU(g(S,L, εb)).

It can be seen that expected marginal utility E[MU(g(.))] is always below the marginal utility

of the expected outcome MU(g(S,L, 0)), and E[MU(g(.))] = 0 at a lower Study (S+) than

MU(g(S,L, 0)) = 0 (at S∗certain). This means the individual will underinvest in Study relative

to the case with no uncertainty. As the random draws ε1 and ε2 become known, the overall

variance of the residual uncertainty becomes smaller. Uncertainty is reduced still further if the

εts and v are positively serially correlated, and the individual can update his prior about the

likely sign and magnitude of the shock to human capital.
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Figure A1: Uncertainty leads to underinvestment in Study
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A.1.2 Strictly negative tradeoff of employment and study

This appendix shows that in our model, the effect of employment on study time must be nega-

tive. Hence, the coefficient on employment when study is omitted from a regression model will

represent a lower bound of the human capital effect of employment on academic performance.

Treating labour supply as fixed the first order condition for the choice of study time is:

∂E[g(S,L)]

∂St
+
∂ft(S,L)

∂St
= 0 = [.] (A1)

Using implicit differentiation, the partial derivative of study with respect to labour supply that

maintains this optimal position is as follows:

∂St
∂Lt

= −
[ ∂[.]
∂Lt

]

[ ∂[.]
∂St

]
= −

[∂
2E[g(S,L)]
∂St∂Lt

] + [∂
2ft(S,L)
∂St∂Lt

]

[∂
2E[g(S,L)]
∂S2

t
] + [∂

2ft(S,L)
∂S2

t
]

(A2)

We now show that for an interior solution both the denominator and numerator of this expression

must be strictly negative, meaning the partial derivative itself is negative.

Figure A2 plots the marginal utility (MU) of study for the present- and future-orientated com-

ponents of utility (f(S,L) and E[g(S,L)]), holding labour supply constant. The expected MU

of study in the future-orientated component is always positive (∂E[g(S)]
∂S > 0), but decreasing in

study (∂
2E[g(S)]
∂S2 < 0). The expected MU of study in the present-orientated component is always

negative (∂f(S)
∂S < 0) but decreasing in study (∂

2f(S)
∂S2 < 0). For an interior solution it must be

the case that at S = 0, ∂E[g(S)]
∂S > −∂f(S)

∂S , and therefore in the (S, MUS) space the function

∂E[g(S)]
∂S must cut ∂f(S)

∂S from above at the optimal point. Hence, [∂
2E[g(S,L)]
∂S2

t
] + [∂

2ft(S,L)
∂S2

t
], the

denominator in equation A2, is less than zero.

Figure A3 plots the MU of study for the present- and future-orientated components of utility

over a range for labour supply. The expected MU of study in the future-orientated component is

always positive (∂E[g(S)]
∂S > 0) but may be increasing, constant or decreasing in L depending on

whether study and labour supply are complements in production. The expected MU of study in

the present-orientated component is always negative (∂f(S)
∂S < 0), and because consumption and

leisure are complements, decreasing in labour supply (∂
2f(S)
∂S∂L < 0). For an interior solution it

must be the case that at L = 0, ∂E[g(S)]
∂S > −∂f(S)

∂S , so again in the (L,MUS) space, the function

∂E[g(S)]
∂S must cut ∂f(S)

∂S from above at the optimal point. Hence, [∂
2E[g(S,L)]
∂St∂Lt

] + [∂
2ft(S,L)
∂St∂Lt

], the
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numerator in equation A2, is less than zero. Hence, ∂St∂Lt
, the negative of the ratio of two negative

expressions, is itself negative.

Figure A2: Showing that [∂
2E[g(S,L)]
∂S2

t
] + [∂

2ft(S,L)
∂S2

t
] < 0
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A.2 Statistical properties of our estimators with a tobit first stage

A.2.1 FIML versus linear IV

In this paper all our instrumental variable estimates have been obtained using full information

maximum likelihood (FIML) with a tobit first stage for hours of employment at each point in

time. In this section we first present simulations to compare the statistical properties of this

estimator with a linear instrumental variables estimator.

We use 10000 replications, drawing a structural error term representing ability (a), desired

hours of work (x∗) and an instrument (z) from a normal distribution with means zero, standard

deviations of 0.5, 1 and 1, and correlations of -0.25, zero, and -0.5. In other words we assume

a negative ability bias and a strong, valid instrument.

(
a
x∗

z

)
∼ N

(
0
0
0

)
,

(
0.25 −0.125 0
−0.125 1 −0.5

0 −0.5 1

)

We then set actual hours of work (x) equal to zero if desired hours of work are negative, and

construct an outcome variable y = x + a, such that the ‘true’ coefficient on hours of work is

1, but we expect a negative omitted variables bias if ability is excluded. Table A1 shows the

results obtained from 10,000 replications of the OLS regression, implementation of the linear

instrumental variables estimator, and the FIML estimator with a tobit first stage:

Table A1: Coefficients obtained from simulated data with valid instruments

Estimator Replications Mean coeff’ Std. dev. of coeff’s 5th percentile 95th percentile

OLS 10,000 0.8167 0.0118 0.7976 0.8361

Linear IV 10,000 1.0007 0.0284 0.9537 1.0471

FIML, tobit 10,000 1.0003 0.0215 0.9650 1.0360
1st stage

The results confirm that under conditions meeting the assumptions of the instrumental variables

estimator, estimation of a tobit first-stage confers no benefit in terms of consistency or bias, but

a marginal gain in precision. The 90% confidence interval, between the 5th and 95th percentiles
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of coefficients obtained from these replications, is 24% narrower, a margin of 0.0224, or 2.25%

of the true coefficient,

A.2.2 Imperfect instrumental variables with a tobit first stage

We now present simulations to evaluate the performance of the Nevo and Rosen (2012) ‘im-

perfect instrumental variables’ estimator at tightening the bounds for the true effect of an

explanatory variable when, as in our case, the endogenous regressor is non-negative rather than

continuous, and the first stage is estimated using a tobit rather than linear regression.

We adopt the same conditions as above, except for setting the correlation between our in-

strumental variable and ability to -0.1, rather than zero. Hence the instrument is negatively

correlated with hours of work (ρ = −0.5) has the same sign of correlation with ability (the

structural error term) as does hours of work (negative), but the absolute value of the correla-

tion of the instrument with the structural error term is smaller than that of hours of work with

the structural error term (-0.1 versus -0.25), meeting all three of the assumptions specified by

Nevo and Rosen (2012).

(
a
x∗

z

)
∼ N

(
0
0
0

)
,

(
0.25 −0.125 −0.05
−0.125 1 −0.5
−0.05 −0.5 1

)

Table A2 below shows the results obtained from 10,000 replications of the OLS regression, the

linear instrumental variable specification and its ‘adjusted for imperfect instruments’ counter-

part, the tobit first-stage instrumental variable specification and two ‘adjusted for imperfect

instruments’ counterparts. In all cases the ‘true’ coefficient, by construction, is 1. In construct-

ing the adjusted instrument in the first, the instrument is weighted by the standard deviation

of ‘latent desired employment’ (1) and in the second by the standard deviation of observed

employment.

These simulations show that with an imperfect instrument, not only does FIML with a tobit

first stage produce more precise estimates than the linear instrumental variables method, but

the bias is smaller (approximately 11% rather than 20%). In this example, implementing Nevo

and Rosen’s (2012) imperfect instrumental variables procedure tightens the lower bound for the

51



Table A2: Coefficients obtained from simulated data with imperfect instruments

Estimator Replications Mean coeff’ Std. dev. of coeff’s 5th percentile 95th percentile

OLS 10,000 0.8165 0.0117 0.7974 0.8360

Linear IV
Ordinary 10,000 1.2003 0.0305 1.1512 1.2506

Adjusted 10,000 0.9315 0.0139 0.9089 0.9546

FIML, tobit 1st stage
Ordinary 10,000 1.109 0.0205 1.0753 1.1427

Adjusted (std. dev of x∗) 10,000 0.9541 0.0143 0.9308 0.9779

Adjusted (std. dev of x) 10,000 0.9112 0.0127 0.8902 0.9327

coefficient from 0.8165 (the OLS coefficient) to 0.9315. As expected, adapting their procedure

for the tobit first stage produces a more conservative estimate of the lower bound (closer to the

OLS), of 0.9112. This occurs because the standard deviation of observed hours of work is lower

than that of latent desired hours of work, which are effectively being modelled in the tobit first

stage, and this leads to a higher weight than assumed by the Nevo and Rosen estimator, being

placed on the endogenous regressor in creating its second-stage fitted value. The alternative

procedure, using the estimated standard deviation of latent desired employment, produces a

tighter lower bound, but in the main body of this paper we choose the more cautious approach.
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A.3 Seasonality of job vacancies for young adults

The month of birth instrument used in this paper is motivated by two conditions:

1. Employment opportunities increase discontinuously on reaching one’s birthday. This is

because the regulation of teenage employment conditions on age in completed years, rather

than school year.

2. A disproportionate number of vacancies arise in the first few months of the school year

(September-December), compared with later on. The intuition for this is that:

(a) Older cohorts of students give up their jobs at the end of their summer holidays as

they leave for university or choose to focus on their more demanding requirements

for the new academic year.

(b) New positions are created in the autumn, in anticipation of increased consumer

demand prior to Christmas.

The former condition is necessary, but not sufficient, because if vacancies arise at a fairly

even rate throughout the school year, those who are relatively young will be at no particular

disadvantage. The second condition means that within a school cohort, those who have already

had their birthday or whose birthday will occur sooner, will be ahead in the queue to fill these

vacancies.

Figures A4 and A5 present some evidence on point (2) in graphical form. This come from data

on the number of vacancies notified to the ‘JobCentre Plus’ (JCP) in each town in the UK each

month from May 2002-April 2006, and again for May 2006-November 2012.11 As explained

in the main body of this paper, sectors G (“Retail and wholesale...”) and H (“Hotels and

restaurants”) are particularly relevant for the employment of schoolchildren and young adults,

so we selected just these two sectors. For each of these time periods, we kept only those towns

with an unbroken monthly series (no missing or suppressed data).

Figure A4 shows the coefficients on 11 dummy variables for months February-December, for

year- and town- fixed effect regressions of log monthly notifications to JCPs. The height of the

11See https://www.nomisweb.co.uk/query/construct/summary.asp?mode=construct&version=0&dataset=

50, accessed 8th March, 2016. We use separate series because of an administrative change in May 2006 which
reduced the number of vacancies being notified retrospectively. These were occurring where specific positions
were filled by a speculative JCP referral to the employer, before the position was formally notified to the JCP (See
https://www.nomisweb.co.uk/articles/177.aspx, accessed 8th March 2016, for a more detailed explanation).
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Figure A4: Notifications of vacancies to Job Centre Plus: Sector G: Wholesale and retail trade;
repair of motor vehicles, motorcycles and personal and household goods. (Difference in logs
compared over January of same year).
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Figure A5: Notifications of vacancies to Job Centre Plus: Sector H: Hotels and restaurants.
(Difference in logs compared over January of same year).
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bar can thus be interpreted roughly as the proportional increase JCP notifications compared

with January in the same year. In both series, there is a clear spike in September, October, and

November. For the pre-May 2006 series, the volume of vacancies rises from about 45-50% above

the January level to 63, 88 and 70% respectively. The differences are smaller in the post-May

2006 data, but the autumn spike is clearly still apparent.

Figure A5 repeats the exercise for Hotels and restaurants. The cycle of vacancy notifications

here has twin peaks, in the autumn and spring, but this pattern is still sufficient to give those

born earlier in the school year an advantage in filling those vacancies.
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A.4 Distribution of latent inputs

Recall that the measurement model (equations 8-4.9, shown in Table 5) was estimated using the

pooled sample of both waves and sexes. This ensures that a standard deviation change in each

factor represents a common unit in terms of absolute activity levels, the interpretations of which

are provided in Table 6. In turn, this means that the parameters representing the crowd-out

or facilitation of each activity by employment, and their production function parameters, are

directly comparable between waves and sexes.

Figures A6-A10 show the distribution of the principal component of each latent factor by wave

and sex. Each histogram has 12 bins, and the four histograms within each figure share a common

scale on both axes. The similarity or overlap between groups mean that the proposed changes

in activity levels will represent a relevant and plausible adjustment for each group.

The distributions are most similar for Study (Figure A6) and Attitude (Figure A10), though in

the former case girls are slightly more concentrated in the middle and less at the bottom of the

distributed, and in the latter case, marginally more prevalent at the top. Differences are more

apparent for Social Life; girls are slightly more frequent at the foot of the distribution, but also

have a mass point at one standard deviation above the mean; and Active Leisure, where the

distribution for boys is always to the right of that for girls (the modal density being just over

one standard deviation higher), though there is considerable overlap between the sexes. Risky

behaviours are highly postively skewed, though in a very similar way for boys and girls. For all

groups the modal density is at no risky behaviours.
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Figure A6: Distribution of principal component of Study by wave and sex

0
.1

.2
.3

.4
.5

D
en

si
ty

-2 0 2 4
Eff_pooled_std

Study: Girls wave 1

0
.1

.2
.3

.4
.5

D
en

si
ty

-2 0 2 4
Eff_pooled_std

Study: Boys wave 1

0
.1

.2
.3

.4
.5

D
en

si
ty

-2 0 2 4
Eff_pooled_std

Study: Girls wave 2

0
.1

.2
.3

.4
.5

D
en

si
ty

-2 0 2 4
Eff_pooled_std

Study: Boys wave 2

Figure A7: Distribution of principal component of Active Leisure by wave and sex
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Figure A8: Distribution of principal component of Social Life by wave and sex
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Figure A9: Distribution of principal component of Risky Behaviours by wave and sex
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Figure A10: Distribution of principal component of Attitude by wave and sex
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A.5 Time constraints and household responsibilities of boys and girls

A possible reason for the greater extent of crowd-out of study time by part-time work among

girls might be that girls spend more time on ‘household production’ (caring for parents or

completing household chores) than boys do. Reports on time spent on these activities are

collected from the children at waves 1 and 2 of the LSYPE, and these data confirm that, in

general, boys do spend less time on caring responsibilities and household chores than girls.

There are no significant differences in propensity to have caring responsibilities at age 14 (about

5% each) but girls edge ahead at age 15 (6.2 to 5.3%), by which girls with caring responsibilities

take about 100 minutes more per week on average. (Among those with positive hours, the

modal time spent is 2 hours and median is 4 hours, but there is a long right tail). Girls are

also about 10 percentage points more likely to spend time on domestic chores (85 v.75%), and

the difference in time spent on average is about 45 minutes per week from an average of 165

minutes.

It is also the case that those with a job spend less time on caring responsibilities and household

chores than than those without. However, Table A3, which presents some tobit regressions of

time spent on just gender, employment status, and their interaction, shows that among those

with a job, there is no significant gender difference in time spent on either of these activities.

In some cases the sign is even reversed. This means we find no support for the idea that the

difference in the rate of crowd-out of study is due to parents being less accommodating of part-

time work (in terms of their expectations of contributions to the household) among girls than

boys.

Nevertheless, these results are indeed consistent with boys being less time-constrained than

girls: That taking on an additional activity, part-time paid work, has little or no bearing on

time spent by boys on on household caring or chores indicates that they enjoy enough leisure

time for that to be their margin of adjustment. For girls, these results suggest that a portion

of their time spent on household production is discretionary, and as with their study time, ripe

for being crowded out.
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Table A3: Time spent on household production by gender and employment status.

Hours per week on caring responsibilities Hours per week on domestic chores

Wave 1 (Age 14) Wave 2 (Age 15) Wave 1 (Age 14) Wave 2 (Age 15)

Male -0.710 -2.261*** -0.922*** -0.952***
(0.571) (0.611) (0.057) (0.062)

Has a part-time job -0.713 -2.872*** -0.244** -0.350***
(1.006) (0.938) (0.099) (0.090)

Male × 0.330 3.019** 0.382*** 0.528***
Has a part-time job (1.345) (1.292) (0.132) (0.125)

Observations 15,337 13,187 15252 13132

Notes: Tobit regression. No additional covariates.
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A.6 Employment as a gateway to future employment

Table A4 shows the state dependence of current employment in waves 2 and 3 of the LSYPE on

employment in the previous wave, or equivalently academic year. We show random-effects linear

regression coefficients for hours of employment per week. These results show strong positive

state dependence in employment. The best linear prediction is that each hour of employment

per week in one year adds about 0.4 hours per week in the following year.

Table A4: State dependence in hours of employment

Boys Girls

No initial conditions Wooldridge treatment No initial conditions Wooldridge treatment

Lagged Work Hours 0.400*** 0.398*** 0.365*** 0.360***
(0.027) (0.027) (0.024) (0.024)

Month of birth -0.053*** -0.053*** -0.055*** -0.055***
(0.014) (0.014) (0.013) (0.013)

Contemporaneous: LAD age -6.872*** 20.843** -4.642** 27.777***
18-24 unemployment rate (1.836) (8.180) (1.905) (9.710)

Mean over time: LAD age . -30.609*** . -35.735***
18-24 unemployment rate . (8.578) . (10.270)

Individuals 4772 4772 4695 4695
Observations 9359 9359 9261 9261

Notes: Longitudinal weights applied. *: p < 0.1; **: p < 0.05; ***: p < 0.01. Month-of-birth within academic year: Sept (oldest in
year) = 1, Aug (youngest in year) = 12. Additional controls: Parent’s income, parent’s socio-economic status, parents’ employment (plus
time-varying mean), parent receives disability benefit (plus time-varying mean), housing situation (plus time-varying mean), child’s prior
educational performance, resident and non-resident siblings, lone parent family, child’s special educational needs (SEN) classification, urban-
rural classification, child’s ethnicity, timing of interview.

In the main body of this paper, a static specification, accounting for employment at only one

point in time, would ignore this dynamic dependence. The coefficient on hours of employment

in wave 1 could not be interpreted as the direct causal effect of labour supply at that time,

for example, because we would not hold constant the hours of employment undertaken in wave

2. Not only is this highly correlated, but, Table A4 shows, it is also causally dependent on

employment at wave 1. In addition, in confirming the strong serial correlation in employment,

these results give credence to our interpretation that the large negative coefficient on wave

2 employment for girls in our instrumental variables specifications is biased by the effects of

activities crowded out by employment in close proximity to final high-stakes examinations.

These results are presented using specifications both with and without the Wooldridge (2005)

treatment of initial conditions, which entails including the mean of time-varying regressors in

the specification. This makes no difference to the inference relating to the state dependence of

employment. This is to be expected, since the first wave of the LSYPE corresponds to the first

full school year in which teenagers may enter the labour market. Hence, we observe the initial
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condition. However, the high serial correlation of the local youth unemployment rate over the

short period considered here leads to large and opposite-signed coefficients on the time-specific

level and on the mean. The effect of the mean dominates, being larger in magnitude and

negative. In the main body of this paper, for clarity about the source of identifying variation

in employment, we control only for the contemporaneous level of the unemployment rate.
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