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Preface 

The intention of the theory part of the book is to outline a comprehensives and contiguous 

description of the stochastic cooling theory which is applied in the cooling simulations to 

predict the beam properties in internal target experiments at COSY and HESR. The cooling 

formalism is extended to include the beam-target interaction. The latter is discussed in more 

detail in chapter 4. The simulations and momentum cooling experiments at COSY with 

internal targets demonstrate that the mean energy loss due to the beam-target interaction 

cannot be compensated by a momentum cooling application alone. Instead, an h = 1 rf-cavity 

or a barrier bucket cavity is mandatory to compensate the mean energy loss, specifically for 

thick targets as they are envisaged in the PANDA experiment at the HESR. Beam dynamics 

experiments at COSY have proven that stochastic momentum cooling with simultaneously 

barrier bucket operation behaves similar to stochastic cooling of a DC beam and therefore 

constitutes the preferable method to compensate the mean energy loss successfully. To 

investigate the cooling experiments theoretically the Fokker-Planck approach of 1-dimensional 

momentum cooling as outlined in chapter 2 has been extended to include the beam-target 

interaction under the assumption that the mean energy loss is compensated. Intrabeam 

scattering (IBS) caused by small-angle Coulomb scattering in a charged beam is incorporated 

with an additional diffusion term (chapter 5). 

Stochastic betatron cooling is described in chapter 3. The rate equations are extended 

so as to include the small-angle Coulomb scattering due to the beam-target interaction which 

leads to a transverse emittance growth with time. 

The authors have investigated the beam cooling process in the HESR for these several 

years, developing the cooling theory and the simulation code and frequently performing the 

experiment at the COSY to confirm the simulation results and benchmark the computer code. 

After the intensive work it is now concluded that the stochastic cooling is able to attain the 

high resolution antiproton beam for the energy range 1 to 14 GeV and will meet the 

requirements for internal target experiments with heavy ions too. 

The aim of the theory part of the book is to present a detailed derivation of the 

longitudinal and betatron stochastic cooling formalism which is applied in part 2 of the book 

to determine the cooling predictions for COSY or the HESR including internal targets and 

Intrabeam Scattering. The derivation includes the beam-target interaction formalism. 
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Examples are considered which illustrate important quantities in the cooling theory. 

Electronic power is one essential issue. The task, how to adjust a stochastic cooling system, is 

envisaged with an open loop gain measurement. The measurement carried out with a network 

analyzer constitutes a complete knowledge on the cooling system performance.  

Despite the fact that we elucidate some important facts in the cooling formalism it is 

beyond our scope to exemplify and to cover all topics in cooling theory. We rather suggest the 

reader to consult the references given in this book of the original papers on cooling theory for 

more details and also on the stochastic cooling history. Also, a recently published work that 

presents the stochastic cooling systems being installed in different laboratories in the world is 

strongly recommended.  

The authors are indebted to D. Prasuhn, A. Lehrach and COSY colleagues for their 

support in many aspects. The successful stochastic cooling experiments at COSY are much 

indebted to the efforts of R. Stassen. The discussion with L. Thorndahl, the late D. Moehl and 

F. Caspers (CERN) are quite suggestive and helpful for the development of stochastic cooling 

theory. The discussion of electron cooling with S. Kamerdzhiev, J. Dietrich and 

V. Parchomchuk (Novosibirsk) are quite useful for the elucidation of the electron cooling 

process. The lattice design of the HESR is done by B. Lorentz which is fundamental for the 

present work. The suggestion and advice on the internal target effects by F. Hinterberger 

(Bonn Univ.) is much useful. M. Steck, B. Franzke and the storage ring group (GSI) have 

collaborated in the Proof-Of-Principal (POP) experiment for the proposed antiproton beam 

accumulation scenario and continuously suggested and supported to our work. T. Stoehlker 

and Y. Litvinov proposed the atomic physics experiments with high energy heavy ion beam in 

the HESR which opened the new field of utility of the HESR accelerator. Author (T.K.) is 

much indebted to T. Kikuchi (Nagaoka) to his help and discussion on the simulation method. 

Author (H.St.) would like to thank his wife Heike for her continuous support and patient 

understanding during the entire stages of preparation of this book. 

 

H. Stockhorst, T. Katayama and R. Maier 

December 2015    
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1 The Acceleration Facilities HESR and COSY 

1.1 HESR 

Stochastic cooling techniques [1, 2, 3, 4] will play an essential role in the new High Energy 

Storage Ring (HESR) [5] at the Facility of Antiproton and Ion Research (FAIR) [6]. This 

machine is dedicated to the field of high energy antiproton physics with high quality beams 

over the broad momentum range from 1.5 to 15 GeV/c with up to 1011
 antiprotons to explore 

the research areas of hadron structure and quark-gluon dynamics, e.g. non-perturbative QCD, 

confinement, and chiral symmetry. An important feature of the new facility is the combination 

of phase space cooled beams with internal targets which opens new capabilities for high 

precision experiments with relative momentum resolution down to nearly 51 10−⋅ . 

International collaborations (e.g. PANDA [7]) with a rich scientific program are 

working on new experiments with antiprotons in the energy range between the CERN 

Antiproton Decelerator AD and the Tevatron energies. 

Special equipment like a multi-harmonic rf and a barrier bucket cavity as well as 

stochastic cooling enable the high performance of this antiproton machine which will make 

high precision experiments feasible that are not possible up to now.  

It is therefore mandatory to provide powerful beam cooling systems to counteract beam 

heating from the beam-target interaction and intrabeam scattering to achieve a high luminosity 

and a high beam quality. Beam dynamics experiments at COSY [8] and the simulations reveal 

that beam cooling alone cannot compensate the strong mean energy loss and energy loss 

straggling in the case of thick targets. It is then essential to utilize the barrier bucket (BB) 

cavity [9] of the HESR to compensate the strong mean energy loss. 

In the first stage the HESR is equipped with a stochastic cooling system working in the 

frequency range (2 – 4) GHz [10]. New high sensitive pickups and kickers using ring-slot 

couplers have been developed and successfully tested at COSY [11]. A stochastic cooling 

system that makes use of the new ring-slot couplers has been successfully taken into operation 

at the NUCLETRON in Dubna [12]. Basic cooling system parameters are listed in Table 1.1. 

Since in the Modularized Start Version (MSV) of the Facility for Antiproton and Ion 

Research (FAIR) [6] the Recuperated Experimental Storage Ring (RESR) and the New 
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Experimental Storage Ring (NESR) are postponed the accumulation of the beam delivered by 

the Collector Ring (CR) [13, 14] has to be accomplished in the HESR itself. The well-

established stochastic stacking method [4] is however not applicable. Instead a different 

method using moving barriers and stochastic filter momentum cooling is established [15] to 

accumulate 1010
 antiprotons within 1000 s. In a proof-of-principle experiment [16] at the GSI 

it could be demonstrated that the proposed accumulation scheme is indeed capable to provide 

the antiproton accumulation. 

Furthermore, it was proposed to prove the feasibility of operating the HESR storage 

ring with heavy ion beams with the special emphasis on the experimental program of the 

SPARC collaboration [17] at FAIR. The magnetic rigidity range from 5 to 50 Tm allows the 

storage of typical reference ions such as 
132Sn50+ 

 and 
238U92+ 

 in the kinetic energy range 

740 MeV/u (injection energy) up to roughly 5 GeV/u. In simulation studies a bare 
238U92+ 

 

beam with N = 108
 ions and a kinetic energy 740 MeV/u is kicked injected from the CR [13, 

14] into the HESR. The beam preparation for an internal target experiment at 740 MeV/u has 

been investigated as well as ion beam acceleration up to 4.5 GeV/u has been studied in detail 

[18]. Stochastic filter and TOF cooling with the envisaged (2 – 4) GHz system, assisted by a 

barrier bucket cavity, is applied to compensate the mean energy loss caused by a thick 

hydrogen target. The simulation proved that the HESR can be operated with heavy ion beams 

as well as with antiprotons without technical changes or additional cost. 

 

Figure 1.1: Schematic view of the HESR 
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The HESR ring lattice with zero dispersion in the straights has been optimized for the PANDA 

internal target experiment and stochastic cooling with a transition gamma .tr 6 23γ = . Zero 

dispersion at the target as well as at the stochastic pickup and kicker tank locations is essential 

as will be outlined below. The lattice can however be adjusted for transition gamma values 

between 6 and 25. This provides the flexibility to adjust the transition energy during 

acceleration or deceleration so that the transition energy must not be crossed. A schematic 

drawing of the HESR is shown in Figure 1.1 with the location of the pickup and kicker tanks 

and important machine parameters are summarized in Table 1.1. 

Table 1.1: Main HESR and CAVITY parameters 

Parameter Value Unit 

Ions   

Kinetic energy 165 - 4940 MeV/u 

β 0.528 – 0.987  

γ 1.177 – 6.303  

Bρ 5 – 50 Tm 

Antiprotons   

Kinetic energy 830 – 14081 MeV/u 

β 0.848 – 0.998  

γ 1.886 – 16.01  

Bρ 5 – 50 Tm 

Ring   

Ring length 575 m 

Arc length 155.5 m 

Straight section 132 m 

Transition gamma 6 - 25  

Dipole field 0.17 – 1.7 T 

Dipole ramp rate 25 mT/s 

Transverse acceptance 15.6 (@ γtr = 6.23) mm mrad 

Momentum acceptance ± 2.8 ⋅ 10
-3

  

BB cavity frequency 5 MHz 

Max. BB voltage 2 kV 

Max. h = 1 voltage 5 kV 

  

The HESR stochastic cooling system [19] operates in the frequency range 2 – 4 GHz with the 

future option to be extended up to 6 GHz. The properties of the cooling system as well as the 
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pickup and kicker characteristics are discussed in chapter 2.3 for momentum cooling and in 

chapter 3.7 for transverse cooling. 

1.2 COSY 

COSY [20, 21] is a COoler SYnchrotron and storage ring for medium energy physics. Since 

its inauguration in 1993 the cooler ring delivers unpolarized or polarized protons and 

deuterons in the momentum range 270 to 3300 MeV/c. The COSY facility, Figure 1.2, 

basically consists of an ion source, an injector cyclotron, a 100 m long injection beam line, a 

184-m-circumference ring and extraction beam lines. It has an electron cooling system [22] 

that operates up to 100 keV electron energies which enables to cool proton beams with kinetic 

energies up to 184 MeV. A stochastic cooling system [23] that operates at momenta between 

1500 and 3300 MeV/c is available to increase the phase space density of a proton beam. Just 

recently a new 2 MeV electron cooler came into operation [24]. Vertically polarized proton 

beams [25, 26] with a polarization of more than 0.80 are delivered to internal and external 

experimental areas at different momenta. Additionally, deuteron beams with different 

combinations of vector and tensor polarization were made available for internal and external 

experiments.  

In internal target experiments at higher proton beam momenta using gas jet targets, 

pellet targets or internal target storage cells stochastic cooling is mandatory to improve the 

beam luminosity. A barrier bucket cavity [11] is available to compensate the strong mean 

energy loss induced by the beam-target interaction. 

The COSY lattice [27] is designed to provide flexibility with respect to ion-optical 

settings in order to fulfill the requirements for internal and external experiments. The lattice 

allows to shift transition energy upwards during acceleration so that no transition jump is 

needed. At flat top energy of an experiment the lattice can be tuned to achieve zero dispersion 

in the 52 m long straight sections.  

The COSY stochastic cooling system [23] operates in the frequency range from 1 GHz to 

3 GHz divided into two bands, band I (1 - 1.8) GHz and band II (1.8 - 3) GHz. The pickups for 

the horizontal or vertical plane consist of two 2 m long tanks each containing quarter wave 

loop couplers for band I and band II mounted on movable bars. 
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Figure 1.2: Floor plane of the Cooler Synchrotron COSY. Internal and external experiment 

stations and installations as in the year 2014 are shown. The diagonal signal paths of the 

stochastic cooling system across the ring from pickup to kicker are visible. 

The kickers for horizontal and vertical cooling consist of one 2 m long tank per plane. The 

pickup and kicker tanks are located in the ring as depicted in the floor plane of COSY, Figure 

1.2. The pickups are cryogenically cooled down to nearly 30 K. Uncooled preamplifiers with a 

noise temperature below 50 K are mounted outside the vacuum tanks. The position of the 

electrode bars is independently adjustable from 140 mm aperture at injection to 20 mm 

aperture during cooling. The electrode bars can be adjusted for closed orbit suppression and 

optimal signal-to-noise ratio. The loop coupler signal combination has been optimized to attain 

optimal cooling in the whole velocity range .0 83β >  which corresponds to the proton 

momentum rage 1.5 GeV/c up to 3.3 GeV/c. Presently, vertical beam cooling is carried out 
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with band I and band II. For horizontal cooling band II is used only. Longitudinal cooling is 

performed with band I of the horizontal pickup tanks and kicker tank in sum mode. For 

momentum cooling either TOF or filter cooling with an optical delay line is possible. The 

installed rf power per cooling plane amounts 500 W. Main properties of the COSY cooling 

system are summarized in Table 1.2 

Table 1.2: Number of loop couplers and cooling bandwidth used for stochastic cooling. 

Vertical Cooling band I + band II 

Number of pickup electrodes 112 

Number of kicker electrodes 56 

Horizontal Cooling band II 

Number of pickup electrodes 64 

Number of kicker electrodes 32 

Longitudinal Cooling band I 

Number of pickup electrodes 24 

Number of kicker electrodes 24 

Distance pickup to kicker ≈ 92 m 

Power per plane 500 W 

 

During more than 20 years of operation COSY has proven as a reliable machine with 

valuable benefit for internal and external beam experiments. With the end of 2014 the hadron 

physics program has been terminated now. The versatility of COSY with its accelerator 

components and the similarity of the machine to the HESR are now of great advantage for 

beam dynamics studies in view of the future operation of the HESR. The new 2 MeV electron 

cooler will be further improved and a combination of electron cooling as well as stochastic 

cooling will be studied. Preparatory measurements for FAIR, comprising detector tests for the 

CBM and the PANDA facilities, as well as accelerator equipment investigations have now 

high priority. In addition, a significant amount of time with polarized deuteron beams for 

research and development studies for the EDM-project come to the fore.  
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2 Stochastic Momentum Cooling 

2.1 Introduction 

The aim of stochastic momentum cooling [1, 2, 3] is to reduce the momentum spread of each 

individual particle in an ion beam. To follow the beam dynamics of stochastic momentum 

cooling in detail it is therefore not sufficient to solely deal with equations that describe the 

time evolution of rms-values as is done in the description of betatron cooling. Instead an 

equation is necessary to describe the time evolution of the momentum distribution of the 

beam. Specifically this becomes important if the beam-target interaction that alters the beam 

momentum distribution is considered when an internal target is inserted in the accelerator ring. 

Such an equation exists and was first proposed for the description of stochastic momentum 

cooling [1]. In the next section a graphic description of the Fokker-Planck equation is 

presented.  

Longitudinal stochastic cooling can be utilized by three methods. In the first method 

(filter cooling) a pickup measures the beam current and the discrimination of particles with 

different momentum deviations is obtained by inserting a notch filter in the signal path before 

it drives a kicker in sum mode. The advantage of the filter cooling method, preferred for the 

HESR design, is that it uses a sum mode pickup which is much more sensitive especially for a 

smaller number of particles as compared to a pickup that measures the beam position. 

Moreover, due to filtering after the preamplifier the signal-to-noise ratio is much higher even 

for a low particle number in the ring. As will be demonstrated a further benefit of filter cooling 

is that the center frequency of the filter can be adjusted to optimize the cooling in the presence 

of an internal target. The derivative of the pulse signal of a particle delivered by the pickup is 

at first equally divided into two paths. One path is delayed by the revolution time 

corresponding to the nominal beam momentum. Then both signals are subtracted and the 

resulting signal is amplified and fed to the kicker. Thus a particle sees two correcting kicks at 

the kicker, the first one when it passes from pickup to kicker and the other one from the 

previous revolution. The two pulses cancel each other exactly if the particle has the nominal 

revolution frequency (nominal momentum). The cancellation is incomplete for particles that 

have a momentum deviation resulting in acceleration or deceleration until the particle has the 

nominal revolution frequency. Consequently, the undesired mixing is larger as compared to 

that of the Palmer cooling method or the TOF cooling method. In the latter two methods only 
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the undesired mixing on the way from pickup to kicker is relevant. This may lead to a severe 

restriction in the practical cooling bandwidth when the filter cooling system is applied to a 

beam with a large initial momentum spread. The filter cooling method is practical if the 

longitudinal Schottky bands are well separated in the cooling bandwidth to avoid too much 

mixing from pickup to kicker. It will be shown later that band overlap occurs only above the 

maximum considered frequency of the HESR cooling system.  

The second momentum cooling method is the Time-Of-Flight (TOF) technique which 

was proposed by W. Kells [28] and first experimentally demonstrated at COSY [8]. The 

output pulse of a pickup in sum mode is differentiated and sent to the kicker with a delay set to 

the time of flight from pickup to kicker for the nominal particle. At the kicker the nominal 

particle then sees the zero crossing of the differentiated pulse at the pickup and is thus not 

affected while particles which are too slow or too fast receive a correction. This technique can 

be easily established when in the filter cooling chain the filter is removed. This method has the 

advantage of a larger cooling acceptance and is used to pre-cool the beam if the initial 

momentum spread is too large for filter cooling. After sufficient momentum spread reduction 

with TOF cooling the cooling chain can be switched to the faster filter Cooling technique. This 

procedure is very effective and needs no additional hardware components and has been 

successively demonstrated in cooling experiments at COSY [8].  

Note that both, filter and TOF cooling needs a 90 degree phase shifter to differentiate 

the particle pulse delivered at the pickup. 

The third method (Palmer cooling) uses the fact that the momentum deviation of a 

particle can be measured directly by a position sensitive pickup located at a point in the ring 

with high position dispersion. The signal at the output of the pickup averaged over the betatron 

motion is then proportional to the product D δ⋅  where D is the dispersion and δ  is the relative 

momentum deviation of a particle. This correction signal is amplified and sent to the kicker 

operated in sum mode to provide the necessary momentum correction. This cooling technique 

needs no 90 degree phase shifter. 
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2.2 The Fokker-Planck Equation  

In longitudinal cooling the time evolution of the beam momentum distribution ( , )tΨ δ  is 

found from (numerically) solving a Fokker-Planck equation (FPE)  

( , ) ( , )t t
t
Ψ δ Φ δ

δ

∂ ∂
= −

∂ ∂
     (2.1) 

with the flux 

    ( , ) ( ) ( , ) ( , ) ( , )t F t D t tΦ δ δ Ψ δ δ Ψ δ
δ

∂
= −

∂
   (2.2) 

where δ is the relative momentum deviation of a particle. Appropriate initial and boundary 

conditions are taken into account. The boundary condition describes the finite momentum 

acceptance of the accelerator. 

The flux ( , )tΦ δ  is determined by two terms. The drift term ( )F δ  describes the coherent 

cooling effect by the self-interaction of a single particle with its own momentum deviation. 

The second term describes the incoherent beam heating by diffusion and its strength is 

determined by the diffusion coefficient ( , )D tδ  which is always positive. Diffusion always 

leads to a broadening of the beam distribution. 

The FPE, eq. (2.1) is nothing else but a continuity equation. To understand how the FPE can 

describe cooling eq. (2.1) is approximately written as 

    ( , ) ( , ) ( , )t t t t tΨ δ ∆ Ψ δ Φ δ ∆
δ

∂
+ ≈ −

∂
   (2.3) 

to find the change in the particle density within the time interval t∆ . One concludes that the 

particle density increases for a given momentum deviation in the time interval t∆  if the flux 

has a negative slope. In regions where the flux has a positive slope the density is decreased. 

This is illustrated graphically in Figure 2.1. The simple sketch in Figure 2.1 shows the cooling 

of an initial Gaussian beam distribution (red curve) when the drift term is proportional to the 

momentum deviation, ( )F kδ δ= − ⋅ , with a positive constant k. Neglecting the diffusion term 

and using the drift term only the flux as shown in the figure is easily derived graphically. One 

clearly sees where the beam density is increased or decreased. As a net result cooling occurs as 

indicated by the blue curve in the left hand side of the figure. A similar sketch can be drawn 

for the flux if only the (constant) diffusion term is present. One concludes that the diffusion 
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term in ( , ) ( , )
2

2
t D tΦ δ Ψ δ

δ

∂
=

∂
 always leads to a broadening of the beam distribution (sketch 

the second derivative in Figure 2.1).  

From eq. (2.2) it follows that cooling only occurs if the coherent term predominates the 

incoherent one, i.e. the resulting flux has a shape similar to that as shown in Figure 2.1.  

 

 

 

Figure 2.1: Sketch of cooling when the drift term is proportional to the momentum deviation. 

The flux as shown in the middle of the right hand side is simply proportional to the product of 

the initial beam distribution (red curve) at time t with -δ. Below the flux its derivative is 

shown. One clearly sees in which regions the density is increased or decreased. If this curve is 

added to the initial distribution with an appropriate weight (gain) the beam distribution at 

time t + ∆t is found (blue curve). The peak density is increased and the width is reduced. 

 

The rate at which the number of particles [ ],
N ( t ) ( ,t )d

δ

δ δ

δ

Ψ δ δ
−

−

= ∫ ɶ ɶ  with momentum 

deviations in the interval [ ],δ δ−  changes at time t is given by 
[ ],

dN ( t )
( ,t )d

dt t

δ
δ δ

δ

Ψ δ δ
−

−

∂
=

∂ ∫
ɶ ɶ . 

Inserting the Fokker Planck equation (2.1) in the previous expression and taking into account 

Ψ(δ,t)

δ
Φ(δ,t)

δ

−∂Φ( δ,t)/∂δ

x

Cooling: ( , ) ( , ) ( , )t t t t tΨ δ ∆ Ψ δ Φ δ ∆
δ

∂
+ = −

∂
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Figure 2.1 we deduce 
[ ] ( ),

dN ( t )
( ,t ) ( ,t ) 2 ( ,t )

dt

δ δ
Φ δ Φ δ Φ δ

−
= − − − = − . The number of 

particles in the considered momentum range increases if ( ,t ) 0Φ δ <  at the boundary 0δ > , 

see Figure 2.1. We therefore conclude that the condition of fast cooling is that the flux Φ  is 

maximized. The impact of this requirement on the choice of the cooling system parameters is 

outlined in the next chapters. 

If drift and diffusion balance each other the flux will vanish and cooling stops. An equilibrium 

distribution is then attained. Note, that reversing the sign in k results in a heating of the beam 

distribution. The sign is determined by the amplifier gain of the cooling system and the 

frequency slip factor as shown below. 

Both drift and diffusion coefficient are determined by the system layout and were calculated in 

[29] for a specific design of the cooling system at TARN. Later improvements were given by 

the authors (H. St. and T. K.) where it is assumed that pickup and kicker structures are 

designed as quarter wave loop couplers with electronic transfer functions as given in [30]. In 

this contribution the newly developed pickup and kicker structures designed for the HESR are 

taken into account. They have been tested successfully at COSY [11] and at the Nucletron ring 

at Dubna [12]. 

In the following it is more convenient to write the Fokker Planck equation in the form 

( , ) ( , ) ( , ) ( , ) ( , )E t F E t E t D E t E t
t E E
Ψ ∆ ∆ Ψ ∆ ∆ Ψ ∆

∆ ∆

∂ ∂ ∂ 
= − − ∂ ∂ ∂ 

  (2.4) 

for the energy density function ( , )E tΨ ∆  where E∆  is the energy deviation per nucleon from 

the total energy per nucleon 0E Eγ=  of an ion with charge number Z and mass number A. The 

rest energy is 0E 938.27 MeV=  for protons or antiprotons while for heavy ions 

0E 931.5 MeV= . The kinematic factor of a particle with velocity v is 21/( 1 )γ β= −  with 

v /cβ = . The energy density function at time t is normalized to the number of ions in the ring 

( ) ( , ) .N t E t d EΨ ∆ ∆= ∫  The center of gravity of the distribution is 

( ) ( , )
( )

1
t E E t d E

N t
µ ∆ Ψ ∆ ∆= ∫  and the beam variance is given by second moment 

( ) ( ( )) ( , ) .
( )

2 2
E

1
t E t E t d E

N t
σ ∆ µ Ψ ∆ ∆= −∫  
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For convenience, if we talk from energy deviation it is meant energy deviation per nucleon 

henceforth. 

The drift term in the FPE  

     ( , ) 0
CF E t E

2

ω
∆ ∆

π
=      (2.5) 

depends explicitly on the energy deviation and may depend on time. It is proportional to the 

energy deviation per nucleon of the particle at the pickup. The drift term describes the 

coherent cooling and determines the coherent change of the energy deviation per nucleon per 

second a particle receives at the kicker by its own signal at the pickup. The coherent change of 

the energy deviation per turn is given by CE∆ . The angular revolution frequency of the 

nominal particle with total energy E is denoted by 0 0ω > .  

The diffusion is a result from random energy changes due to noise in the cooling loop and due 

to the fluctuations in the beam signal at the pickup. The diffusion term is 

( , ) 20
IC

1
D E t E

2 2

ω
∆ ∆

π
=      (2.6) 

where 
2
ICE∆  is the mean square change of the energy deviation of an ion per turn at the 

kicker. 

The diffusion term D(∆E,t) describes beam heating by noise. The diffusion term 

( , ) ( , ) ( , )th SD E t D E t D E t∆ ∆ ∆= +  consists of two parts, beam heating due to thermal noise, 

( , )thD E t∆ , and Schottky noise, ( , )SD E t∆ . Later we will introduce additional diffusion terms 

induced by the beam-target interaction and intrabeam scattering of the ions. 

When deriving the drift and diffusion terms we deal with fluctuating quantities such as 

beam signals created by a large number of particles. Thus on a microscopic scale the signals 

are not well defined. We therefore apply averaging of stochastic quantities. In this context we 

note that stochastic cooling is a slow process so that the statistics do not significantly change 

on a short scale. Hence we can apply the mathematical apparatus for stationary statistical 

processes in which mean values and distribution functions do not depend on time. Furthermore 

the autocorrelation function of a stationary process only depends on time differences. We 
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assume that the results still are good approximations when the distributions change slowly as 

time proceeds during cooling. Partly, important necessary mathematical tools are illustrated in 

the appendices and for further reading we refer to [31].  

2.3 System Transfer Function 

The system transfer functions models the electronics which is contained in the signal path of 

the stochastic cooling system including pickup and kicker structures. In the following we 

make model assumptions on these devices which allow predicting the behavior analytically. In 

the numerical cooling model simulations it is however possible to include more refined 

transfer functions such as a non-linear gain or equalizers to optimized the response of the 

cooling chain. Details of signal processing can be found in [32]. 

We first derive the system transfer function of the cooling system for the filter and 

TOF methods since both techniques apply a pickup and a kicker in sum mode.  

The following figures give an overview of the main components in the electronic 

cooling chain set up for filter cooling, filter-less (TOF cooling) and Palmer cooling. Details 

are given in the chapters below. 

 

 

 

 

Figure 2.2: Electronic setup for filter cooling. The output signal of the sum-pickup is pre-

amplified and after filtering and amplification the signal is fed to the kicker in sum mode. The 

filtering is accomplished with the notch filter. A 90 degree phase shifter is essential for the 

correct sign of the momentum correction signal at the kicker. The variable delay in the chain 

is used to adjust the electronic transit time to the arrival time of the reference particle at the 

kicker. 
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Figure 2.3: Electronic setup for TOF cooling. The output signal of the sum-pickup is first pre-

amplified. The delay-path of the notch filter is opened and the 90 degree phase shifter is used 

to differentiate the pickup output pulse of a particle which is then sent after power 

amplification to the kicker in sum mode. For the correct sign of the momentum correction 

signal at the kicker an additional 180 degrees phase shift is applied. The variable delay in the 

chain is used to adjust the electronic transit time and thereby the zero crossing time of the 

differentiated pules to the arrival time of the reference particle at the kicker. 

 

 

 

Figure 2.4: Setup for Palmer cooling. A specifically designed horizontal-position-sensitive 

pickup (Palmer pickup) located in the ring at a large dispersion is used to measure the 

momentum deviation of a particle.  

 

From signal analysis theory it is known that the transfer function is the Fourier 

transform of the impulse response of the system and completely describes the steady state of a 

linear and time-invariant system [32]. The transfer function is a complex function with 

magnitude and phase in the angular frequency domain.  

If the voltage UK is applied at the kicker the energy change per nucleon of a single ion 

with charge Ze and mass number A is found from 

( ) ( ) ( )K

Ze
E K U

A
∆ ω ω ω=

�
     (2.7) 

The angular frequency is ω and takes on positive and negative values. The kicker transfer 

function (or kicker sensitivity) for kicker in sum mode is denoted by ( )K ω
�

. An explicit 

expression for the HESR structures will be given below. 
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Since the pickup in both methods, TOF and filter method, measures the beam current the 

output voltage of the pickup is given by 

( ) ( ) ( )P PL bU Z iω ω ω=       (2.8) 

where the pickup transfer function or coupling impedance is ( )PLZ ω  and the beam current is 

( )bi ω . 

In the model we assume that the amplifiers in the cooling chain are gathered in one group 

having the transfer function 

   

( )

( )
Ai

A 1 0 2 0
A

G e n n
G

0 elsewhere

φ ω ω ω ω
ω

 ≤ ≤
= 


   (2.9) 

with constant electronic gain GA in the cooling bandwidth ( ) /( )2 1 0W n n 2ω π= − .  

The lower and upper harmonic of the cooling system is n1 and n2, respectively. It is assumed 

that the phase response is linear and an additional adjustable delay line in the cooling loop is 

included in the phase ( )A DTφ ω ω= −  ( D amp delayT T T= + ). In the following we use this 

simplified gain with flat magnitude response and ideal linear phase. However the model can 

also include non-ideal transfer functions and, if necessary, can include equalizer etc. 

In the case of filter cooling the signal path contains a 90 degree phase shifter ( )P ω  and the 

notch filter ( )H ω , see Figure 2.2. For TOF cooling the path with the delay line in the notch 

filter is opened, see Figure 2.7 below and Figure 2.3. Since in TOF cooling no filter is needed 

this method is also called filter-less momentum cooling [28]. 

The kicker input voltage is thus the product of the individual transfer functions and yields 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )D Di T i T
K A P A PL bU H P G e U H P G e Z iω ωω ω ω ω ω ω ω ω− −= =    

The complete transfer function of the cooling chain may then be written as 

( ) ( ) ( )bE T i∆ ω ω ω=         (2.10) 

where 
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( ) ( ) ( ) ( ) ( ) Di T
A PL

Ze
T K G H P Z e

A
ωω ω ω ω ω −=

�
    (2.11) 

is the transfer function of the cooling chain in case of filter cooling. For TOF cooling one has 

to remove the filter, i.e. set ( )H 1ω = . 

It is important to note that all transfer functions, specifically ( )T ω  obeys the rule 

*( ) ( )T Tω ω= −  where the star denotes the conjugate complex quantity since the signals in 

time domain are real quantities. 

2.3.1 Phase Shifter 

The 90 degree phase shifter is specifically essential to form a derivative of the output pulse of 

the pickup in the TOF method. It is defined as 

( ) ( )P i signω ω= ⋅   with  
,

( )
,

1 0
sign

1 0

ω
ω

ω

>
= 

− ≤
   (2.12) 

where the imaginary unit is i 1= − . 

The phase shifter has the properties *( ) ( ) ( )P P Pω ω ω= − = − . 

The corresponding impulse response in time domain is p( t ) 1/ tπ= −  [31]. The 

response in time domain of the 90 degree phase shifter U(t)  to a real signal I( t )  is then given 

by the convolution of the pulse response p( t )  with the input signal I( t )   

 
1 I(t )

U( t ) p( )I( t )d P d .
τ

τ τ τ τ
π τ

∞ ∞

−∞ −∞

−
= − = −∫ ∫   (2.13) 

The principal value of the integral is denoted by P.  

According to eq. (2.13) the 90 degree phase shifter responds to the input signal 

I( t ) sin( t )ω=  with the output signal U( t ) sin( t / 2 ) cos( t )ω π ω= + =  which is proportional 

to the derivative of the input signal. Similarly, if I( t ) cos( t )ω= , then U( t ) sin( t )ω= − . 

To illustrate the signal processing of the 90 degree phase shifter we assume that the pickup 

pulse of a particle is processed by a lowpass system with bandwidth W. The transfer function 

is given by B( ) 1ω =  for 2 Wω π≤  and B( ) 0ω =  for 2 Wω π> . The time response b( t )  of 
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the lowpass system due to a particle that passes a short pickup is then found with the inverse 

Fourier transform (Appendix A) of the lowpass transfer function. One obtains 

 
sin( 2 Wt )

b( t ) 2W
2 Wt

π

π
=   (2.14) 

and the output voltage, Figure 2.5, is proportional to b( t ) . Due to the limited bandwidth the 

short pickup output pulse of a particle is broadened. The time duration ST  of the pickup output 

signal is defined according to [32] as 

 S

1 1 1
T b( t )dt B(0 ) .

2W 2W 2W

∞

−∞

= = =∫   (2.15) 

The output signal of a short pickup can thus be approximated by a rectangular pulse with 

duration ST  given by eq. (2.15) as is shown in Figure 2.5.  

The output voltage due to the single passage of a particle with charge Ze through a short 

pickup including the 90 degree phase shifter is then found with an inverse Fourier 

transformation of ( )PLU( ) B( )P( )Z Zeω ω ω=  yielding 

 

2

2
PL

sin( 2 Wt )
U( t ) Z ( Ze ) 2 tW .

2 Wt

π
π

π

 
= − ⋅  

 
  (2.16) 

For the present illustration the pickup impedance PLZ  has been assumed to be real and 

constant.  

One concludes that the output voltage of the phase shifter can be used to discriminate between 

particles which are too slow or too fast. This technique will be used in the TOF cooling 

method. In Figure 2.5 it is seen that the output signal of the phase shifter is alike the derivative 

of the pickup signal. 

Actually, the cooling system is a bandpass system (see eq. (2.9)). However, every bandpass 

system can be represented by an equivalent lowpass system [32] so that the conclusions drawn 

in this chapter are still valid for a bandpass system. 
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In addition a 90 degree phase shifter is necessary for filter cooling. The necessity is discussed 

in chapter 2.8.1. A 180 degrees phase shift of the amplifier provides an electronic gain 

reversal. 

 

    

Figure 2.5: The pickup output signal after processing with a bandpass system of bandwidth W, 

left panel. The output of a 90 degree phase shifter, right panel,  provides a signal which is 

similar to the derivative of the input pulse. As discussed in the chapter for TOF cooling the 

output signal allows to discriminate between particles of different energy deviations and 

provides the correct phase to correct it at the kicker. 

2.3.2 Pickup and Kicker Response 

In the HESR newly designed ring slot coupler structures for the (2 – 4) GHz system which 

have been experimentally tested at COSY [11] will come into operation. They provide a high 

sensitive beam probing and, driven as kicker, can apply effective corrections to the beam 

momentum. No moving electrode bars and feedthroughs are necessary in this design. The 

special design of the loop structures covering the whole beam is a fundamental requisite for 

their high sensitivity and compact construction in the application in the HESR stochastic 

cooling system.  

In our description we adopt the frequency response similar to the quarter wave loop 

coupling impedance and kicker sensitivity function as outlined in [30], however modified in 

amplitude and strength according to the new design of the ring-slot coupler structures. 

The frequency behaviour of each ring slot coupler cell for the (2 – 4) GHz system 

operated as kicker is determined from simulations [33] as well as experiments and resulted in 

TS = 1/2W 

Output Signal 
Phase Shifter (arb. Units) 
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an shunt impedance in the center of the cooling bandwidth, 3 GHz, of KZ 36 Ω= . The shunt 

impedance is determined from the kicker structure input power  

 
( )

2

K

K

A E / Ze
P

2Z

∆
=   (2.17) 

where E / Ze∆  is the energy change per nucleon and per charge (the integrated electric peak 

field) along one structure cell.  

According to the reciprocity theorem [30] the pickup shunt impedance of one cell is 

 P K

1
Z Z 9 .

4
Ω= =   (2.18) 

It is defined as the output power of the pickup PP  normalized to the squared rms beam current 

rmsi , P
P 2

rms

P
Z

i
= .  

In the HESR the kicker tank for momentum cooling contains 64 cells which results in a 

total shunt impedance KZ 64 36 2304Ω Ω= ⋅ = . There are two pickup tanks each equipped 

with 64 cells yielding a total pickup shunt impedance of PZ 2 64 9 1152Ω Ω= ⋅ ⋅ = .  

The pickup coupling impedance PLZ  as used by [30] is defined as the ratio of output rms 

voltage of the pickup and the rms beam current. Then 2 2 2
rms PL rmsU Z i=  and the output power of 

the pickup delivered into a line with characteristic impedance 0Z  is found with 

2 2
2 2rms PL

P rms P rms

0 0

U Z
P i Z i

Z Z
= = ⋅ = ⋅ .  

The relation between coupling PLZ  and shunt impedance PZ  is then in the center of the 

cooling bandwidth 

 PL P 0Z Z Z .= ⋅   (2.19) 

We find the equivalent coupling impedance PLZ 240 Ω=  in the center of the cooling 

bandwidth. 
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The kicker sensitivity K
�
 is defined as the ratio of the energy gain a particle of charge Ze 

receives by the kicker and the applied input voltage KU ,  

K

E /(Ze/A)
K

U

∆
=
�

,       (2.20) 

and is a dimensionless quantity. The power relation 
2 2

K

K 0

( E /(Ze/A ) U

2Z 2Z

∆
=  holds if the input 

power 
2
K

K

0

U
P

2Z
=  at the kicker entrance with characteristic line impedance 0Z  is matched to 

the kicker. This defines the kicker sensitivity in terms of kicker shunt impedance KZ  and 

characteristic line impedance,  

K

0

Z
K

Z
=
� .      (2.21) 

The quantities given in eqs. (2.19) - (2.21) are given at the center frequency of the cooling 

system bandwidth. For the frequency dependency we adopt the magnitude and phase response 

of quarter wave loop electrodes as derived in [30]. The frequency behavior of the pickup 

coupling impedance is then given by 

i( ( ))
2

PL P 0Z ( ) Z Z sin ( )e
π

θ ω
ω θ ω

−

= ⋅    (2.22) 

and the kicker sensitivity is 

i( ( ))
K 2

0

Z
K ( ) sin ( )e

Z

π
θ ω

ω θ ω
−

=
�     (2.23) 

where the phase function ( )θ ω  is 

    ( )
S

1 1

2c

ω
θ ω

β β

 
= + 
 

ℓ
     (2.24) 

with βc the beam velocity and Scβ  the signal velocity. The loop length of the equivalent 

quarter wave loop is ℓ . We assume that beam and signal velocity are equal and 
C

c

4 f
=ℓ . The 
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coupling impedance and the kicker sensitivity is then real in the center ( Cf 3GHz= ) of the 

cooling bandwidth W. The phase function reduces to 

( )
C2

π ω
θ ω

ω
=       (2.25) 

with C C2 fω π= . 

The coupling impedance, eq. (2.22), and kicker sensitivity, eq. (2.23), possess the property

*
PL PLZ ( ) Z ( )ω ω= −  and 

*K ( ) K ( )ω ω= −
� � . 

 

   

 

 

 

Figure 2.6: Model transfer function of the HESR pickup and kicker as used for momentum 

cooling in the bandwidth (2 – 4) GHz. The upper left and right figures show the magnitude of 

the coupling impedance and of the kicker sensitivity, respectively. The lower graph shows the 

phase versus frequency which is equal for pickup and kicker. 
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Figure 2.6 shows the model transfer functions for the pickup coupling impedance and kicker 

sensitivity with the parameters listed in Table 2.1. 

From Figure 2.6 one concludes that the pickup coupling impedance is between 200 Ω and 

240 Ω in the cooling bandwidth (2 – 4) GHz. The kicker sensitivity covers the range 5.5 to 6.8. 

 

Table 2.1: Basic HESR pickup and kicker impedance and sensitivity values at midband 

frequency as used for momentum cooling simulations in the bandwidth (2 – 4) GHz. 

 PICKUP KICKER TANKS 

Cells 
Shunt 

impedance [Ω] 

Coupling 

Impedance [Ω] 

Shunt 

Impedance [Ω] 
Sensitivity  

1 9 21.2 36 0.85  

64   2304 6.8 1 

128 1152 240   2 

 Distance pickup to kicker ≈ 200 m 

 Installed RF power 500 W 

 

The intended installed RF power is 500 W per kicker tank for momentum cooling and 250 W 

per tank and plane for transverse stochastic cooling. Details of the transverse coupling 

impedance or the position sensitivity of the ring-slot couplers are outlined in chapter 3.7. 

2.3.3 Notch Filter Transfer Function 

The filter cooling technique was proposed by Thorndahl [1] and is routinely used in many 

accelerator laboratories distributed over the world [4]. The discrimination between particles 

with different momenta or different revolution frequencies is accomplished with a filter which 

is schematically depicted in Figure 2.7. We discuss the ideal case and assume that there are no 

frequency dependent cable losses and frequency dispersion. The input signal is denoted by 

inU ( t )  and is fed into a divider. As shown in the figure one branch with half the input signal is 

delayed by the nominal revolution period 0 0T 2 /π ω=  and the other half is sent to the 
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combiner without delay. The delayed signal is subtracted at the output combiner. Thus we can 

write in time domain for the output voltage outU ( t )  of the filter 

( )out in in 0

1
U ( t ) U ( t ) U ( t T )

2
= − − .    (2.26) 

The delayed version of the input signal is in 0U ( t T )− . Performing a Fourier transform of eq. 

(2.26) one finds in frequency domain 

{ }0i T
out in

1
U ( ) 1 e U ( )

2
ωω ω−= −     (2.27) 

and the transfer function out

in

U ( )
H( )

U ( )

ω
ω

ω
=  for the ideal notch filter becomes 

0

i

0

H( ) i sin( )e
ω

π
ωω

ω π
ω

−

= ⋅      (2.28) 

after a simple trigonometric transformation and using 0

0

2

T

π
ω = . 

 

 

Figure 2.7: Schematic drawing of an ideal notch filter used in the cooling simulations.  

For an explanation see the text. 

From the filter transfer function, eq. (2.28), it is apparent that the amplitude becomes zero at 

any revolution harmonic n, i.e. if 0nω ω= ⋅  with any integer n. The phase makes a jump of 

180 degrees around zero phase at the revolution harmonics. 

Eq. (2.28) gives the frequency response for an ideal notch filter with infinite notch depth. If 

the notch depth is finite the frequency response of the notch filter becomes 

 { }/
( ) 0i21

H 1 a e
1 a

πω ωω −= − ⋅
+

  (2.29) 

with 0 a 1≤ ≤ . Eq. (2.29) equals (2.28) for a 1= .   

Delay T0 Uin(t) Uout(t) 

+ 

- 

+ 

+ 
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The notch depth D of the filter, eq. (2.29), at the revolution harmonics 0nω  is then 

 ( ) .0

1 a
H n D

1 a
ω

−
= =

+
  (2.30) 

The notch depth is often expressed in Decibels: log logdB

1 a
D 20 20 D

1 a

−
= =

+
. 

From eq. (2.28) or (2.29) we have the property *H ( ) H( )ω ω= − .  

Amplitude and phase response of the notch filter are visualized in Figure 2.8 for the infinite 

notch depth case, notch depth -30 dB and -10 dB. 

      

Figure 2.8: Magnitude and phase of the notch filter. The magnitude exhibits notches at the 

revolution harmonics which suppress particles with the nominal frequency. The phase is 

linearly decreasing between the notches and exhibits a phase jump of 180 degrees at the 

revolution harmonics for the ideal filter (red curves). Particles with frequencies which are at 

symmetric positions of the notches see an opposite phase. The effect of a finite notch depth is 

shown for -30 dB (blue) and -10 dB (green). 

 

The notch filter discussed above is also called one-turn delay filter. It is also possible to 

construct two-turn delay notch filters by cascading two one-turn filters. They provide a 

smoother cooling in the core and result in a stronger cooling of the tails of the beam 

distribution [34].  
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2.4 TOF and Filter Cooling 

2.4.1 Coherent Beam Response 

In a continuous coasting beam (DC-beam) with N ions the azimuth Θ  of a circulating particle 

with angular frequency ω is given at time t by 

0( t ) tΘ ω Θ= +      (2.31) 

with a random phase 0Θ  uniformly distributed in [0,2 [π . The revolution period of a particle 

is T 2 /π ω= .  

The longitudinal current I(t) of N ions with charge Ze measured at the pickup is then 

N

r r P
r 1 n

I( t ) Ze ( ( t ) 2 n )ω δ Θ Θ π
∞

= =−∞

= − −∑ ∑     (2.32) 

with ( )δ ⋅  denoting the delta function, see Appendix A. Expanding the periodic delta function 

into a Fourier series one obtains 

r P

N
in( ( t ) )r

r 1 n

I( t ) Ze e
2

Θ Θω

π

∞
−

= =−∞

= ∑ ∑ .     (2.33) 

Using the orbits, eq. (2.31), for the DC beam in eq. (2.33) one finds 

r
r P 0

N
in( t )r

r 1 n

I( t ) Ze e
2

ω Θ Θω

π

∞
− +

= =−∞

= ∑ ∑      (2.34) 

as the longitudinal current of the ion beam measured at the pickup. Due to the random phase it 

is a fluctuating current. If we average over all particle phases r
0Θ  in eq. (2.34) only the 

harmonic number n = 0 contributes and we find the DC-current is DC 0I Ze f N=  where the 

mean revolution frequency 
N

r
0 0

r 1

1
2 f

N 2

ω
ω π

π=

= = ∑  has been introduced. The Schottky 

fluctuating current is DCI( t ) I( t ) Iδ = − . The Fourier Transform I( )ω  (see Appendix A) of 

the beam current provides the frequency content of the beam. The frequency spectrum is 
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r
P 0

N
in( )

b r r
r 1 n

I ( ) Ze e ( n )Θ Θω ω δ ω ω
∞

− −

= =−∞

= −∑ ∑     (2.35) 

and consists for each individual particle of a periodic and infinite line spectrum centered at the 

revolution harmonics rnω  with strength rZeω .  

The energy change at the kicker in time domain is found if we take into account the 

transfer function of the cooling system from pickup to kicker, eqs. (2.10) and (2.11). An 

inverse Fourier Transform (Appendix A)  then yields 

r
r P 0

N
in( t )r

r
r 1 n

E( t ) Ze T( n )e
2

ω Θ Θω
∆ ω

π

∞
− +

= =−∞

= ∑ ∑     (2.36) 

which creates fluctuating energy changes with zero mean since, according to the assumption 

of the frequency range of the amplifier, eq. (2.9), the harmonic with n = 0 does not contribute. 

We now consider an ion that circulates with angular frequency sω  in the ring. It 

samples the random energy changes E( t )∆  at the kicker at time s s
P F st t T mT= + +  and thus 

receives energy changes per time when it passes the kicker according to 

s s
s P s F 0im( t T )s s s

S P F s
m m

E ( t ) E( t ) ( t t T mT ) E( t ) e
2

ω Θ ω Θω
∆ ∆ δ ∆

π

∞ ∞
− − +

=−∞ =−∞

= ⋅ − − − = ⋅∑ ∑  (2.37) 

Inserting eq. (2.36) into eq. (2.37) then gives the result 

r s s
r P 0 s P s F 0

N
in( t ) im( t T )s r

S r
r 1 n m

E (t ) Ze T( n )e e
2 2

ω Θ Θ ω Θ ω Θω ω
∆ ω

π π

∞ ∞
− + − − +

= =−∞ =−∞

= ⋅ ∑ ∑ ∑    (2.38) 

for the random energy change per time when the particle passes the kicker.  

The coherent energy change F per time a particle with angular revolution frequency sω  

experiences at the kicker follows from eq. (2.38) when averaging over all random phases r
0Θ  

and s
0Θ . The amplifier, eq. (2.9), excludes harmonic number zero (the terms n = m = 0) hence, 

following the arguments as used in [35], only those terms in the double sum survive for which 

r s
0 0n m 0Θ Θ+ =  or s r

0 0n/m /Θ Θ= − . Since n/m  is a rational number and s r
0 0/Θ Θ−  is a real 

number both ratios can only be equal for r = s and m = -n (The probability that two different 
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particles r s≠  have the same phases s r
0 0Θ Θ=  is very small. These cases are therefore 

neglected here.). Averaging results therefore in the expression for the drift term of the test 

particle with angular frequency sω   

s
S F

2

in Ts
S S

n

F E Ze T( n )e
2

ωω
∆ ω

π

∞

=−∞

 
= =  

 
∑ .    (2.39) 

Inserting the cooling transfer function, eq. (2.11) leads to the coherent energy change per time 

at the kicker 

  S 0
C CF E E

2 2

ω ω
∆ ∆

π π
= ⋅ ≈ ⋅     (2.40) 

where 

( ) ( )
( ) ( ) ( ) ( ) s F F D

2

in T T Ts
C s A s PL s s

n

Ze
E K n G H n Z n P n e

A 2
ω ∆ω

∆ ω ω ω ω
π

∞
+ −

=−∞

= ∑ �   (2.41) 

constitutes the coherent energy change per nucleon and per turn. The time of flight of the 

particle has been replaced by s
F F FT T T∆= +  where FT  is the nominal flight time. The quantity 

F is the drift term in the Fokker-Planck equation. 

Equation (2.41) describes the energy change per nucleon at the kicker per turn which a 

considered particle with angular frequency S S ( E )ω ω ∆=  receives. 

For a particle with angular frequency s 0ω ω ∆ω= +  slightly differing in the amount 

∆ω  from the nominal angular revolution frequency 0ω  and with the corresponding 

momentum s 0p p p∆= +  the relation 

F
PK

F 0

T p

T p

∆ ∆
η= −      (2.42) 

holds where ηPK denotes the frequency slip factor from pickup to kicker. It is given by  

PK PK2

1
η α

γ
= −       (2.43) 
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with the momentum compaction factor from pickup to kicker  

PKs

PK

PK 0

1 D( s )
ds

s ( s )
α

ρ
= ∫ .     (2.44) 

The distance between pickup and kicker is PKs . The lattice dispersion is denoted by D(s) and 

the radius of curvature is ( s )ρ . The frequency spread of the beam is related to the relative 

momentum spread in the beam by 

0 0

p
1

p

∆ω ∆
η

ω
= ≪      (2.45) 

where the frequency slip factor for the whole ring is 

2

1
η α

γ
= − .      (2.46) 

The momentum compaction factor for the whole ring with circumference L is  

L

0

1 D( s )
ds

L ( s )
α

ρ
= ∫ .      (2.47) 

The frequency dispersion vanishes if 0η = , i.e. at trγ γ=  with trγ α= .  

The relative energy deviation 
E

E

∆
 is related to the relative momentum deviation by 

2

0

E p

E p

∆ ∆
β=       (2.48) 

and therefore 

    
0

E

E

∆ω ∆
κ

ω
=       (2.49) 

with the definition of 2/κ η β= . 

Similarly, the relation  
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F
PK

F

T E

T E

∆ ∆
κ= −   with  2

PK PK /κ η β=    (2.50) 

for the relative time spread from pickup to kicker is introduced. 

Using the eqs. (2.49) and (2.50) the phase factor s F D Fn ( T T T )ω ∆− +  of eq. (2.41) can 

be approximated as 

D
s F D F 0 F D F 0 F PK

F

TE
n (T T T ) n (T T T ) n T : ( n, E )

E T

∆∆
ω ∆ ω ∆ ω κ ζ ∆

 
− + ≈ − + = − ⋅ + = 

 
 (2.51) 

where the difference in delay time D amp delayT T T= +  and the nominal particle time of flight 

D D FT T T∆ = −  was introduced. 

Combining the phase ( n,E )ζ  with eq. (2.41) entails the equation 

( ) ( , )
( ) ( ) ( ) ( ) ( )

2

i n E0
C s A s PL s s

n

Ze E
E 1 K n G H n Z n P n e

A 2 E
ζ ∆ω ∆

∆ κ ω ω ω ω
π

∞

=−∞

= + ∑ �  (2.52) 

expressing the energy change per nucleon of an ion at the kicker as a function of energy 

deviation ∆E at the pickup with s 0( 1 E /E )ω ω κ∆= + .  

We therefore conclude that all harmonics in the cooling bandwidth contribute to the coherent 

energy kick CE∆  a particle with energy deviation ∆E experiences. 

Since the cooling bandwidth is limited by the amplifier, eq. (2.9), to harmonics 

1 21 n n n≤ ≤≪  and the transfer function satisfies the rule *T ( n ) T( n )ω ω= −  one finally 

finds for the coherent energy change per turn for a DC-beam 

( ) { }( , )
( ) Re ( ) ( ) ( ) ( )

2

1

2 n
i n E0

C s A s PL s s
n n

Ze E
E 2 1 K n G H n Z n P n e

A 2 E
ζ ∆ω ∆

∆ κ ω ω ω ω
π =

= ⋅ + ∑ �

            

            (2.53) 

which shows that the energy change at the kicker is real as expected. The unit of the coherent 

energy change CE∆  per nucleon and per turn is eV/u. 
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The expression in eq. (2.53) is inserted into the definition of the drift term according to 

eq. (2.40) which will be employed in a numerical solution of the FPE for TOF or filter cooling 

with the appropriate transfer functions inserted in eq. (2.53). Approximations are discussed in 

chapters below to highlight the most important parameters that influence the coherent cooling 

term and thus allow optimizing the design and the performance of the cooling system. 

2.4.2 Incoherent Beam Response 

We now draw attention to the incoherent heating term in the FPE. Since the kicker signals are 

noise signals the incoherent energy change per time at the kicker is given by the mean square 

energy change 2
SE∆ . This contribution is always positive and thus will lead to a broadening 

of the energy or momentum distribution of the ion beam.  

If the kicker is excited with a noise signal E( t )∆  then the particles sample the random 

signal once per turn and we can form the sample sequence of energy changes 

[ ] sE n E( nT )∆ ∆=  as seen by a particle on each passage of the kicker. The revolution period 

of a particle is Ts and n is the turn number. The corresponding autocorrelation function [ ]R m  

(Appendix A) of the sampled noise signal is given by  

[ ] [ ] [ ]*R m E n E n m∆ ∆= ⋅ +     (2.54) 

and equals samples sR( mT )  of the autocorrelation function *R( ) E( t ) E ( t )τ ∆ ∆ τ= ⋅ + of 

the noise signal at the kicker. If the kicker is excited by a white noise source with zero mean, 

E( t ) 0∆ =  and R( ) ( )τ δ τ∝  then a particle receives random energy changes [ ]E n∆  every 

turn n which, on a long-term average, have zero mean. However [ ] [ ]( )
2

R 0 E n∆=  will not 

be zero. This will lead to a diffusion process increasing the width of the particles’ energy 

distribution. Instead determining the autocorrelation function of the sampled noise we consider 

the spectral density dS ( )ω  of the discrete random series [ ]E n∆  which is per definition the 

Fourier series of the autocorrelation function 

sin T
d s

n

S ( ) R( nT )e ωω
∞

−

=−∞

= ∑ .     (2.55) 

The Fourier coefficients are given by 
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s

s

s

/2

in T
s d

s /2

1
R( nT ) S ( )e d

ω

ω

ω

ω ω
ω

+

−

= ∫ .    (2.56) 

Applying the Poisson formula (Appendix A) to eq. (2.55) we find with s s2 /Tω π=  

   s
d s

m

S ( ) S( m )
2

ω
ω ω ω

π

∞

=−∞

= +∑     (2.57) 

which relates the spectral density dS ( )ω  to the noise density S(Ω) at the kicker entrance given 

by 
i

ES( ) R ( )e dΩτ
∆Ω τ τ

∞
−

−∞

= ∫ . Eq. (2.57) states the important fact that the spectral density of 

the sampled process equals the sum of the continuous spectral density S(ω) and all its 

displacements at smω ω+ . 

From eq. (2.54) we deduce with eq. (2.56) for the mean square energy change per turn 

[ ] [ ]
s

s

/2
2

d

s /2

1
E n R 0 S ( )d

ω

ω

∆ ω ω
ω

+

−

= = ∫     (2.58) 

and therefore using eq. (2.57) one has the result 

[ ]
S

S

/2
2

s
m /2

1
E n S( m )d

2

ω

ω

∆ ω ω ω
π

+∞

=−∞ −

= +∑ ∫     (2.59) 

which relates the mean square energy change per turn with the spectral density S(Ω) of the 

continuous signals E( t )∆  at the kicker. It is also visible that all beam harmonics contribute to 

the heating. We also notice that the square energy change per turn, eq. (2.59), does not depend 

on the turn number n. The variance of the beam’s energy distribution thus increases linearly 

with number of turns (diffusion).  

The integral in eq. (2.59) is approximated by s sS( m )ω ω⋅ 1
 yielding the approximate 

incoherent mean square energy change per turn for a particle with angular frequency 

S S ( E )ω ω ∆= at the kicker 

                                                 
1
 Strictly speaking  SS( m )ω  denotes the average value of S taken in an interval S / 2ω±  around harmonic Smω . 
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[ ]2 s
s

m

E n S( m )
2

ω
∆ ω

π

∞

=−∞

= ⋅ ∑ .     (2.60) 

The mean square energy change per time at the kicker is then 

2 0 s
S s

m

E S( m )
2 2

ω ω
∆ ω

π π

∞

=−∞

= ⋅ ∑ .     (2.61) 

The diffusion term in the FPE, eq. (2.4), is found as  

2 20 0 s
S IC s

m

1 1 1
D( E,t ) E E S( m )

2 2 2 2 2 2

ω ω ω
∆ ∆ ω

π π π

∞

=−∞

= = = ⋅ ∑   (2.62) 

where we identify 2
ICE∆  with eq. (2.60). Note that sS( m )ω  has the unit ( )

2
eV /Hz . 

Strictly speaking, the derivation is only valid if the noise distribution is stationary. However, 

since the distributions are changing only slowly with time during stochastic cooling it justified 

to employ eq. (2.62) to predict the diffusion term induced by incoherent beam noise.  

2.4.2.1 Schottky Noise 

The spectral density S(ω) is found if we make use of the relation (2.10) for the energy change 

per nucleon at the kicker, bE( ) T( ) I ( )∆ ω ω ω= ⋅ , where the Fourier Transform of the beam 

current is bI ( )ω  as given by eq. (2.35) and the transfer function of the cooling loop is T(ω) as 

follows from eq. (2.11). The Fourier integral bI ( )ω  of the stochastic beam current bI ( t )  is 

itself a random variable. As shown in Appendix A the autocorrelation function 

*E( ) E ( )∆ ω ∆ ω′⋅  then possesses the property 

*E( ) E ( ) 2 S( ) ( )∆ ω ∆ ω π ω δ ω ω′ ′⋅ = −     (2.63) 

where 
i

ES( ) R ( )e dωτ
∆ω τ τ

∞
−

−∞

= ∫  is the Fourier integral of the autocorrelation function ER ( )∆ τ . 

Forming the product * * *
b bE( ) E ( ) T( )T ( ) I ( )I ( )∆ ω ∆ ω ω ω ω ω′ ′ ′⋅ = ⋅  with the expression for 

the beam current given in eq. (2.35) yields 
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( ) r sP

* *

N N
2 i( n m )i( m n )

r s r s
r 1 s 1 n m

E( ) E ( ) T( )T ( )

Ze e e ( n ) ( n ).ϕ ϕΘ

∆ ω ∆ ω ω ω

ω ω δ ω ω δ ω ω
∞ ∞

−−

= = =−∞ =−∞

′ ′⋅ = ⋅

′− −∑∑ ∑ ∑
 

When averaging over all random phases ϕ we apply the same arguments as used for the 

coherent term. Then only terms with r = s and n = m remain leading to  

( )
N

2* 2
r r r

r 1 n

2 S( ) ( ) T( )T ( ) Ze ( n ) ( n )π ω δ ω ω ω ω ω δ ω ω δ ω ω
∞

= =−∞

′ ′ ′− = ⋅ − −∑ ∑ . 

The spectral density S( )ω′ is found by integrating both sides of the last expression w.r.t. ω.  

This leads to 

( )
2 N

2 *
r r r

r 1 n

Ze
S( ) T( n )T ( ) ( n )

2
ω ω ω ω δ ω ω

π

∞

= =−∞

= −∑ ∑     (2.64) 

which is the desired spectral density in eq. (2.62) induced by the longitudinal DC current I(t), 

eq. (2.34), of N ions with charge Ze measured at the pickup. 

Since the beam consists of a large number N of particles with angular revolution 

frequencies r 0ω >  clustered around the central value 0ω , we can proceed further in replacing 

the sum over discrete frequencies in eq. (2.64) by an integral over continuous frequencies, 

N

r r 0 r r
r 1 0

g( ) g( ) ( )dω ω Ψ ω ω
∞

=

→∑ ∫ , where the angular frequency distribution 0Ψ  is normalized 

to the number of ions in the beam, 0

0

( )d NΨ ω ω
∞

=∫ and 0 0

0

1/N ( )dωΨ ω ω ω
∞

⋅ =∫  gives the 

average angular frequency of the beam. Note that 0( ) 0Ψ ω =  for 0ω < .  

We then obtain the generalized form of eq. (2.64) 

( )
2

2 *
r r 0 r r r

n 0

Ze
S( ) T( n )T ( ) ( ) ( n )d

2
ω ω ω ω Ψ ω δ ω ω ω

π

∞∞

=−∞

= −∑ ∫ .   (2.65) 

Evaluating the integral in eq. (2.65) we obtain the important result for the noise density 

experienced by the beam particles 
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2

bS( ) T( ) S ( )ω ω ω=      (2.66) 

which is in general true and describes the relation between input and output noise density for a 

linear electronic system. Furthermore, the spectral current density (Schottky noise density, 

units 2A /Hz ) of the DC beam current is 

( )

n 0

2 2

b 0
n

Ze 1
S ( )

2 n n n

ω ω
ω Ψ

π
≠

∞

=−∞

   
=    

   
∑ .     (2.67) 

To give a first illustration of the spectral current density we write eq. (2.67) as 

2 22

b 0 0
n 1 n 1

( Ze ) 1 1
S ( )

2 n n n n n n

ω ω ω ω
ω Ψ Ψ

π

∞ ∞

= =

         
= +        

−         
∑ ∑  

and assume that the width of the angular frequency distribution 0( )Ψ ω  is small. The spectral 

current density then consists of a series of separated bands centered around the negative 

frequencies 0nω− (first sum) and the positive frequencies 0nω  (second sum).  

In other words, if 0k 0ω ω≈ − <  with k 0>  then 

2 22
0 0 0 0

b 0 0 0

22
0 0

0

( Ze ) 1 k k 1 k k
S ( k )

2 k k k k k k

( Ze ) 1 k k

2 k k k

ω ω ω ω
ω Ψ Ψ

π

ω ω
Ψ

π

 − −        
− = +        

−         

   
=    

   

 

since 0( ) 0Ψ ω =  for 0ω <  in the second term of the curly bracket. The same result is found if 

we consider 0kω ω≈  with k 0> . Thus, only one harmonic number contributes to the spectral 

current density in the case of non-overlapping bands. We note also that b bS ( ) S ( )ω ω= − . 

In general, the previous expression shows that for overlapping bands particles with 

different revolution frequencies can contribute through different harmonics to one frequency ω 

of the spectral beam density. This fact is expressed by the sum in eq. (2.67). 

Considering only positive frequencies as measured by a spectrum analyzer we can 

write eq. (2.67) as  
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( )
2 2

b 0
n 1

Ze 1
S ( ) 2

2 n n n

ω ω
ω Ψ

π

∞

=

   
= ⋅    

   
∑ .    (2.68) 

The factor two in the expression accounts for the fact that b bS ( ) S ( )ω ω= − . 

The measured output power density (unit W/Hz) of the pickup with coupling impedance PLZ  

into the line impedance 0Z  becomes then  

2
2PL

out A b

0

Z
S ( ) G S ( )

Z
ω ω= ⋅     (2.69) 

including an amplification with voltage gain AG . 

The following examples shall illustrate the Schottky noise power density according to eq. 

(2.69) for the (2 – 4) GHz system of the HESR. The longitudinal coupling impedance of the 

HESR ring slot-coupler for the pickup is PLZ 240Ω=  in the center of the cooling bandwidth, 

see table 1.1. The characteristic line impedance is 0Z 50Ω= . We assume 10N 10=  

antiprotons at the injection energy 3 GeV with an rms relative momentum spread 

4
rms 5 10δ −= ⋅  as expected from the CR injector ring. The revolution frequency is 

0f 506.24 kHz= . The standard lattice with tr 6.23γ =  is assumed. Hence, at 3 GeV the ring 

frequency slip factor is 0.03η = . The lowest harmonic number in the cooling system is 3951 (

low 0f /f ) and the upper harmonic number upper 0f /f  is 7902 at this energy. There are 3952 

harmonics in the cooling bandwidth. For illustration a Gaussian beam frequency distribution is 

considered so that with eq. (2.69) the output power density including amplification with 

AG 57 dB=  can be calculated from  

2

0

f

f nf12 227902
2 2 nPL

A
n 39510 f

Z 2N e f
S( f ) G e

Z n2 n

σ

π σ

 −
−  

  

=

 
  

= ⋅   
  

 

∑ .    (2.70) 

It is visible that the power density is proportional to the number of particles in the ring. This is 

a consequence of the fact that all the particles have random phases as outlined above and 

therefore the currents add up incoherently. 



36 

 

The frequency spread fσ  in eq. (2.70) is related with the relative momentum spread rmsδ by 

f 0 rmsfσ ηδ= . 

Three examples of the power density are depicted in Figure 2.9 in the frequency range 

from 3.9 GHz to 3.905 GHz. The well separated band structure is clearly visible even at the 

high frequency end of the cooling system if the relative momentum spread is 4
rms 5 10δ −= ⋅  as 

expected from the CR injector ring. Filter cooling is thus possible in the whole cooling 

bandwidth. The situation changes if the momentum spread is increased by a factor of two. The 

bands become broader and decrease in height. The bands start to overlap and the signal level 

drops by a factor of two. The bands are no longer distinguishable so that filter cooling is no 

longer applicable. 

   

Figure 2.9: Longitudinal power spectrum at the upper range for the cooling system for 

different initial relative momentum spreads rmsδ (left plot). Red: 45 10−⋅ , Green: 31 10−⋅ and 

Blue: 32 10−⋅ . For the latter case the bands overlap yielding a constant shot noise as indicated 

by the red horizontal line. The power density for 3
rms 2 10δ −= ⋅  is depicted in the whole 

bandwidth in the right diagram. It is visible that the height of the density is decreasing while 

the width is increasing yielding complete overlap at the high frequency end of the cooling 

bandwidth. 

The extreme case arises if the momentum spread would be 3
rms 2 10δ −= ⋅ . A complete band 

overlap is observed which results in a constant spectral power density 
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( )
2 2 2

out PL 0 A 0S ( ) ( Z / Z ) G 2N Ze / 2ω ω π= ⋅ ⋅ , indicated by the red horizontal line in Figure 

2.9, similar to shot noise. 

The right hand side plot in Figure 2.9 shows the power density in the whole bandwidth. It is 

visible that the height of the density is decreasing while the width is increasing yielding 

complete overlap at the high frequency end of the cooling bandwidth. Increasing the 

momentum spread or the bandwidth does not alter the power spectrum. As will be shown 

below, for complete overlap the density becomes ( )
2

02N Ze / 2ω π (red horizontal line in 

Figure 2.9) which is the average Schottky noise current density per band if we consider only 

real positive frequencies. 

Normalizing the current density bS ( )ω  to the average Schottky density per band for non-

overlapping bands yields the important quantity  

( )
b

2

0

S ( )
M ( )

N Ze /2

ω
ω

ω π
=      (2.71) 

which is the mixing function (mixing factor) for unfiltered particle Schottky noise.  

Explicitly written we deduce 

n 0

n
n

M( ) M ( )ω ω

≠

∞

=−∞

= ∑       (2.72) 

where the mixing factor per harmonic n  is 

2

n 0

0

1 1 1
M ( )

n n N n

ω ω
ω Ψ

ω

   
=    

   
.    (2.73) 

The significance of the mixing factor becomes clear if we consider the following. For 

low harmonic numbers the bands do not overlap and only one harmonic contributes to the 

Schottky density in eq. (2.68), see also Figure 2.9. Increasing the harmonic number the peak 

density initially decreases as 1/n. If the bands begin to touch each other, then the width of a 

band is roughly 0 0n∆ω ω∼  where 0∆ω  is the width of the beam frequency distribution. Since 

the correlation time of noise signals corτ  is inversely proportional to the width of the noise 
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spectrum we have cor

0

1

n /2
τ

∆ω π
∼  and therefore cor 0Tτ =  when the bands begin to overlap. 

The fluctuating signals remain correlated over one revolution period 0T . If we sample these 

fluctuating signals with the revolution period 0T  they are statistically independent and appear 

as white noise. This corresponds to perfect mixing M 1=  in the sampling picture of stochastic 

cooling. In the sense of sampling theory this means that a sample taken at the pickup and 

corrected at the kicker is renewed within one turn. With non-overlapping bands the correlation 

time corT  becomes larger than the revolution period. Correspondingly it takes a longer time to 

renew the beam sample. This corresponds to bad mixing. In this situation the heating 

contribution increases due to the higher Schottky peak densities.  

Similarly, if the mixing factor is M 1= , one concludes from eq. (2.71) that the spectral 

current density equals Shot noise with the density ( )
2

0N Ze /2ω π  in the case the cooling chain 

contains no filter. The Fourier transform yields the autocorrelation function 

( )
2

0R( ) N Ze /2 ( )τ ω π δ τ= ⋅  which states that the noise signal is completely uncorrelated. In 

the frequency domain description a mixing factor M 1>  therefore describes to what extent the 

particle current density is enhanced over the Shot noise current density ( )
2

0N Ze /2ω π . 

For the examples outlined above Figure 2.10 illustrates the mixing factor given by eq. (2.72). 

In general mixing is incomplete and M > 1.  

 

Figure 2.10: Mixing factor at the upper range for the cooling system for different initial 

relative momentum spreads rmsδ . Red: 45 10−⋅ , Green: 31 10−⋅ and Blue: 32 10−⋅ . The mixing 

factor becomes 1, i.e., complete mixing is achieved if the momentum spread exceeds 32 10−⋅  . 

3.900 3.901 3.902 3.903 3.904 3.905
0

1

2

3

4

f @GHzD

M
ix

in
g

M
Hf
L



39 

 

It should be noted that for completely overlapping bands the mixing factor cannot 

become smaller than one. Increasing the cooling bandwidth thus will not reduce the mixing 

factor. Instead it will increase the unwanted mixing in the drift term at higher harmonics so 

that the drift term becomes non-linear. We will discuss this topic later in chapter 2.8 when we 

discuss the constraints on the maximal useful bandwidth of the cooling system entailed by the 

machine parameters.  

We will show in section 2.11 how the mixing factor enters in the cooling rate equation 

for momentum cooling and in chapter 3 for betatron cooling. 

One concludes that for filter cooling it is mandatory that M 1> . 

A practical conclusion can be drawn from Figure 2.9. For cooling system diagnostics it 

is preferable to work with incomplete mixing. This is demonstrated in section 2.10 for an open 

loop gain measurement with a network analyzer and cooling loop adjustment. 

From now on well separated bands are assumed, i.e. small relative angular frequency 

spreads in the beam. With this assumption we can write for the spectral density of the DC-

beam at harmonic number n 

( ) ( )
2 22 2

0
b 0 0

Ze Ze1 1
S ( )

2 n n n 2 n n

ωω ω ω
ω Ψ Ψ

π π
     

= ≈     
     

   (2.74) 

for b 0n∆ω ω≤  where b∆ω  is the half of the total beam width.  

The current density thus consists of a series of bands centred at the revolution harmonics 0nω . 

The frequency distribution at each harmonic is determined by the revolution frequency 

distribution of 0Ψ . The peak density ( )b 0S nω  decreases as n increases. The revolution 

frequency distribution 0Ψ  is determined by the momentum distribution 0( )Ψ δ  since 

0 0( )d ( )dΨ δ δ Ψ ω ω=  describes the conservation of probability. The relative momentum 

deviation is δ  and 0( ) ( 1 )ω δ ω ηδ= + . 

The variance of the current density at harmonic number n is 

( ) ( ) / ( )2 2
n 0 b bn S d S dσ ω ω ω ω ω ω= −∫ ∫      (2.75) 
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and one easily concludes with eq. (2.74) that 

2 2 2
n n ωσ σ=       (2.76) 

where 2
ωσ  is the variance of the particle distribution ( )0Ψ ω . Thus the width nσ  of each 

harmonic increases linearly with harmonic number n until band overlap occurs. 

The total Schottky power (Appendix A) per band at each harmonic number n (positive and 

negative) is however constant since 

( ) ( )2
b 0

1
S d Zef N

2
ω ω

π
=∫ .     (2.77) 

The Schottky power for real physical positive integers is then ( )2
02N Zef . The average 

Schottky power per band is ( )
2

02N Ze / 2ω π . 

The incoherent energy change per time impressed to a beam particle at the kicker due 

to Schottky particle noise of the beam is related to the diffusion term in the FPE. With eqs. 

(2.62) and (2.66) the diffusion term becomes 

   2 20
S S IC ,S

1 1
D E E

2 2 2

ω
∆ ∆

π
= ≈     (2.78) 

where the incoherent energy change per turn for a particle with s 0( 1 E /E )ω ω κ∆= +  is 

22 s
IC ,S s b s

n

E T( n ) S ( n )
2

ω
∆ ω ω

π

∞

=−∞

= ⋅ ∑ .    (2.79) 

The probability to find a particle with frequency ω in the range dω is equal to the 

probability to find the particle with energy deviation E∆  in the range d E∆ . The relation 

between the energy deviation distribution ( )EΨ  and the particle angular frequency 

distribution ( )0Ψ ω  is then ( ) ( )0

d E
E

d

∆
Ψ ω Ψ ∆

ω
= . One finds ( ) ( )0

0

E
EΨ ω Ψ ∆

κ ω
=  when the 

differential relation 0

0

E
d E∆ ∆ω

κω
=  with κ as defined in eq. (2.49) is applied.  
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Inserting this result into eq. (2.74) leads to 
( )

( ) ( )

2

0
b

Ze E
S n E

2 n

ω
ω Ψ ∆

π κ
=  where 

0( E ) ( 1 E /E )ω ω ∆ ω κ ∆= = +  is to be used (see eq. (2.49)).  

The incoherent mean square energy change per turn due to Schottky particle noise is then with 

eq. (2.79) 

22

2 0
IC ,S 0

n

Ze E E E 1
E 1 ( E ,t ) T ( n 1 )

2 E E n

ω ∆ ∆
∆ κ Ψ ∆ ω κ

π κ

∞

=−∞

     
= + ⋅ ⋅ ⋅ +     
     

∑   (2.80) 

expressed with the energy deviation ∆E of particle. The Schottky particle noise contribution to 

heating depends on the beam energy distribution ( E ,t )Ψ ∆  which changes during cooling.  

Taking into account the finite bandwidth of the amplifier, eq. (2.9), and that 

*T ( n ) T( n )ω ω= −  eq. (2.80) becomes 

2

1

22 n
2 0
IC ,S 0

n n

Ze E E E 1
E 2 1 ( E,t ) T( n 1 ) .

2 E E n

ω ∆ ∆
∆ κ Ψ ∆ ω κ

π κ =

     
= ⋅ + ⋅ ⋅ ⋅ +    

    
∑   (2.81) 

The expression according to eq. (2.81) is used in the numerical solution of the FPE for 

TOF or filter cooling with the appropriate transfer function inserted. Approximate expressions 

are discussed in chapter 2.8 below to demonstrate important parameters entering eq. (2.81) and 

allow optimizing the design and performance of the cooling system. 

The Schottky power at the kicker entrance follows from 

  

2
2 PL

S A b

0

Z ( )1
P G ( )H( ) S ( )d

2 Z

ω
ω ω ω ω

π

∞

−∞

= ∫    (2.82) 

where the Schottky spectral (current) density bS ( )ω  is given by eq. (2.67). The pickup output 

power density (W/Hz) is 

2

PL
b

0

Z ( )
S ( )

Z

ω
ω . 
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2.4.2.2 Thermal Noise 

Another source of noise that contributes to the diffusion is due to the electronic noise in the 

cooling system. It results mainly from the pickup and the first amplifier stages. If the pickup is 

kept on temperature TP and the amplifier has an equivalent noise temperature TA the additional 

thermal noise power density (W/Hz) is 

th A R

1
S ( ) k( T T )

2
ω = +      (2.83) 

where k is the Boltzmann constant ( 23 J
k 1.38 10

K
−= ⋅ ). The thermal noise power density 

constitutes white noise extending over all positive and negative angular frequencies with a 

constant power density. The total noise input power to the cooling chain with characteristic 

impedance Z0 in the cooling bandwidth W is 

u

l

u l
th A R A R

1
P 2 S ( )d k( T T ) k( T T )W

2 2

ω

ω

ω ω
ω ω

π π

−
= ⋅ = + = +∫   (2.84) 

where the upper and lower band angular frequencies are lω  and uω , respectively.  

The spectral noise density seen by the beam at the kicker is then using the general 

result according to eq. (2.66) 

( )
( ) ( ) ( ) ( )

2
2

A 0 A R2

Ze 1
S K G H Z k T T

A 2
ω ω ω= +

�
   (2.85) 

Inserting this into eq. (2.60) yields the mean square energy change per turn due to thermal 

noise 

( )
2

22 0
IC 0 A R s A s2

m

Ze1 E
E ( 1 ) Z k( T T ) K ( m )G H( m )

2 A 2 E

ω ∆
∆ κ ω ω

π

∞

=−∞

= + ⋅ + ⋅ ∑ �
. (2.86) 

The finite bandwidth of the amplifier and the symmetry rule *T ( n ) T( n )ω ω= −  leads then to 

the mean square energy change per turn due to thermal noise 

( ) 2

1

2 n
22 0

IC 0 A R s A s2
m n

Ze E
E ( 1 ) Z k( T T ) K ( m )G H( m )

A 2 E

ω ∆
∆ κ ω ω

π =

= + ⋅ + ⋅∑ �
  (2.87) 
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with s 0( 1 E /E )ω ω κ∆= + . If there is no filter in the cooling chain we set H( ) 1ω = . 

The total thermal noise power at the kicker entrance is 

2

th A A R

1 1
P G ( )H( ) k( T T )d

2 2
ω ω ω

π

∞

−∞

= +∫     (2.88) 

The total microwave power is then given by the sum micro S thP P P= + . 

The electronic power that has to be installed for the stochastic cooling system is determined 

from the sum of the total Schottky and thermal noise power at the kicker entrance. To account 

for losses in the cooling chain and for the statistical nature of the cooling signals a safety 

factor 4 to 6 has to be included to avoid signal distortions due to e.g. amplifier non-linarites so 

that the necessary electronic power is micro( 4 6 ) P− ⋅ . This guarantees that the amplifiers will 

not be saturated and no additional heating is introduced. 

If the input power th SP P P= +  is matched to the kicker impedance, see eq. (2.20), the 

required peak energy change exerted to an ion follows from ( )/( / ) /( )
2

KP E Ze A 2Z∆= .  

Instead using one high power amplifier we can distribute the power to more amplifiers 

which have only to deliver a correspondingly smaller power. E.g., if one uses four amplifiers 

with a quarter of the necessary power P one can write  

( )

( )

/ ( / )

/ ( / )

/ ( / )

( / )

2

K

2

K

2

K

E Ze A1 1
P 4 P 4

4 4 2Z

E Ze A1 4
4

4 4 2Z

1
E Ze A

4
4

2 Z 4

∆

∆

∆

= ⋅ = ⋅

= ⋅

 
 
 = ⋅

     (2.89) 

which shows that one can split a quarter of the necessary power to a quarter of the kicker shunt 

impedance. For the HESR cooling system (see Table 2.1) this means that instead using one 

amplifier for the kicker equipped with 64 ring-slot couplers having the shunt impedance KZ  

one can form four groups with 16 ring-slot couplers each group with shunt impedance /KZ 4  

powered with an amplifier that has only a quarter of the necessary power to be installed. 



44 

 

2.5 Palmer Cooling 

An essentially different momentum cooling technique is the Palmer cooling. While for TOF 

and the filter cooling methods pickups and kickers are applied in sum mode, i.e. they can be 

built identically, the Palmer method uses a specifically designed difference pickup located at a 

position with large horizontal momentum dispersion D in the ring and a kicker in sum mode. 

At a position with a small betatron function the particle position is then mainly given by

x D δ= ⋅  and is thus proportional to the relative momentum deviation δ of the particle. A large 

dispersion is necessary to provide large position deviations x as a function of momentum 

spread. Consequently a wide horizontal beam pipe is mandatory. Specifically designed 

pickups covering a large horizontal position range are used for that purpose (Palmer pickup) 

[2]. Despite the different technical layout of the cooling system this method also leads to a 

suppression of the Schottky noise in the center of the distribution. Thermal noise is however 

not suppressed due to the absence of the filter in the cooling chain. 

The coupling impedance of such a device is sensitive to the momentum deviation and is 

approximately given here as 

PA PLZ ( ) S( D ) Z ( )ω δ ω= ⋅      (2.90) 

with the dimensionless quantity 0S( D ) S Dδ δ= ⋅  and
i( ( ))

2
PL P 0Z ( ) Z Z sin ( )e

π
θ ω

ω θ ω
−

= ⋅ . 

The constant 0S  has the unit 1/m. The output voltage of a Palmer pickup is thus proportional 

to the momentum or energy deviation of a particle. No 90 degree phase shifter is necessary. 

The transfer function PAT ( )ω  for the Palmer method is given by 

 ( ) ( ) ( )S Di T
PA A PL 0

0

Ze 1
T K G Z D e

A
ω∆ω

ω ω ω
η ω

−=
�

  (2.91) 

where the coupling impedance PAZ ( )ω , eq. (2.90), has been used. 

Following similar steps as for filter or TOF cooling we find the coherent energy change a 

particle receives at the kicker per turn due to its own energy error at the pickup.  
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2.5.1 Coherent Response (Palmer) 

( ) { }( , )( ) ( ) Re ( ) ( )
2

1

2 n
i n E0

C s A PL s2
n n

Ze E 1 E
E 2 1 S D K n G Z n e

A 2 E E
ζ ∆ω ∆ ∆

∆ κ ω ω
π β =

= ⋅ + ⋅ ∑ �   (2.92) 

with s 0( 1 E /E )ω ω κ∆= + .  

Similarly to TOF cooling the Palmer cooling technique provides a larger cooling acceptance 

compared to filter cooling as is outlined in chapter 2.9. 

Similarly we derive the mean square energy change per turn at the kicker due to 

thermal and Schottky particle noise. 

2.5.2 Incoherent Beam Response 

2.5.2.1 Schottky Noise (Palmer) 

( ) 2

1

2
IC ,S

24 2 n
2

0
s A PL s2 2

n n

E

Ze E 1 E E 1
2 1 S( D ) ( E ,t ) K ( n )G Z ( n )

A 2 E E n

∆

ω ∆ ∆
κ Ψ ∆ ω ω

π β κ =

=

    
⋅ + ⋅ ⋅ ⋅    

    
∑ �

 

(2.93) 

with s 0 0( 1 E /E )ω ω κ= + . 

Observe that the frequency slip factor enters into the denominator. Thus heating by Schottky 

noise increases for bad mixing, i.e. small frequency slip factor. 

Expanding the expression in brackets in eq. (2.93) shows that Palmer cooling provides 

a similar suppression of the Schottky noise in the center of the distribution as was found for 

filter cooling. However, thermal noise in the cooling loop is not suppressed due to the absence 

of the filter in the cooling chain as shown in the next section. 

The Schottky power at the kicker entrance follows from 

   

2
2 PA

S A b

0

Z ( )1
P G ( ) S ( )d

2 Z

ω
ω ω ω

π

∞

−∞

= ∫ .   

           (2.94) 
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2.5.2.2 Thermal Noise (Palmer) 

( )
2

22 0
IC 0 A R s A2

m

Ze1 E
E ( 1 ) Z k( T T ) K ( m )G

2 A 2 E

ω ∆
∆ κ ω

π

∞

=−∞

= + ⋅ + ⋅ ∑ �
  (2.95) 

with s 0( 1 E /E )ω ω κ∆= + . 

We observe that the thermal noise contribution to diffusion is the same as for TOF cooling. 

The total thermal noise power at the kicker entrance is 

2

th A A R

1 1
P G ( ) k( T T )d

2 2
ω ω

π

∞

−∞

= +∫      (2.96) 

The total microwave power is then given by the sum micro S thP P P= + . 

It should be mentioned that in the HESR only the fast filter and/or TOF cooling 

techniques are applied.  

In chapter 2.8 a detailed discussion of the drift and diffusion terms appearing in the 

different cooling methods is outlined.  

2.6 Summary of Drift Terms 

2.6.1 Drift Terms Filter and TOF Cooling 

( ) { }( , )( , ) ( ) Re ( ) ( ) ( ) ( )
2

1

2 2 n
i n E0

s A s PL s s
n n

Ze E
F E t 2 1 K n G H n Z n P n e

A 2 E
ζ ∆ω ∆

∆ κ ω ω ω ω
π =

 
= ⋅ + 

 
∑ �  

with D
0 F PK

F

E T
( n, E ) n T

E T

∆ ∆
ζ ∆ ω κ

 
= − ⋅ + 

 
. 

For TOF cooling set H( ) 1ω =  and change sign of the electronic gain. 

The quantity ( , )F E t∆  has the unit 
eV /u

s
. 
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2.6.2 Drift Term Palmer Cooling 

( ) { }( , )( , ) ( ) ( ) Re ( ) ( )
2

1

2 2 n
i n E0

s A PL s2
n n

Ze E 1 E
F E t 2 1 S D K n G Z n e

A 2 E E
ζ ∆ω ∆ ∆

∆ κ ω ω
π β =

 
= ⋅ + ⋅ 

 
∑ �

 

The quantity ( , )F E t∆  has the unit 
eV /u

s
. 

 

2.7 Summary of Diffusion Terms and Noise Power 

2.7.1 Diffusion Terms of Filter and TOF Cooling 

Schottky Noise: 

( )
2

1

23 n
2 0

S 0
n n

E E E 1
D ( E,t ) Ze 1 ( E ,t ) T( n 1 )

2 E E n

ω ∆ ∆
∆ κ Ψ ∆ ω κ

π κ =

     
= + ⋅ ⋅ ⋅ +     

     
∑  

where the transfer function for TOF or filter cooling has to be inserted. 

The quantity SD ( E,t )∆  has the unit 
( )

2
eV /u

s
. 

 

Schottky power at the kicker entrance: 

2
2 PL

S A b

0

Z ( )1
P G ( )H( ) S ( )d

2 Z

ω
ω ω ω ω

π

∞

−∞

= ∫  

Thermal Noise: 

( ) 2

1

2 2 n
2

0
th 0 A R s A s2

m n

Ze1 E
D ( E,t ) (1 ) Z k(T T ) K ( m )G H( m )

2 A 2 E

ω ∆
∆ κ ω ω

π =

 
= + ⋅ + ⋅ 

 
∑ �  

The quantity thD ( E,t )∆  has the unit 
( )

2
eV /u

s
. 
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Thermal noise power at the kicker entrance: 

2

th A A R

1 1
P G ( )H( ) k( T T )d

2 2
ω ω ω

π

∞

−∞

= +∫  

Set H( ) 1ω =  for TOF cooling. 

 

2.7.2 Diffusion Terms Palmer Cooling 

Schottky Noise: 

( ) 2

1

S

24 3 n
2

0
s A PL s2 2

n n

D ( E,t )

Ze E 1 E E 1
1 S( D ) ( E,t ) K ( n )G Z ( n )

A 2 E E n

∆

ω ∆ ∆
κ Ψ ∆ ω ω

π β κ =

=

    
+ ⋅ ⋅ ⋅    

    
∑ �

 

Thermal Noise: 

( ) 2

1

2 2 n
2

0
th 0 A R s A2

m n

Ze1 E
D ( E,t ) ( 1 ) Z k( T T ) K ( m )G

2 A 2 E

ω ∆
∆ κ ω

π =

 
= + ⋅ + ⋅ 

 
∑ �

 

The diffusion terms have the units 
( )

2
eV /u

s
. 

Thermal noise power at the kicker entrance: 

2

th A A R

1 1
P G ( ) k( T T )d

2 2
ω ω

π

∞

−∞

= +∫  

In any cases the total microwave power at the kicker entrance is tot S thP P P= + . To account for 

the fact that noise signal are amplified and the losses may occur in the cooling chain a safety 

factor of 4 to 6 must be included to determine the necessary electronic power that has to be 

installed. 
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2.8 Discussion of Momentum Cooling Techniques 

In the following chapters we derive simplified expressions for the TOF and filter cooling 

methods by inspection of the drift and diffusion terms in the vicinity of zero momentum or 

energy spread. This allows highlighting the important quantities which determine the 

performance of the cooling system. Approximate expressions for the Schottky noise and 

thermal noise power are given to estimate the necessary electronic power which must be 

installed. The discussion also illustrates the limits of the cooling bandwidth that can be used 

for a given ring lattice design. 

A detailed discussion of the Palmer cooling technique [2] is omitted here.  

2.8.1 Filter Cooling 

Starting with coherent energy change according to eq. (2.53) and using the transfer functions 

for filter cooling we derive 

 
( )

( ) sin( ) cos( ( ) ( )) sin ( ( )).
2

1

2 n
20

C P K A
n n

2 Ze
E Z Z 1 G n n n 2 n

A 2

ω
∆ ηδ πηδ πηδ ζ ω θ ω θ ω

π =

= + − +∑   

  (2.97) 

Inserting the expression ( ) ( n, E )ζ ω ζ ∆≡  from eq. (2.51) into eq. (2.97) the argument of the 

cosine-function can be written as 

{ }PK 0 D PK 0 D

C

n ( 2r ) n T 2 ( n ) n ( 2r ) n T
π

π η η δ ω ∆ θ ω π η η δ ω ∆
ω

 
+ ⋅ + + ≈ + ⋅ + + 

 
 where the ratio 

F 0r T /T=  of the time of flight from pickup to kicker of the nominal particle and the revolution 

period has been introduced. To further simplify the expression, ( 1 ) sin( n )ηδ πηδ+ ⋅  is 

expanded w.r.t. δ  around zero resulting in ( 1 ) sin( n ) nηδ πηδ πηδ+ ⋅ ≈ .  

Further sin ( ( ))2 nθ ω  in eq. (2.97) is replaced by one (value at the center of the cooling 

bandwidth).  

For optimal cooling the delay time difference D D F amp delay FT T T ( T T ) T∆ = − = + −  of the 

cooling chain is adjusted to  
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D

c

T
π

∆
ω

= − .       (2.98) 

In this case the signal transit time from pickup input to kicker output equals the nominal 

particle travelling time from pickup to kicker, i.e., F amp delay

C

T T T
π

ω
= + + . Later when we 

discuss examples, it is shown how the correct delay delayT  is adjusted by an open loop gain 

measurement. 

The delay adjustment with eq. (2.98) then yields for the coherent energy correction per 

turn at the kicker in filter cooling 

( )
( ) cos( ( ) )

2

1

2 n

C 0 P K A PK
n n

Ze
E Z Z G n n 2r

A
∆ ω ηδ π η η δ

=

= ⋅ + ⋅∑   (2.99) 

From this result we conclude the important facts 

1. Each harmonic in the cooling bandwidth contributes to cooling. 

2. To first order the coherent energy change is proportional to η δ⋅  times the amplifier 

gain AG . It increases with increasing shunt impedance of pickup and kicker. 

a. Below transition energy 0η >  and the gain must be reversed, A AG G→ − , i.e. 

an additional 180 degrees phase shift must be introduced in the cooling chain to 

obtain cooling. 

3. The deviation from linearity ( C AE G∆ η δ∝ ⋅ ) at each harmonic is due the phase 

( )PKn 2rπ η η δ+ ⋅ . This is called mixing from pickup to kicker. This is largest at the 

high frequency end of the cooling system. 

4. In filter cooling both, the ring frequency slip factor η  and the frequency slip factor 

PKη  from pickup to kicker determine the mixing and thus the deviation from linearity 

of the coherent energy correction. The ring slip factor η  determines also the strength of 

the energy correction and therefore should be large. However a compromise has to be 

chosen to keep its influence on mixing from pickup to kicker small. As discussed 

below the frequency slip factor from pickup to kicker should be small as possible (the 

ideal case is a ring lattice with PK 0η = ) 
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5. The coherent energy change is proportional to P K AZ Z G⋅ . We will show below (eq. 

(2.106) that the Schottky particle power is proportional to 2
P AZ G . It is therefore useful 

to achieve a large kicker shunt impedance KZ  in order to keep the required power in a 

reasonable range. 

 

Unwanted mixing can be reduced if for each harmonic number n we have 

cos( ( ) )PKn 2r 1π η η δ+ ⋅ ≈ . This determines an upper limit 2 0f n f+ = ⋅  for the cooling system 

which follows from the requirement 2 PKn 2r
2

π
π η η δ+ ⋅ < . 

The maximum useful upper harmonic 2n  of the cooling system must thus be restricted 

to  

2

PK

1
n

2 2rη η δ
<

+ ⋅
    (2.100) 

where the maximum relative momentum deviation at the beginning of cooling is inserted. The 

relation clearly states the constraints imposed by the ring’s lattice design through the ring 

frequency slip factor and the slip factor from pickup to kicker. 

Increasing the frequency slip factor η  enhances the wanted mixing from kicker to 

pickup. However as is visible in eq. (2.100) it also decreases the upper frequency of the 

cooling system.  

In other words, the larger cooling bandwidth is chosen in order to receive a fast cooling 

rate, the smaller the momentum range where the drift term is linear will be. Beyond that the 

cooling force becomes non-linear. It can even cross zero leading to heating as will be shown. 

Cooling is only possible in a limited range of energy deviations. This defines the cooling 

acceptance discussed in section 2.9. 

A compromise has to be chosen to allow for a high frequency limit and non-

overlapping harmonics as is necessary for the filter cooling technique. It is also mandatory that 

for filter cooling the ring lattice should be designed such that the slip factor PKη  becomes 

almost zero.  
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If at each harmonic cos( ( ) )PKn 2r 1π η η δ+ ⋅ ≈  in eq. (2.99) then, using the 

approximation 
2

1

n
C

2
n n 0

n
Ω Ω

ω=

⋅
≈∑  where the center frequency of the cooling bandwidth is 

C Cf /2Ω π=  and the bandwidth is W /2Ω π= , we deduce coherent energy change in the small 

energy deviation approximation 

 
( ) ( )

.

2 2

C C
C 0 P K A 0 P K A2 2

0 0

Ze Ze E
E Z Z G Z Z G

A A E

Ω Ω Ω Ω ∆
∆ ω η δ ω κ

ω ω

⋅ ⋅
= ⋅ = ⋅   (2.101) 

The coherent energy change is thus proportional to both, the bandwidth and the center 

frequency of the cooling system. High shunt impedances for pickup and kicker are useful to 

reduce the electronic gain AG  and thus the necessary electronic power. The drift term F(E) for 

filter cooling according to eq. (2.5) is then found by multiplying eq. (2.101) with 0 /2ω π , 

 
( )

( ) .

2

P K A C

Ze1 E
F E Z Z G

2 A E

∆
∆ Ω Ω κ

π
= ⋅ ⋅   (2.102) 

In the vicinity of ∆ E 0≈  the cooling force (drift term) is thus linear in the energy deviation 

∆E. 

It should be noted that in deriving the expression for the drift term for filter cooling, 

eq. (2.99), it was essential to include the 90 degree phase shifter in the signal path. 

Approximation of Schottky and Thermal Noise 

Inserting into eq. (2.81) the transfer function for filter cooling and using the expansion 

2

2 2 2 2E E E
( 1 ) sin ( n ( 1 )) n

E E E

∆ ∆ ∆
κ π κ π κ  

+ + ≈  
 

 up to second order, then yields  

 
4

2 2 2
IC ,S P K A C2

1 ( Ze )
E Z Z G ( E ) ( E,t )

2 A E

κ
∆ Ω Ω ∆ Ψ ∆= ⋅ ⋅   (2.103) 

for the incoherent energy change per nucleon and per turn for filter cooling. Again the 

approximation 
2

1

n
C

2
n n 0

n
Ω Ω

ω=

⋅
≈∑  has been used.  
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Schottky noise heating is proportional to the amplifier gain squared. The result 

demonstrates clearly the effect of the filter. In the center of the distribution Schottky noise 

heating is suppressed since 2 2
IC ,SE ( E ) ( E,t )∆ ∆ Ψ ∆∝ . As already stated above Schottky 

noise is proportional to the particle distribution and thus explicitly depends on time. It is also 

apparent that a small ring slip factor is favored to reduce heating by Schottky noise. 

Similarly an approximation for the thermal noise contribution, eq. (2.87), for filter 

cooling is found with the result 
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2 n2
2 2 20
IC K R A A2

n n

( Ze ) E
E Z k(T T )G n

A 2 E

ω ∆
∆ κ

π =

 
= +  

 
∑   (2.104) 

Replacing the sum by 
2

1

2
n

2 C

n n 0 0

n
Ω Ω

ω ω=

 
≈  

 
∑  yields 

 

2 22
2 2C
IC K R A A2
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( Ze ) E
E Z k(T T ) G

A 2 E

ΩΩ ∆
∆ κ

π ω

   
= +    

  
  (2.105) 

Similar to Schottky noise the thermal noise contribution is suppressed at the filter frequency 

and a small ring slip factor is favored. 

Schottky Power and Thermal Noise Power at the Kicker Entrance 

Evaluating the Schottky noise power at the kicker entrance according to eq. (2.82) yields for 

filter cooling the expression 

 ( )
22 2 2 2 2

S P C A rms

0

P 2 N Ze Z G
Ω

π Ω η δ
ω

= ⋅ . (2.106) 

The Schottky power is determined by the number N and the squared charge state 2Z  of the 

ions. For heavy ions this fact can restrict the maximum cooling gain to values below the 

optimal case. The power is proportional to the relative rms momentum spread squared and is 

largest when cooling starts. During cooling the Schottky power decreases.  

Similar approximations as above in this chapter have been applied to derive the 

Schottky power in eq. (2.106).   
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The thermal noise power is constant during cooling and follows from eq. (2.88) 

 2
th R A A

1
P k( T T )G

2 2

Ω

π
= + . (2.107) 

The total microwave power at the kicker entrance is tot S thP P P= + . To account for the fact that 

noise signal are amplified and that losses may occur in the cooling chain a safety factor of 5 

must be included to determine the necessary installed electronic power. 

2.8.2 Time-Of-Flight Cooling (TOF) 

In the Time of Flight (TOF) cooling technique the filter is removed while all other components 

in the cooling chain remain unchanged. It is essential that the cooling path contains a 90 

degree phase shifter that accomplishes the differentiation of the pickup signal pulses in time 

domain. Compiling the appropriate transfer functions in eq. (2.53) leads to the coherent energy 

change in TOF cooling 

 
( )

( ) sin( ( ) ( )) sin ( ( ))
2

1

2 n
20

C P K A
n n

2 Ze
E Z Z 1 G n 2 n n

A 2

ω
∆ ηδ ζ ω θ ω θ ω

π =

= + −∑   (2.108) 

with 0 0 0( 1 E /E ) ( 1 )ω ω κ ω ηδ= + = +  and ( ) ( n, E )ζ ω ζ ∆≡  as given in eq. (2.51). 

For the purpose of illustration we further simplify and adopt as previously the 

approximation sin ( ( ))2 n 1θ ω ≈  in the above expression.  

In TOF cooling we can apply the same delay adjustment D

c

T
π

∆
ω

= −  as for filter 

cooling since the signal transit time of the cooling path is the same. The phase factor in eq. 

(2.108) then becomes 

 ( ) ( ) PK 0
PK

C

n 2 n n 2 r n 2 r
η ω

ζ ω θ ω ηδ π π π η δ
η ω

 
− = − + ≈ − 

 
 (2.109) 

since for the HESR cooling system 0

C

ω
π

ω
 is a small quantity. 
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With the approximate phase factor eq. (2.109) we expand ( )sin( )PK1 n 2 rηδ π η δ+ −  in 

eq. (2.108) w.r.t. δ  up to first order yielding ( )sin( )PK PK1 n 2 r n 2 rηδ π η δ π η δ+ − ≈ − . The 

coherent energy change in TOF cooling for small energy deviations then further reduces to  

( ) 2

1

2 n

C 0 P K PK A
n n

Ze
E Z Z 2r G n

A
∆ ω η δ

=

= − ∑ . 

Dealing with the same approximation of the sum as applied in filter cooling entails 

 
( )

2

C
C 0 P K A PK2

0

Ze E
E Z Z G 2 r

A E

Ω Ω ∆
∆ ω κ

ω

⋅
= −  (2.110) 

as the coherent energy correction of an ion per turn at the kicker in TOF cooling. 

The drift term for TOF cooling becomes  

 
( )

( )

2

P K A C PK

Ze1 E
F E Z Z G 2 r

2 A E

∆
∆ Ω Ω κ

π
= − ⋅ . (2.111) 

In the vicinity of E 0∆ ≈  the cooling force (drift term) is thus linear in the energy deviation 

∆E. 

The similarity of the drift term to that for filter cooling, eq. (2.102), is apparent. There 

are however two major differences. 

1. While for filter cooling mixing from pickup to kicker should be avoided ideally by 

designing a magnetic lattice of the accelerator ring with PK 0η ≈  TOF requires good 

mixing from pickup to kicker PK 0η ≠ . Also the ratio F 0r T /T=  of particle flight time 

FT  from pickup to kicker and the revolution period 0T  should be large.  

2. The minus sign in eq. (2.111) indicates that the gain must be reversed when the cooling 

system is switched from filter, eq. (2.102), to the TOF cooling method. 

3. If PK 0κ >  cooling requires that AG 0>  and vice versa.  

In general the optimal lattice requirements w.r.t. mixing are not met. Even in this case 

satisfactory results can be achieved with both cooling methods. Moreover we can apply both 

cooling methods. As will be shown below the TOF cooling method obeys the larger cooling 

acceptance (the range of momentum spread that can be cooled). If initially the momentum 



56 

 

spread exceeds the cooling acceptance of filter cooling (too much mixing from pickup to 

kicker) one can simply start cooling with the TOF cooling method and switch to filter cooling 

if the momentum spread is small enough to fit into the filter cooling acceptance. This 

technique has been successfully applied for the first time at COSY [4] with its (1 – 3) GHz 

cooling system [8]. 

Approximation of Schottky and Thermal Noise 

The mean squared energy change per turn at the kicker in TOF cooling by Schottky noise is 

found from eq. (2.81) when the filter is removed in the cooling chain (the delay path is 

opened). We find  

 

24
2 2 0
IC ,S P K A2

C

( Ze ) E
E 2 Z Z G ( E,t )

A 2

ω Ω
∆ Ψ ∆

π Ω κ

 
= ⋅ 

 
. (2.112) 

In the derivation of eq. (2.112) the approximation 
2

1

n
2

n n 1 C

1 n
ln

n n

Ω

Ω=

≈ ≈∑  has been used. 

A comparison of eq. (2.112) with the corresponding mean squared energy change per 

turn for filter cooling, eq.(2.103), shows that Schottky particle noise is not suppressed in the 

center of the distribution. Eq. (2.112) also shows that TOF cooling favors good mixing, i.e. a 

large κ  that reduces the Schottky noise heating term. This is different for filter cooling where 

large mixing should be avoided, see also eqs. (2.103) and (2.105). 

Evaluating the thermal noise contribution, eq. (2.87), for TOF cooling yields the 

approximation 

 
2

2 2
IC K R A A2

( Ze )
E Z k( T T )G

A 2

Ω
∆

π
= +  (2.113) 

which indicates that for TOF cooling the thermal noise contribution to the diffusion is now 

constant. 

Schottky Power and Thermal Noise Power at the Kicker Entrance 

Following the same procedure as above one finds that the Schottky power at the kicker 

entrance for TOF cooling equals 
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 ( )
2 20

S P AP 2N Ze Z G
2 2

ω Ω

π π
=  (2.114) 

and the thermal noise power is found to be 

 2
th R A AP k( T T )G

2

Ω

π
= + . (2.115) 

The Schottky noise power is now independent of momentum spread due to the absence of the 

filter. Consequently the Schottky power is not reduced during cooling. The thermal noise 

power is now a factor of two larger as compared to filter cooling, eq. (2.107). 

The total microwave power at the kicker entrance is tot S thP P P= + . To account for the 

fact that noise signal are amplified and that losses may occur in the cooling chain a safety 

factor of 4 to 10 must be included to determine the necessary installed electronic power. The 

actual safety factor however depends on the amplifier layout. Intermodulation, as caused by 

non-linear behavior of the signal processing, adds additional frequency components which has 

to be avoided. 

The essential difference to filter cooling is the strong Schottky noise as well as thermal 

noise contribution to heating in the center of the beam distribution as shown by the Equations 

(2.112) and (2.113). Consequently the gain has to be reduced as compared to filter cooling to 

avoid too much heating. In general TOF cooling is slower and leads to higher equilibrium 

values for the momentum spread. 
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2.9 Momentum Cooling Acceptance  

Rearranging eq. (2.100) for filter cooling shows that the drift term is nearly linear in a range 

 
2

0

PK

E f
E

2 2r f

β
∆

η η +

<
+ ⋅

 (2.116) 

where the upper frequency of the cooling system is denoted by f+ . If the energy spread is 

increased the drift term becomes non-linear and will change its sign if the energy spread is too 

large. The maximum energy range or range of relative momentum spread for which cooling is 

achieved is called cooling acceptance. 

A similar relation as given in eq. (2.116) for filter cooling can be found for TOF 

cooling. The result is 

 
2

0

PK

E f
E

2 2r f

β
∆

η +

<
⋅

  (2.117) 

A comparison of eqs. (2.116) and (2.117) shows that for regular lattice optics the linearity 

range of TOF cooling is larger as compared to filter cooling. Consequently the cooling 

acceptance in TOF cooling is larger. 

It can be shown that Palmer cooling has a cooling acceptance likewise large as that of TOF 

cooling with a linearity range given by eq. (2.117). 

An example for the cooling acceptance is presented in Figure 2.23 below. 

2.10 Open Loop Gain and Beam Feedback 

In the derivation of the drift and diffusion terms given in the previous chapters we assumed 

that the beam signals are measured with a pickup, amplified and fed to the kicker that 

produces the energy change of an ion. It was neglected so far that the electromagnetic kicker 

fields can coherently excite the beam at its eigen-frequencies, which subsequently introduce 

modulations of the beam current or the beam dipole moment which are then propagated 

coherently back to the pickup by the beam. This feedback from kicker back to the pickup via 

the beam [36] is illustrated with the feedback loop shown in Figure 2.11.  
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The measured beam current at the pickup output PU is the sum of the undisturbed 

beam current iI ( )ω  as given in eq. (2.35) and the current modulation I( )∆ ω  produced by the 

beam feedback. The energy change per nucleon of an ion introduced by the kicker KI is 

therefore deduced from iE( ) T( ) ( I ( ) I( )).∆ ω ω ω ∆ ω= ⋅ +  

 

 

 

 

 

 

Figure 2.11: Feedback loop TOF or filter momentum cooling. The undisturbed beam current 

Ii(ω) is modified by addition of the modulation I( )∆ ω  introduced by the beam feedback. The 

loop can be opened between points A and B. A signal is then fed into the loop at point A and 

the response of the cooling system including the beam is measured at point B with a network 

analyzer. The resulting open loop gain completely determines the cooling system properties. 

 

From Figure 2.11 we find that the current modulation is 

 I( ) B( ) E( )∆ ω ω ∆ ω= ⋅   (2.118) 

with the beam transfer function (BTF) B( )ω . Combining both equations yields for the energy 

change at the kicker 

 i

T( )
E( ) I ( )

1 B( )T( )

ω
∆ ω ω

ω ω
= ⋅

−
. (2.119) 

If we compare this with eq. (2.10) we can write the effective or closed loop gain of the cooling 

system including beam feedback as 

 c

T( )
G ( )

1 B( )T( )

ω
ω

ω ω
=

−
. (2.120) 

Ii(ω) 

∆I(ω) 

T(ω) 

B(ω) 

∆E(ω) 

PU KI B  A 
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The product  

 S( ) B( ) T( )ω ω ω= ⋅   (2.121) 

in the denominator of eq. (2.120) is denoted as the open loop gain. The open loop gain obeys 

the symmetry role *S ( ) S( )ω ω= − . 

Explicitly, including feedback via the beam, the transfer functionT( )ω  of the cooling system 

must be replaced by the closed loop gain cG ( )ω  in the equations for the drift term in the FPE. 

The diffusion terms must be multiplied by 
2

1 / 1 S( )ω−  [2, 36]. 

The open loop gain S can be measured if the cooling loop between pickup and kicker is 

opened at any point. A signal is then fed into point A, see Figure 2.11, and the response of the 

beam due to the excitation is measured at point B with a network analyzer (NA). The 

measurement scheme is essential the same as that used in signal analysis [37]. A device under 

test (DUT) is excited with the NA by a swept sine wave covering the frequency range of 

interest. The frequency response of the DUT is measured with the NA. The open loop or BTF 

measurement is an essential tool to analyze and adjust the cooling system for its best 

performance. Since the open loop gain S is a complex frequency dependent quantity we can 

consider magnitude and phase of S or the real and imaginary part of S. In general a magnitude 

and phase measurement at a large number of harmonics in the cooling bandwidth is carried out 

to adjust the gain and phase of the cooling system. Specifically, plotting the imaginary part 

versus the real part as a function of frequency around a revolution harmonic yields the Nyquist 

plot [37]. As shown below, this plot, carried out at revolution harmonics in the cooling 

bandwidth, provides important information on the stability margin of the cooling loop. 

Moreover a BTF measurement delivers important information on possible resonances that are 

provoked by an interaction of the beam with its environment (impedances).  

A major result of signal analysis [37] is that if the real part of S equals one and the 

imaginary part is zero the cooling loop becomes self-oscillatory, i.e., even with zero input 

signal the system will oscillate. The system is unstable. Cooling is achieved if the absolute 

value of 1 - S is larger than one. An example of an open loop measurement is discussed below. 

The quantity 1/( 1 S )−  is called signal suppression. Optimal cooling is achieved with S 1= −  

and therefore with signal suppression 0.5. 
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Although there exist various original papers and books, see e.g. [1, 38, 39, 40, 41], in 

which the longitudinal and transverse BTF is examined in detail we adopt the description 

given in [42] for the general case of a coupled longitudinal and transverse phase space in this 

contribution. The prominent advantage of the derivation in [42] is the formal and identical 

treatment for both transverse and longitudinal beam transfer function. The application of 

modern signal analysis theory and perturbation treatment of the Vlasov equation is therefore a 

valuable source in the present context. So it appears useful to outline it here in more detail. 

Since in stochastic cooling the phase space planes are not (or should not be) coupled we 

present a detailed derivation for each plane separately.  

Consider the longitudinal motion of a continuous coasting beam (DC beam). Then, as 

discussed in chapter 2.4, the orbital motion of a particle with angular frequency ω is given by 

 ( ) 0t tΘ ω Θ= +   (2.122) 

where the phase 0Θ  is a random variable uniformly distributed in [ [,0 2π .  

We discuss first the case where there are no forces applied by the kicker on the 

particles and thus each individual particle energy SE E E∆= +  where SE  is mean total energy 

per nucleon is constant. From eq. (2.122) we have that  constantΘ ω= =ɺ  and E E 0∆= =
i

ɺ . 

The dot denotes the time derivative. 

Instead using the longitudinal phase space co-ordinates ( , )EΘ  or ( , )EΘ ∆  to describe 

the particle motion we use the angle-action variables ( , )JΘ . The action variable is defined as  

 ( )
( )

E

E

dE
J E

Eω

′
=

′∫
ɶ

  (2.123) 

and has the unit /eV s u⋅ . For a given energy E the action J(E) is the phase space area enclosed 

by a phase space trajectory divided by 2π . It can be shown that the space area in angle-action 

variables ( , )JΘ  or ( , ) ( , / )J EΘ ∆ Θ ∆ ω=  is conserved during acceleration, see chapter 6.  

The action variable for the motion given by eq. (2.122) is simply 
E

J
ω

= . From eq. (2.123) we 

conclude J 0=ɺ  since there is no energy change, i.e., E 0=ɺ . The time evolution of the orbital 
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motion of a particle, eq. (2.122), in angle-action variables ( , )JΘ , can be derived from the 

Hamiltonian 

 ( , ) ( )0H J J E JΘ ω= ⋅ =   (2.124) 

with the canonical Hamilton’s equations  

 
( , ) ( , )

.0 0H J H J
and J

J

Θ Θ
Θ

Θ

∂ ∂
= = −

∂ ∂
ɺ ɺ   (2.125) 

Since the Hamiltonian does not depend on Θ  it follows J 0=ɺ  as desired. The particle motion 

in angle action variables ( , )JΘ  is simply given by a straight line for given value of the J(E) as 

depicted in Figure 2.12. 

 

 

 

 

Figure 2.12: Phase space trajectory in action-angle variables. 

 

Since the Hamiltonian does not depend on time explicitly and there are no external 

forces we conclude for any particle beam distribution in phase space ( , , )J tΨ Θ  that the total 

time derivative /d dtΨ  vanishes along any phase space trajectory ( ( ), ( ))t J tΘ  as a 

consequence of phase space conservation. Carrying out the total derivative of Ψ  one finds the 

Vlasov equation 

 { }
( , , )

: ,0 0
0

H Hd J t
0 H

dt J J t t

Ψ Θ Ψ Ψ Ψ Ψ
Ψ

Θ Θ

∂ ∂∂ ∂ ∂ ∂ 
= = − − + = − + 

∂ ∂ ∂ ∂ ∂ ∂ 
  (2.126) 

where the Hamiltonian’s equations (2.125) have been used. For convenience, we also 

introduced the compact notion of the Poisson bracket { },H Ψ  for two functions H and Ψ  

defined on phase space ( , )JΘ . 

J(E) 

Θ 2π 
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From the definition of the Poisson bracket it is easily seen that { } { }, ,A B B A= − . 

Note, from eq. (2.126) / t 0Ψ∂ ∂ =  since we assume a continuous coasting beam (DC beam) 

with a particle density which does not vary along the ring, / 0Ψ Θ∂ ∂ = , and the Hamiltonian 

(2.124) does not depend on azimuth. The particle density therefore only depends on J and is 

given by  

 ( , , ) ( )0

1
J t J

2
Ψ Θ Ψ

π
=   (2.127) 

The particle number N in the beam is conserved and the normalization is such that 

 ( , , ) ( )

2 2

0

0 0 0 0

1
J t d dJ J d dJ N

2

π π

Ψ Θ Θ Ψ Θ
π

∞ ∞

= =∫ ∫ ∫ ∫   (2.128) 

where ( )0

0

J dJ NΨ
∞

=∫ .  

We now apply a voltage to the kicker, located in azimuth at KΘ . The voltage as seen 

by the beam particles is denoted by ( , )KU t Θ . Since the particles sample the applied voltage at 

the kicker location once per turn we can write for the energy change per time of a particle 

 ( , ) ( ( ) )K K
n

Ze
E U t t 2 n

A
ω Θ δ Θ Θ π

∞

=−∞

= − −∑ɺ   (2.129) 

or expressed with the action variable J, eq. (2.123), 

 ( , ) ( ( ) ).K K
n

E Ze
J U t t 2 n

A
Θ δ Θ Θ π

ω

∞

=−∞

= = − −∑
ɺ

ɺ   (2.130) 

In the equations the delta function appears expressing the assumption that the kicker length is 

considered to be short as compared to the ring length. So most of the time the particle energy 

E or the action J does not change, E 0=ɺ  or J 0=ɺ , except when the particle is at the kicker. 

We assume that the energy change of a particle at the kicker is small enough so that the 

kicker action can be treated as a perturbation of the Hamiltonian 0H , eq. (2.124). Since the 

perturbation is weak the Vlasov equation (2.126) still holds for the Hamiltonian 
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 ( , , ) ( ) ( ) ( , )0H J t H J A t JΘ Θ= − ⋅A   (2.131) 

of the perturbed particle motion. The perturbation of the Hamiltonian (2.124) is denoted by 

( , , ) ( ) ( , )H J t A t J∆ Θ Θ= − ⋅A . The particle number N is still conserved. The assumption is 

justified since for a practical cooling system the gain and phase are properly adjusted so that 

no particle loss occurs.  

We can use the Hamiltonian’ equation similar to eq. (2.125) where we replace 0H  by 

the Hamiltonian in eq. (2.131) to find the perturbed particle motion 
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= −

∂

∂
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∂

= − −

= ⋅

∑

∑

ɺ

A

  (2.132) 

where we have used eq. (2.130) for the derivative of the action (energy) variable. Eq. (2.132) 

suggests to write 

 ( )
( ) ( ; ) ( , ) Kin

K
n

Ze 1
A t U t and J e

A 2
Θ ΘΘ Θ

Θ π

∞
−

=−∞

∂
= =

∂
∑A   (2.133) 

For the angle variable we derive 

 ( ) ( , )

( )

0

0

H

J

H
A t J

J J

H
J

J

Θ

Θ

ω

∂
=

∂

∂ ∂
= − ⋅

∂ ∂

∂
= =

∂

ɺ

A   (2.134) 

where in the last step we took into account that the kicker only affects the energy of a particle 

and not its azimuthal position, i.e. ( , )/J J 0Θ∂ ∂ =A . 

From eqs. (2.132) and (2.134) it follows that we can use the unperturbed motion 

( ) 0t tΘ ω Θ= +  and J( t ) J=  when considering observables along a trajectory in phase space.  
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The perturbed particle distribution can be written as 

 ( , , ) ( , ) ( , , )J t J J tΨ Θ Ψ Θ ∆Ψ Θ= +   (2.135) 

with the unperturbed particle distribution  

 ( , ) ( )0

1
J J

2
Ψ Θ Ψ

π
=   (2.136) 

and the perturbation ( , , )J t∆Ψ Θ .  

Inserting the perturbed particle distribution (2.135) into the Vlasov equation (2.126) we 

deduce for the perturbation ( , , )J t∆Ψ Θ  the first order partial differential equation 

 { } { }( , , ) ( ), ( , , ) ( ) ( , ), ( , )0J t H J J t A t J J
t

∆Ψ Θ ∆Ψ Θ Θ Ψ Θ
∂

= −
∂

A   (2.137) 

where again the curly brackets denote the Poisson brackets introduced with eq. (2.126).  

We further simplify the differential equation by introducing the operator 0L  by the 

definition 

 { }: ,0 0L g i H g=   (2.138) 

for any function on phase space ( , )g JΘ  with the fixed unperturbed Hamiltonian ( )0H J  in 

eq. (2.124). One easily checks that the operator 0L   is linear. 

Specifically we have { },0 0L i H∆Ψ ∆Ψ=  for the perturbation ( , , )J t∆Ψ Θ . This is equivalent 

to { },0 0H i L∆Ψ ∆Ψ= − ⋅ . Inserting this into eq. (2.137) yields the inhomogeneous partial 

differential equation 

 { }( ) ,0i L A t
t

∆Ψ ∆Ψ Ψ
∂

= − ⋅ − ⋅
∂

A   (2.139) 

for the perturbation ( , , )J t∆Ψ Θ  with the driving term { }( ) ,A t Ψ− ⋅ A . 

The form of the differential equation (2.139) suggests that in the absence of the 

perturbation, i.e., ( )A t 0=  , the homogeneous solution of eq. (2.139) can be written as 
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( )

( , , ) ( , , ) ( , , )0 0iL t t iL tJ t e J t e J 0∆Ψ Θ ∆Ψ Θ ∆Ψ Θ′− − −′= =   (2.140) 

since the operator 0L  for continuous coasting beams does not depend on time. 

The formal solution of the inhomogeneous equation (2.139) is then given by [42] 

 { }( )
( , , ) ( ) ( ( ), ( )), ( ( ), ( ))0

t
iL t tJ t e A t t J t t J t dt∆Ψ Θ Θ Ψ Θ′− −

−∞

′ ′ ′ ′ ′ ′= − ∫ A   (2.141) 

which is easily checked by taking the partial derivative w.r.t. time. Observe that ( , , )J t∆Ψ Θ  

vanishes when t → −∞ . This reflects the fact that the perturbation is zero in the past before the 

kicker is switched ON. In other words, there is no output signal before the input signal is 

present. The value of the perturbation at time t depends only the past values at time t t′ ≤  of 

the kicker excitation (Causality principle of a physical response). 

Before we continue to discuss the solution we remark that for any physical observable 

( , )B JΘ  in phase space, which does not explicitly depend on time, the equation of motion 

along a phase space trajectory ( ( ), ( ))t J tΘ  can be written as  

 { },0 0

dB
H B i L B

dt
= − = ⋅   (2.142) 

with the solution 

 
( )

( ( ), ( )) ( ( ), ( )) ( ( ), ( ))0 0iL t t iL tB t J t e B t J t e B 0 J 0Θ Θ Θ′− − −′ ′= = .  (2.143) 

For the unperturbed particle motion the beam current at the entrance of the pickup located at 

azimuth PΘ  was given in eq.(2.32) . We have 

 
N

P r r P
r 1 n

I( t; ) Ze ( ( t ) 2 n )Θ ω δ Θ Θ π
∞

= =−∞

= − −∑ ∑ .  (2.144) 

We generalize this expression as was done previously using the fact that the beam consists of a 

large number of particles N with angular frequencies r 0ω >  clustered around the central value 

0ω . We further use that for the continuous coasting beam rΘ  is uniformly distributed in 
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[ [,0 2π . We then can replace the sum of the particle number in eq. (2.144) by a double integral 

and receive for the beam current at the pickup entrance 

 

2

P P
n0 0

I( t; ) Ze ( ( t ) 2 n ) ( , )d d
π

Θ ω δ Θ Θ π Ψ Θ ω Θ ω
∞ ∞

=−∞

= − −∑∫ ∫ ɶ   (2.145) 

where ( , )Ψ Θ ωɶ  is the unperturbed particle distribution in ( , )Θ ω  co-ordinate space. Using the 

Fourier representation of the delta function the beam current eq. (2.145) can be written as 
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∑∫ ∫

ɶ

  (2.146) 

where in the last step the conservation of probability ( , ) ( , )d d J d dJΨ Θ ω Θ ω Ψ Θ Θ=ɶ  for the 

unperturbed particle distribution ( , )JΨ Θ  according to eq. (2.136) has been applied. 

We can now calculate the current modulation ( ; )PI t∆ Θ  at the pickup as the response 

to the kicker excitation ( , )KU t Θ . With the perturbation of the particle distribution 

( , , )J t∆Ψ Θ  defined in eq. (2.135) one can write for the current modulation at the pickup 

 

2

P

0 0

I( t; ) B( ,J ) ( ,J,t)d dJ
π

∆ Θ Θ ∆Ψ Θ Θ
∞

= ∫ ∫ .  (2.147) 

where for abbreviation the pickup observable 

 Pin( )

n

( J )
B( ,J ) Ze e

2
Θ Θω

Θ
π

∞
−

=−∞

= ∑   (2.148) 

has been introduced. 

Inserting the formal solution (2.141) for the perturbed beam particle distribution into eq. 

(2.147) leads to 

 { }0

t 2
iL ( t t )

P

0 0

I( t; ) A( t ) B( ,J )e ( ( t ),J( t )), ( ( t ),J( t )) d dJdt
π

∆ Θ Θ Θ Ψ Θ Θ
∞

′− −

−∞

′ ′ ′ ′ ′ ′= − ∫ ∫ ∫ A   

  (2.149) 
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which becomes with the property (C.15) in Appendix C  

 ( ){ }0

t 2
iL ( t t )

P

0 0

I( t; ) A( t ) e B( ,J ) ( ( t ),J( t )), ( ( t ),J( t )) d dJdt
π
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−∞
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  (2.150) 

Carrying out the time propagation 
( )

( ( ), ( )) ( , )0iL t tB t t J t t e B JΘ Θ′−′ ′− − =  according to eq. 

(2.143) in the integral of eq. (2.150) and using the property { } { }, ,A B B A= −  of the Poisson 

bracket for any observables we obtain with the definition of the response function 

 { }
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P K

0 0

R ( t t ; ; ) ( ( t ),J( t )), ( ( t ),J( t )) B( ( t t ),J( t t ))d dJ
π

Θ Θ Ψ Θ Θ Θ Θ
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  (2.151) 

the current modulation 

 

t

P P KI( t; ) R ( t t ; ; ) A( t )dt∆ Θ Θ Θ
−∞

′ ′ ′= − ⋅∫ �
 (2.152) 

The equation describes the propagation of a disturbance ( ) ( ; )KA t U t Θ′ ′=  applied at the 

kicker location KΘ  at time t t′ <  which is subsequently observed at the pickup at location PΘ  

at a later time t. The propagation of the applied energy changes at the kicker is completely 

determined by the response function in time domain given in eq. (2.151). The behavior of the 

beam is completely analog to a linear and time-invariant system described in signal 

processing. The output of the system PI( t; )∆ Θ  is simply the convolution of the input to the 

system, ( ) ( ; )KA t U t Θ′ ′= , with the system's response function as given in eq. (2.152).  

From a Fourier transform of eq. (2.152) it follows that in angular frequency domain 

 P
P K

K

I( ; )
R ( ; ; )

U( ; )

∆ Ω Θ
Ω Θ Θ

Ω Θ
=

�
  (2.153) 

represents the ratio of current modulation at the pickup entrance to the kicker voltage seen by 

the particles. The required beam transfer function according to the definition (2.118) is then  
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The response function ( ; ; )P KR t t Θ Θ′−
�

 in eq. (2.151) only depends on the time difference 

t t′−  since the continuous coasting beam is time-translation invariant. Eq. (2.151) then reduces 

to  

 { }
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P K
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R ( ; ; ) ( (0 ),J(0 )), ( (0 ),J( 0 )) B( ( ),J( ))d dJ .
π
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= ∫ ∫�
A   (2.155) 

We remark that according to eq. (2.122) 0( 0 )Θ Θ=  and J( 0 ) J= . 

The evaluation of the Poisson bracket in eq. (2.155) yields 
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and the pickup observable B( ( ),J( )) B( ( ),J )Θ τ τ Θ τ≈  follows from eq. (2.148) with the 

unperturbed motion ( ) 0Θ τ ωτ Θ= +  
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  (2.157) 

Inserting eqs. (2.156) and (2.157) into the equation for the response function (2.155) yields  
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In deriving the result the property 

 0

2
i( n m )

0 n, m

0

1
e d

2

π
Θ Θ δ

π
+

−=∫   (2.159) 

has been used. The double sum which appears when evaluating eq. (2.155) then collapses into 

one sum. 
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The conservation of probability requires  

( , )d ( ,J )dJ ( ,E)dEΨ Θ ω ω Ψ Θ Ψ Θ= =ɶ  

and we can write 

 0dE d
( ,J ) ( ,E) ( ,E) ( , ) ( , ) sign( )

dJ dE E

ωω
Ψ Θ Ψ Θ ωΨ Θ ωΨ Θ ω κ ωΨ Θ ω κ= = = =ɶ ɶ  

  (2.160) 

with 0d /dE /Eω κ ω=  and κ  as given in eq. (2.49). It follows  

 ( )0( ,J )
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∂ ∂
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∂ ∂
ɶ . (2.161) 

With the help of the last equation the integral (2.158) w.r.t. the action J can then be expressed 

as an integral w.r.t. angular frequency ω   
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The densities are normalized as 

2

0 0 0

( , )d d 2 ( , )d N
π

Ψ Θ ω Θ ω πΨ Θ ω ω
∞ ∞

= =∫ ∫ ∫ɶ ɶ  since the 

unperturbed angular frequency distribution does not depend on azimuth. It is now convenient 

to use the definition 

 0( ) 2 ( , )Ψ ω πΨ Θ ω= ɶ   (2.163) 

with the particle frequency distribution 0( )Ψ ω  normalized as 
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Eq. (2.162) can then written as 
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To find the frequency response to the kicker excitation we apply the Laplace transform 

st

0

h( s ) h( t )e dt
∞

−= ∫  to eq. (2.165) with the complex frequency s iλ Ω= + . This yields 
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The angular frequency response is found from eq. (2.166) by letting λ  approach zero in 

s iλ Ω= + . The sum in the integral can be performed exactly [43]  
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so that the frequency response becomes 
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  (2.168) 

and the beam transfer function is finally found with eq. (2.154) 
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  (2.169) 

where the mixing factor between pickup and kicker is introduced by 

 0

1 1
i2

C( , ) e
παΩ

ω ωΩ ω

 
− 

 =   (2.170) 

with K P( )/ 2α Θ Θ π= − . The nominal particle travelling time from pickup to kicker is 

denoted by FT .  

To illustrate the essential physics contained in the beam transfer function of a 

stochastic cooling system as given in eq. (2.169) we assume a narrow frequency distribution 

so that the bands do not overlap. The mixing factor is approximated with C( , ) 1Ω ω ≈ . We 
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assume that the delay line is adjusted to the nominal particle travelling time from pickup to 

kicker and thus cancels the factor Fi Te Ω  in eq. (2.169). In this case eq. (2.169) simplifies to 

 ( )0
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.  (2.171) 

The only contribution to the real part of the BTF stems from the singularities of the term 

cot( )
Ω

π
ω

 in the integrand since  

 ( )0

0

( ) d 0ωΨ ω ω
ω

∞
∂

=
∂∫

.  (2.172) 

The singularities occur when the excitation frequency of the kicker equals nΩ ω=  where n is 

a revolution harmonic. The imaginary part of 1 i cot( )
Ω

π
ω

+  is nearly zero if the beam is 

excited in the non-overlapping region with a frequency between the revolution harmonics. In 

this case the resistive real part vanishes. 

In the vicinity of the singularities of cot( / )πΩ ω  we expand  
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Ω ω
π

ω π Ω ω
≈

−
 (2.173) 

and consider the beam transfer function according to eq. (2.171) for a small frequency spread 

0/∆ω ω . To avoid the singularities in the integral for the beam transfer function we add a small 

imaginary part to the exciting frequency, iΩ Ω ε→ − , with 0ε > . The choice of a negative 

imaginary part guarantees that the response in time, eq. (2.152), vanishes in the past, i.e. 

P
t
lim I( t; ) 0∆ Θ
→−∞

= , as required for causality of the time signals (No output before input). To 

see this, consider the signal 
i t

P KB ( ; ; ) e ΩΩ Θ Θ ⋅
�  for the single frequency Ω . It is obvious that 

the signal lasts forever. If we make the above replacement iΩ Ω ε→ − , with 0ε >  then 

i( i )t i t t
P K P KB ( i ; ; ) e B ( i ; ; )e eΩ ε Ω εΩ ε Θ Θ Ω ε Θ Θ−− ⋅ = −

� �  will vanish in the past as t → −∞ . 

With this the beam transfer function, eq. (2.171), transforms into 
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The limit in eq. (2.174) can be evaluated with the formula (B.14), Appendix B, 
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where P stands for the principal value part of the integral.  

For non-overlapping, well separated revolution harmonics we obtain the beam transfer 

function  
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where for one revolution harmonic n the density is given by 0

1
( )

n n

Ω
Ψ Ω Ψ

 
=  

 
.  

If more than one band contributes to an exciting frequency Ω  we have to add up all 

contributing harmonics in the frequency range of interest. The total density ( )Ψ Ω  in the real 

part of the BTF for overlapping bands is then according to eq. (2.74) given by 
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∑   (2.177) 

for small total spread in ∆ω  ( 0/ 1∆ω ω < ). 

For non-overlapping, well separated revolution harmonics the beam transfer function, 

eq. (2.176), can be simplified to give for one harmonic n 
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  (2.178) 
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with 0 0n (1 / )Ω ω ∆ω ω= + . 

A direct consequence of the causality of the time domain response of the beam is that 

the real and imaginary parts of the beam transfer function cannot be independent from each 

other. Indeed, causality implies that the imaginary and real parts of the beam transfer function 

satisfy the Kramers-Kronig relations [42, 44] 
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and 
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where again P stands for the principle value part of the integral (see Appendix B). 

These equations imply that the knowledge of one component (imaginary or real part) implies 

the knowledge of the other and thus the full complex and analytical BTF. 

Furthermore, from the Kramers-Kronig relation we can conclude the interesting fact that the 

beam response cannot be purely resistive, i.e., P KIm B ( ; ; ) 0Ω Θ Θ  = �
 for all frequencies Ω  

because this would also require P KRe B ( ; ; ) 0Ω Θ Θ  = �
 for all frequencies Ω .  

In chapter 2.4.2.1 it was shown that the Schottky noise density becomes constant for 

high harmonics and wide bands (see Figure 2.9 and Figure 2.10). For complete overlap in the 

cooling bandwidth the total density ( )Ψ Ω  in the BTF becomes constant. Equivalently the 

mixing factor M( )Ω  equals one, indicating perfect mixing. From eq. (2.176) one concludes 

that the real part of the BTF vanishes for all frequencies in the cooling bandwidth. 

Consequently according to eq. (2.179) the imaginary part of the BTF vanishes in the cooling 

bandwidth. Hence, for perfect mixing the beam transfer function is zero in the cooling 

bandwidth. Beam feedback does not play a significant role when mixing is sufficiently high.  

However as outlined previously the situation of perfect mixing has to be avoided if the filter 

cooling technique shall be applied for momentum cooling. 
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Open loop gain measurements are an essential and routine tool to explore the stability 

margin of a stochastic cooling feedback loop. The stability margins have been investigated 

numerically and analytically for the HESR momentum and betatron cooling systems. A 

numerical example illustrating the longitudinal beam transfer function at harmonic number 

5927 according to eq. (2.178) is shown in Figure 2.13 for an antiproton beam in the HESR 

with 10N 10=  particles at 3.8 GeV/c. The frequency slip factor is 0.03η =  ( trγ γ< ) and a 

Gaussian momentum distribution is assumed with a relative momentum spread 4
rms 2 10δ −= ⋅ . 

In the right panel of Figure 2.13 the imaginary part is plotted versus the real part of the BTF as 

a function of frequency deviation f∆  (Nyquist plot, see also below for a more detailed 

discussion). The arrows point in the direction of increasing frequency. 

 

       

Figure 2.13: Real (blue) and imaginary (red) part of the longitudinal BTF (left panel). A 

Nyquist diagram of the BTF is shown in the right panel. 

The corresponding magnitude and phase of the BTF is displayed in Figure 2.14.  
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Figure 2.14: Magnitude (left) and phase (right) of the longitudinal BTF around harmonic 

number 5927. 

 

Note that the real and imaginary part change sign above transition energy according to 

eq. (2.178). This corresponds to a phase shift in the BTF of 180 degrees. 

Observe that the relation *B ( ) B( )Ω Ω= −  holds as desired. 

In the Fokker-Planck equation (2.4) we deal with the energy deviation per nucleon E∆  

of an ion from the total mean energy per nucleon 0E Eγ= . It is therefore useful to express the 

beam transfer function in the variable E∆  by using the transformation between energy 

deviation and angular frequency 0 0 0( E ) d /dE E /E Eω ∆ ω ω ∆ ω κω ∆= + ⋅ = + ⋅ . Then the 

following relations hold, *
0n n /E ( E E )Ω ω κω ∆ ∆− = −  and *

0 0n n /E EΩ ω κω ∆− = . Taking 

into account that the integration limits depend on the sign of κ  the beam transfer function in 

energy space in the vicinity of the revolution harmonic n, eq. (2.178), transforms to 
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−∞

   
= − + ⋅ ⋅  

−    
∫ɶ .  

  (2.181) 

The open loop gain S( )Ω  according to eq. (2.121) at harmonic number n is then 

obtained with the BTF given in eq. (2.176) and the transfer function of the cooling system 
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( )
( ) ( ) ( ) ( ) ( ) F Di T T

A PL

Ze
T K G H P Z e

A
Ω ∆Ω Ω Ω Ω Ω − +=

�
 as given in eq. (2.11) where D D FT T T∆ = −  

denotes the difference of the delay time of the delay line and the nominal particle flight time 

from pickup to kicker. Note the unit [ ]T( ) ( eV /u)/AΩ = . 

The open loop gain for each harmonic in the cooling bandwidth is measured with a 

network analyzer. The scanned frequency range for harmonic number n is 

0 0n (1 / )Ω ω ∆ω ω= +  with 0/ 1∆ω ω < . The cooling system can then be adjusted for optimal 

cooling harmonic by harmonic [41]. An example will be discussed below. 

We conclude the essential facts: 

• The open loop gain is proportional to the ion charge squared. 

• The open loop gain is proportional to the number of ions. The electronic gain should 

be decreased if the particle number is increased to avoid instabilities of the cooling 

loop. 

• the open loop gain depends on the gradient of the beam frequency distribution. It 

becomes large at the edge of the distribution which can result in loop instabilities 

specifically at the edge of the beam distribution.  

• the cooling loop may become unstable during cooling when the beam distribution 

gets too small and stiff. In other words, during momentum cooling the momentum 

spread is reduced which leads to less mixing from kicker to pickup. A gain reduction 

can avoid this. Additional heating of the beam distribution as introduced by 

intrabeam scattering or an internal target can help to stabilize the cooling loop. 

• In chapter 2.4.1, eq. (2.53), it was shown that in the electronic transfer function 

T( )Ω  of the cooling system a 180 degrees phase shift must be introduced when the 

working point of the machine is changed from below transition to above transition 

energy. From eq. (2.176) it is apparent that the BTF in frequency space changes its 

sign in going from below to above transition energy. Hence, the open loop gain 

retains its sign. The sign change of the BTF in frequency space is equivalent to a 

change of the sign of the imaginary part of the BTF, eq. (2.181), in energy space. 

• Increasing the absolute value of frequency slip factor reduces the beam transfer 

function, eq. (2.181). For large values of the frequency slip factor the open loop gain 
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becomes very small so that the feedback effect may be negligible. This is due to the 

fact that for large values of the slip factor and large momentum spreads the current 

modulations induced by the kicker die out before they reach the pickup.  

• In chapter 2.4 und 2.5 it was outlined that each harmonic in the cooling bandwidth 

contributes to the drift and diffusion terms in the Fokker-Planck equation (2.4). In 

[41] it is shown that momentum cooling can be optimized by maximizing the flux (in 

frequency range) at each harmonic in the cooling bandwidth when the bands do not 

overlap and thermal noise plays no significant role. Fastest cooling is then achieved 

if the open loop gain at every harmonic number is S 1= −  over the whole beam 

distribution. As a consequence the signal suppression is 0.5 in this case. In praxis 

however this requires a sophisticated amplifier response. Here we use a flat amplifier 

response in the cooling bandwidth so that the optimal signal suppression is not 

everywhere equal to 0.5. For filter cooling the open loop gain exhibits a sudden 

phase jump around zero while for TOF cooling the phase is zero in the center of the 

distribution.  

• For P Kθ θ=  the BTF is called full ring BTF. 

Figure 2.15 illustrates the open loop gain S( )Ω , eq. (2.121), at harmonic number 

5927 for HESR filter cooling with parameters as given above for the BTF and an electronic 

gain of 122 dB. The notch depth is assumed to be 40 dB. 

 

Figure 2.15: Open loop gain for optimized filter cooling. The real part is given in blue, the 

imaginary part is in red. 
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The stability of the cooling loop is investigated with the Nyquist diagram [37] depicted in 

Figure 2.16 at harmonic number 5927. A Nyquist plot is a parametric plot of the open loop 

gain. The angular frequency is swept as a parameter resulting in a plot as a function of 

frequency. The loop would be unstable if the curve encircles the point (1,0) (Nyquist criterion) 

[37]. In this example the electrical delay of the system is adjusted to the travelling time of the 

nominal particle from pickup to kicker. The gain is 122 dB so that Re S 1≈ −  and Im S 0=  in 

the Nyquist diagram (see blue arrow) for optimal cooling. The open loop phase is then 1800
. 

The black arrows indicate the direction in which the loops in the Nyquist diagram are passed 

through when the frequency is swept from left to right in the magnitude plot shown in figure. 

The blue dot is the center of the notch in the magnitude plot. The cooling loop is stable since 

the curve in the Nyquist diagram does not surround the point (1,0).  

 

           

Figure 2.16: Magnitude (left) of the open loop gain and Nyquist stability diagram for filter 

cooling. The arrows in the Nyquist diagram indicate the direction in which the curve is 

traversed when the frequency is swept from a over b to c. 

 

The signal suppression 1 / (1 S( ))Ω−  is drawn in Figure 2.17. The effect of the signal 

suppression on the spectral density when the cooling loop is closed is shown for the case when 

thermal noise is negligible. For optimal cooling the signal suppression should be ideally 0.5 

(-6 dB). But this is not achievable over the whole distribution since the magnitude response of 

the amplifier is constant, see Figure 2.17. The spectral power density at a harmonic number 
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changes from bS ( )Ω  to 
2

bS ( ) / 1 S( )Ω Ω−  when the cooling loop is closed, Figure 2.17 

right. The open loop gain measurement is an essential and practical method to analyze and 

optimize the cooling system. By comparing open and closed loop spectral power densities at 

many harmonics in the cooling bandwidth the system can be optimized.  

     

Figure 2.17: Signal suppression at harmonic number 5927 for filter cooling in the HESR (left 

panel). Magnitude: red, real part: blue, Imaginary part: magenta. The frequency distribution 

(arb. Units) is shown in black. The right panel shows the frequency distribution when the loop 

is open (blue) and when the loop is closed (red). 

       

Figure 2.18: Drift term (left) with (red) and without (blue) signal suppression. The momentum 

distribution (arb. Units) is shown in black. The thermal and Schottky noise with (red) and 

without (blue) signal suppression is shown in the right panel for filter cooling. 



81 

 

The signal suppression 1/( 1 S( / ))∆ω ω−  affects both, the cooling force as well as the 

Schottky and the thermal noise contributions. The effect on the drift and diffusion terms for 

filter cooling is illustrated in Figure 2.18. The figure of the drift term shows that cooling is less 

affected in the center of the distribution. The cooling force is slightly reduced for tail particles. 

The major effect of signal suppression is visible for the noise contribution, Figure 2.18 right. 

Here, including the feedback via the beam leads to a reduction of beam and thermal noise. 

A measured open loop gain for bunched beam cooling in the Relativistic Heavy Ion 

Collider (RHIC) at the Brookhaven National Laboratory (BNL) is presented in [45]. The 

measured open loop gain agrees well with that predicted in Figure 2.15. The measured signal 

suppression measured in ref. [45] resembles the simulation depicted in Figure 2.17.  

A measurement of the Nyquist stability diagram for filter cooling of a proton beam at 

2.4 GeV/c in COSY using the (1.8 – 3) GHz bandwidth is shown in Figure 2.19. The 

measurement renders the simulation shown in Figure 2.16. 

 

Figure 2.19: Magnitude (yellow trace) and Nyquist stability diagram (blue) for filter cooling 

of a proton beam in COSY at 2.4 GeV/c. 

As discussed in the previous sections TOF cooling is achieved if in the filter cooling 

chain the filter is set to H( ) 1ω =  and an additional phase shift of 180 degrees is introduced in 

the cooling chain to obtain a negative slope for the drift term in the FPE that provides cooling, 

see also the approximate expression for the drift term eq. (2.102) for filter and eq. (2.111) for 

TOF cooling. Note that the 90 degree phase shifter still remains in the signal path. 
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Figure 2.20 illustrates the open loop gain prediction and the measurement results for 

TOF cooling in COSY at harmonic number n = 1367 with a 2.6 GeV/c beam containing N = 

109
 protons. The COSY cooling bandwidth is (1.8 – 3) GHz. The full ring frequency slip factor 

was measured to be 0.1η = −  and the rms relative momentum spread of the beam is 

4
rms 1.5 10δ −= ⋅ . In the simulation an electronic gain of 90 dB is assumed. The predictions 

fairly well reproduce the measured open loop gain as well as the measured stability diagram. 

In the stability diagram one observes that the open loop phase is now 00
 which is attained in 

the center of the distribution (blue dot in Figure 2.20). 

  

Figure 2.20: Open loop gain for TOF cooling at COSY, left panel. The model prediction is 

drawn as lines. The right panel presents the Nyquist stability diagram. 

Increasing the gain would result in a shift of this point towards the stability limit (1, 0). The 

same would happen in the course of cooling so that the cooling loop may become unstable 

when the real part of the open loop gain exceeds one, Re S 1> . To avoid instabilities the 

initial gain should be kept sufficiently small during cooling. Obviously TOF cooling provides 

slower cooling than the filter technique, however with the advantage of larger cooling 

acceptances as outlined in chapter 2.9. 

From the Nyquist plot one concludes that the shielding factor 1 / ( 1 S( ))ω−  is larger 

than one in the center of the distribution indicating an enhancement of the drift and diffusion 

terms in the FPE. 
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Beam experiments at COSY verify the prediction that TOF cooling is stable if the 

initial momentum spread is large and the gain is chosen appropriately. TOF cooling is 

therefore a suitable method to pre-cool the beam when the momentum spread initially exceeds 

the cooling acceptance for filter cooling. 

To conclude the chapter it is remarked that the open loop gain S( ) B( )T( )ω ω ω=  

remains unchanged when the machine’s working point is moved from below to above 

transition energy since the beam transfer function B( )ω  as well as the cooling system transfer 

function T( )ω  change sign according to chapters 2.4, 2.5 and 2.8. 

The open loop gain for Palmer cooling is essentially similar as for filter cooling. It is 

obtained with the beam transfer function B( )ω , eq. (2.176), and the system transfer function 

for Palmer cooling PAT ( )ω , eq. (2.91).  

The thermal noise from pickup and amplifiers is not suppressed in the center of the 

distribution due to the absence of the notch filter in the cooling signal path. 

2.11 Rate Equation for Momentum Cooling 

The solution of the FPE (2.4) provides the time development of the beam distribution as a 

whole with time during cooling. Since the drift and diffusion terms in general depend on E∆ , 

t and the instant beam distribution ( E ,t )Ψ ∆  itself, as has been outlined in the previous 

sections, a solution of the FPE can only be found numerically. Only in simple cases the FPE is 

accessible for an analytical solution. In the following consideration we include the beam-target 

interaction as outlined in chapter 4. It consists of a mean energy loss per turn ε  which affects 

the beam as a whole and contributes to the drift term in the FPE. Furthermore, energy loss 

straggling accounts for an additional energy and time independent diffusion term.  

As an example we treat TOF cooling (a similar treatment can be carried out for Palmer 

cooling) analytically for the case of the linear cooling force (linear drift) approximation as 

given by eq. (2.111) 

 0 0F( E ) F E f∆ ∆ ε= − ⋅ +   (2.182) 

with    

 

( )
2

PK
0 P K A C

Ze1 2 r
F Z Z G

2 A E

κ
Ω Ω

π
= ⋅ . 



84 

 

We include an additional constant drift 0f 0ε <  which describes the mean energy loss per 

nucleon and second a particle with revolution frequency f0 suffers due to the beam-target 

interaction as outlined in chapter 4.  

We assume that thermal noise dominates and neglect the Schottky noise contribution in 

the diffusion term of the FPE. The diffusion term in the FPE is then given by eq. (2.113)  plus 

an additional energy and time independent diffusion TD  induced by the beam-target 

interaction  

 th TD( E,t ) D D∆ = +   (2.183) 

with the thermal noise contribution 
2

20
th K R A A2

1 ( Ze )
D Z k( T T )G

2 2 A 2

ω Ω

π π
= + . 

Since the diffusion term does not vary with energy, the FPE, eq. (2.4), simplifies to 

 ( )
2

0 0 2
( E,t ) ( F E f ) ( E,t ) D ( E,t )

t E ( E )
Ψ ∆ ∆ ε Ψ ∆ Ψ ∆

∆ ∆

∂ ∂ ∂
= − − + + ⋅

∂ ∂ ∂
  (2.184) 

The mean energy deviation (beam center) 
1

( t ) E ( E,t )d E
N

µ ∆ Ψ ∆ ∆= ∫  and the variance of 

the beam 2 2
E

1
( t ) ( E ( t )) ( E ,t )d E

N
∆σ ∆ µ Ψ ∆ ∆= −∫  will be determined from the FPE as a 

function of time during cooling including the beam-target interaction. The beam distributions 

are normalized to the particle number N and vanish at infinity. 

We derive an analytical solution of the FPE for the initial conditions 0( 0 )µ µ=  and 

0( 0 )σ σ= . 

The time evolution of the beam center follows from the simple differential equation 

 0 0
FPE

d ( t ) 1 ( E,t )
E d E F ( t ) f

dt N t

µ Ψ ∆
∆ ∆ µ ε

∂
= = − +

∂∫   (2.185) 

where in the last step the FPE eq. (2.184) has been inserted. Partial integration and the fact that 

the distributions and their derivatives vanish at infinity have been applied. 
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The solution for the time evolution of the beam center, taking into account the initial 

condition 0( 0 )µ µ= , is  

 0F t
0 0 0 0 0( t ) ( f /F )e f /Fµ µ ε ε−= − +   (2.186) 

which shows that the drift term moves the center of gravity of the initial distribution 

exponentially towards an equilibrium value ( )µ ∞  determined by the mean energy loss and the 

cooling force  

 0 0( ) f /F 0µ ε∞ = <   (2.187) 

In a similar way we find with the FPE the time evolution of the beam variance from the 

first order differential equation 

 
2

2
0

d ( t )
2F ( t ) 2D

dt

σ
σ= − +   (2.188) 

with the solution 

 02F t2 2
0

0 0

D D
( t ) e

F F
σ σ − 

= − + 
 

  (2.189) 

which states that the beam variance is exponentially cooled to an equilibrium value  

 2 th T

0 0

D DD
( )

F F
σ

+
∞ = =   (2.190) 

determined by both the drift and diffusion terms of the thermal noise in the cooling loop and 

the diffusion induced by the beam-target interaction.  

The general solution of the FPE for thermal noise dominated TOF cooling with the 

initial condition 

2

0

0

E1

2

0

N
( E,0 ) e

2

∆ µ

σΨ ∆
πσ

 −
−  

 =  is finally 

 

2
1 E ( t )

2 ( t )N
( E,t ) e

2 ( t )

∆ µ

σΨ ∆
πσ

 −
−  

 =   (2.191) 
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where the time dependent mean ( t )µ  and variance ( t )σ  are determined from eqs. (2.186) and 

(2.189). 

From eq. (2.187) one would conclude that a large electronic gain AG  would help to 

limit the shift in the mean energy ( )µ ∞  imposed by the mean energy loss due to the target. 

However by inspecting eq. (2.190) with the explicit expressions for the drift 0F , eq. (2.182), 

and for the diffusion term th TD D D= + , eq. (2.183), we see that the contribution from thermal 

noise in the cooling system to the beam equilibrium is proportional to the electronic gain. Thus 

the gain is limited if the equilibrium beam energy spread should be small. Low noise 

amplifiers and thermal cooling the pickup structures help to reduce the thermal noise 

contribution. However, cooling cannot fully compensate the mean energy loss, specifically for 

large target thicknesses. As outlined later, a barrier cavity is used in COSY and the HESR to 

compensate the mean energy loss.  

Albeit the FPE cannot be solved analytically for filter cooling it is worthwhile to try an 

approximate solution. The result is useful if a quick overview on the cooling process, 

specifically when the beam-target interaction is included, is necessary without numerically 

solving the FPE. Also, a handy formula is derived which gives an estimate of the necessary 

electronic gain. We assume that the mean energy loss is compensated and include only the 

additional diffusion TD  due to the target. 

We consider again the drift term in the linear approximation for the filter cooling 

technique  

 0F( E ) F E∆ ∆= − ⋅   (2.192) 

as given in eq.(2.102). The constant is 
( )

2

0 P K A C

Ze1
F Z Z G

2 A E

κ
Ω Ω

π
= ⋅ ⋅ , AG 0> , 0κ > .  

We treat a Schottky noise dominated beam and therefore neglect thermal noise in the 

diffusion term of the FPE which, according to eqs. (2.103) and (2.6), can be written as 

 2
S 0 TD ( E,t ) D E ( E,t ) D∆ ∆ Ψ ∆= ⋅ +   (2.193) 

with the abbreviation 
4

2 0
0 P K A C2

1 ( Ze )
D Z Z G

4 A E 2

κ ω
Ω Ω

π
= ⋅ .  
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The additional energy and time independent diffusion induced by the beam-target interaction 

is given by TD .  

The FPE can then be transformed into 

 

( ) 2
0 0

2

T 2

( E,t ) F E ( E,t ) D E ( E,t ) ( E,t )
t E E E

D ( E,t )
E

Ψ ∆ ∆ Ψ ∆ ∆ Ψ ∆ Ψ ∆
∆ ∆ ∆

Ψ ∆
∆

∂ ∂ ∂ ∂ 
= ⋅ + ⋅  

∂ ∂ ∂ ∂ 

∂
+

∂

 

  (2.194) 

It is visible that in this case the diffusion term explicitly depends on energy and the beam 

distribution itself. 

The time evolution of the beam variance of the energy distribution for a centered beam 

is found if we differentiate both sides w.r.t. time and use the FPE. Partial integration and 

taking into account that the distributions vanish at infinity then yields the first order 

differential equation for the beam variance 

 
2

2 30
0 T

Dd ( t )
2F ( t ) 2D 2 E ( E,t ) ( E,t )d E

dt N E

σ
σ ∆ Ψ ∆ Ψ ∆ ∆

∆

∂
= − ⋅ + −

∂∫   (2.195) 

which contains the unknown beam distribution. We further evaluate the integral with partial 

integration and by applying the identity 
2

2
E E

Ψ Ψ
Ψ

∆ ∆

∂ ∂
=

∂ ∂
 which leads to 

 
2

2 2 20
0 T

Dd ( t )
2F ( t ) 2D 3 E ( E,t )d E

dt N

σ
σ ∆ Ψ ∆ ∆= − ⋅ + + ∫   (2.196) 

The last integral still comprises the unknown energy distribution and consequently cannot be 

solved exactly for the beam variance.  

Albeit the shape of the distribution will change during cooling we proceed with the 

rough assumption that an initial centered Gaussian beam distribution stays nearly Gaussian 

during cooling. We then approximate the integral by 
2

2 2 N
E ( E,t )d E ( t )

3 2
∆ Ψ ∆ ∆ σ

π
≈∫ . 
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Inserting this result into eq. (2.195) leads to the approximate rate equation for the beam 

variance 

 
2

T
0 02 2

d 2D1 1 1 1
2F D N

dt 2

σ

τ σ σ σπ
= = − + +   (2.197) 

in filter cooling dominated by Schottky noise. Inspecting the coefficients 0F  as well as 0D  and 

collecting terms we finally end up with the rate equation for the relative momentum spread  

2
rms /( E )δ σ β=  

 { }
2

2rms T
rms2 2 2 2

rms rms

d 2D1 1 W
2 2g g M( )

dt N ( E )

δ
δ

τ δ β δ
= = − − +   (2.198) 

including the diffusion caused by the beam-target interaction. The bandwidth is W /2Ω π=  

and the dimensionless gain g is defined as 

 
( )

2

P K C A

ZeN
g Z Z G

2 A E

κ
Ω= ⋅   (2.199) 

The mixing factor M is introduced as 

 0
rms

rms C

f1 W
M( )

W f2 2
δ

η δπ
=

⋅
  (2.200) 

with 0 0f /2ω π= , C Cf /2Ω π=  and the relative rms momentum spread of the beam is rmsδ  

(standard deviation of the momentum distribution).  

Eq. (2.198) with TD 0=  is the well-known and celebrated rate equation for stochastic 

momentum cooling as derived with the statistical concept of sampling by D. Möhl [1, 2, 3]. 

Cooling is described by the first term in the curly bracket of eq. (2.198). It is 

proportional to the gain g. The second term is proportional to 2g  and results in heating by 

Schottky noise of the beam. The mixing factor increases the heating term if mixing is 

incomplete, M 1> . In section 2.4.2.1 it was outlined that M 1>  implies that the Schottky 

density is large and therefore an intensified heating by particle noise occurs. 
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Optimal cooling without target is achieved in eq. (2.198) if g 1/M= . The necessary electronic 

gain AG  follows from eq. (2.199). The optimal cooling rate is then 

 
2
rms

2
rms

d1 1 W 1
2

dt N M

δ

τ δ
= = −   (2.201) 

The equation again shows that a large bandwidth is required for fast cooling. The cooling rate 

decreases with an increasing particle number. Good mixing is requested. However as stated 

previously a compromise in mixing must be made for the filter momentum cooling technique. 

From eq. (2.199) we conclude that the pickup and kicker shunt impedances PZ , KZ  should be 

large so that the electronic gain attains practical values, i.e., that the electronic power can be 

kept on a moderate level. The equation demonstrates that the electronic gain AG  must be 

decreased if the particle number N increases and the optimal cooling rate, eq. (2.201) should 

be attained. 

Note that the optimal cooling rate does not depend on the ion specie if the thermal 

noise is negligible. It is only proportional to the bandwidth W and inversely proportional to the 

particle number N as well as the mixing factor M.  

By setting rmsd /dtδ  equal to zero in eq. (2.198) and taking into account that the mixing 

factor, eq. (2.200), depends on the relative momentum spread we find a quadratic equation for 

the equilibrium value in cooling with internal target. The solution is 

 

2

eq

x 1 x a
( x )

4 2 2 x
δ

 
= ± + 

 
  (2.202) 

with the abbreviations 0 Cx g f /( 2 2 f )π η= ⋅  and 
2 2

0 T Ca N f D /( 2 f W( E ) )π η β= . 

The result thus depends on the cooling gain through x and the minimum equilibrium value is 

found by solving eqd /dxδ  for x. Only the positive sign in eq. (2.202) leads to a real and 

positive value of the equilibrium momentum spread. The optimal gain yielding the minimum 

equilibrium value is then given by 
1/ 3

optx ( a /2 )= . Inserting optx  into eq. (2.202) gives 

 

1/ 3

0 T
eq 2 2

C

f DN

W f ( E )2 2
δ

η βπ

 
=   
 

  (2.203) 
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for the smallest relative momentum spread of the beam including the beam-target interaction if 

it is assumed that the mean energy loss is compensated. 

The necessary optimal electronic gain is deduced from eq. (2.199) 

 
2

A eq2
0 P K

4 A E
G

2 N( Ze ) f Z Z

β
δ

π
=   (2.204) 

with eqδ  given in eq. (2.203). 

Eq. (2.203) shows that a large frequency slip factor is favored if the equilibrium 

momentum spread should be small. However, as already pointed out, a compromise has to be 

chosen if filter cooling should be practical. The bandwidth and center frequency should be 

large to achieve a small equilibrium value. Again, practical values are restricted due to mixing 

from pickup to kicker which is neglected in the linear approach of the drift term eq. (2.192). 

As an example we consider an antiproton beam in the HESR at 3 GeV kinetic energy 

with 10N 10=  particles. We use the standard lattice with tr 6.23γ = . The kinematic values are 

0.971β = , 4.197γ = , and the revolution frequency is 0f 506 kHz= . The ring frequency slip 

factor at this energy is 0.03η = . The stochastic cooling system has the bandwidth W 2 GHz=  

and the center frequency Cf 3GHz= . From Table 2.1 the pickup and kicker shunt impedances 

of the HESR cooling system are PZ 1152Ω=  and KZ 2304 Ω= , respectively. A hydrogen 

target with thickness 15 2
TN 4 10 cm−= ⋅  yields the diffusion term 9 2

TD 1.4 10 ( eV ) /s= ⋅  (see 

chapter 4). 

Inserting these values into eq. (2.203) we expect for the relative rms momentum spread in 

equilibrium 
5

eq 8 10δ −≈ ⋅ . The necessary electronic voltage gain then follows from eq. (2.204) 

which yields 5
AG 3.7 10= ⋅  or in the technical log-scale 5

AG 20 log( 3.7 10 ) 111dB= ⋅ = . The 

prediction agrees quite well with the result found by a numerically solution of the FPE 

presented in the next chapter. 

The result represents a first order estimate of the equilibrium energy or momentum 

spread that can be reached if we assume a compensation of the mean energy loss. The formula 

(2.204) offers a recommendation for the necessary electronic gain. However it should be 

clearly stated that a full description, describing the time evolution of the beam distribution, can 
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only be found by solving the Fokker-Planck equation including the beam-target interaction or 

by particle tracking simulations including the synchrotron motion if e.g. a barrier bucket cavity 

is applied to compensate the mean energy loss due to the beam-target interaction. 

2.12 Example Antiproton Cooling in the HESR 

In this chapter we present an example and illustrate the difference in the cooling acceptance of 

the TOF and filter cooling method by means of a numerical solution of the FPE for 

momentum cooling formalism as outlined above. The simulation predicts the cooling 

properties of a 3 GeV antiproton beam with the (2 – 4) GHz cooling system in the HESR. The 

pickup and kicker shunt impedances are listed in Table 2.1. The frequency slip factor of the 

standard lattice with tr 6.23γ =  is 0.03η = . Figure 2.21 depicts the 3D time development of 

the beam momentum distribution in filter momentum cooling of 1010
 antiprotons with an 

internal hydrogen target with thickness 15 2
TN 4 10 cm−= ⋅ . It is assumed that the mean energy 

loss due to the target is compensated. The beam with an initial relative momentum spread 

4
rms 5 10δ −= ⋅  is cooled to an equilibrium value with target operation. The equilibrium relative 

momentum spread 5
rms 8 10δ −= ⋅  is attained in approximately 200 s. The proposed momentum 

cooling system therefore fulfils the condition of the high resolution mode of the HESR where 

a momentum resolution in the order of 5
rms 5 10δ −≈ ⋅  is required in the PANDA internal target 

experiment. 

The electronic gain is 110 dB. The thermal noise power is 0.1 W and the Schottky particle 

power is 5 W for filter cooling according to eqs. (2.106) and (2.107). Due to the statistical 

nature of the cooling signals a saturation of the amplifier may occur which effectively result in 

an additional beam heating. This is avoided if the installed electronic power includes a safety 

factor in the order of ten. The installed power should then be 50 W. This value does not exceed 

the envisaged RF power of 500 W. 

The beam feedback effects are included in this simulation. 
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Figure 2.21: Time evolution of the momentum distribution in filter cooling of a 3 GeV 

antiproton beam in the HESR with hydrogen target operation. The right figure shows the 

momentum distribution normalized to one at time 0 s (black), 80 s (red), 100 s (green) and in 

equilibrium at 500 s (blue). In 200 s the antiproton beam attains an equilibrium with 

5
rms 8 10δ −= ⋅ . 

 

 

Figure 2.22: Time evolution of the rms relative momentum spread in filter cooling of a 3 GeV 

antiproton beam in the HESR with hydrogen target operation. In 200 s the beam attains an 

equilibrium with 5
rms 8 10δ −= ⋅ . The figure shows that the equilibrium value is independent 

from the initial value (blue and green curve). The beam momentum spread increases due to 

the beam-target interaction (red curve) if cooling is off. 
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Figure 2.23: The left figure shows the drift (cooling) term for TOF (dotted) and filter cooling. 

The right figure displays the diffusion contributions due to thermal noise, Schottky particle 

noise and beam-target interaction. Thermal and Schottky noise contributions are suppressed 

in the center of the distribution due to the notch filter in the signal path. The electronic gain is 

110 dB. The cooling acceptance 31.8 10−± ⋅  for filter cooling is indicated as an arrow. The 

larger cooling acceptance for TOF cooling is visible. The initial momentum distribution with 

4
rms 5 10δ −= ⋅  is drawn in black. 

 

The time evolution of the relative momentum spread is shown in Figure 2.22 for filter 

cooling. The figure shows that the equilibrium value is independent from the initial value (blue 

and green curve). If cooling is switched off the beam momentum spread increases due to the 

beam-target interaction (red curve). 

The cooling force is displayed in Figure 2.23 for TOF and filter cooling.  

The non-linear behaviour is apparent for filter cooling, see chapter 2.6. The drift term 

becomes zero at 31.8 10−± ⋅ . Beyond these limits, the system changes from cooling to heating. 

For comparison the initial beam distribution is drawn. It just fits into the acceptance limit of 

the filter cooling system. The cooling acceptance 31.8 10−± ⋅  is indicated as arrow for filter 

cooling.  

The larger cooling acceptance for TOF cooling is clearly visible in Figure 2.23. It is 

seen that the momentum range where the cooling force is nearly linear, i.e. where eq. (2.111) 

is a good approximation of the drift term, is much larger. The same electronic gain 110 dB is 

used. It is also observed that as compared with filter cooling the diffusion is not suppressed in 
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the center of the beam distribution. The Schottky noise power and thermal noise power 

according to eqs. (2.114) and (2.115) amounts here 60 W and 0.2 W, respectively. The 

necessary RF power is about 600 W. Furthermore the beam equilibrium would be larger. The 

circumstance that thermal noise and Schottky noise are not suppressed leads to a longer 

cooling time and a larger equilibrium value for the momentum spread. TOF cooling thus does 

not fulfill the experimental request for a low momentum spread. 

Figure 2.24 shows the open loop gain at the end of filter cooling. The cooling loop is stable as 

is visible in the Nyquist diagram. 

 

   

Figure 2.24: The left figure shows the open loop gain S for the filter method (real part blue, 

imaginary part red) at the end of cooling. The right figure displays the Nyquist stability 

diagram. The cooling loop is stable. 

The signal suppression at the end of cooling is depicted in Figure 2.25. 
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Figure 2.25: Signal suppression at the end of filter cooling at the center of the cooling 

bandwidth. Real part blue, imaginary part magenta, magnitude red. The signal suppression is 

almost real. The beam frequency distribution at the end of cooling is shown in black. 

   

Figure 2.26: Left figure: The drift term neglecting feedback via the beam (blue) and including 

feedback (magenta) at the end of filter cooling. The drift term is almost not altered when beam 

feedback is included. Right figure: Including signal suppression the diffusion due to thermal 

and Schottky noise becomes reduced. 

In Figure 2.26 one observes that beam feedback does not alter the drift term significantly. It 

has therefore been neglected in the cooling simulations. Including beam feedback affects 

cooling benefits from a reduced diffusion due to thermal and Schottky noise.  
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3 Stochastic Betatron Cooling 

In this section we consider transverse stochastic cooling. The aim of transverse cooling is not 

only to reduce the beam size but also to reduce the angle deviation of the beam particles. Thus 

the aim of transverse cooling is to reduce the phase space which is occupied by the beam 

particles. We assume that the reader is already familiar with the basic concepts of stochastic 

cooling [1, 2, 3] so that an introduction to transverse cooling and a description of betatron 

motion of particles in circular accelerator is omitted here.  

The outline presented here is essentially that as elucidated in detail in [35]. However, 

the description given here follows the same concept of ensemble averaging as applied in 

section 2.4 for momentum cooling. Similarly, the mathematics of random signals and Fourier 

transforms is adopted. Beam spectra are derived from autocorrelation functions [31]. The 

derivation of the cooling formula contains the pickup and kicker transfer function for the 

HESR. The pickup and kicker are now operated in difference mode. For transverse cooling the 

pickup senses the beam dipole moment which is the product of beam current times beam 

position at the pickup. 

 

 

 

 

 

 

 

 

 

 

Figure 3.1: Normalized phase space at the kicker [35]. The quantities are explained in the 

text. 
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Operated in difference mode the kicker now can exert transverse deflections to a beam particle 

to correct its position error measured at the pickup. 

The presented theory explicitly includes beam feedback via the beam. 

We consider the particle betatron motion in normalized phase space as depicted in 

Figure 3.1 and discuss the impact of a transverse deflection given to a particle on the beam 

emittance. 

The emittance ε  of the beam is given by 

 

2 2

2 2 2 x x
a ( ')

α βθ
ε ξ ξ

β β

   +
= = + = +      

   
  (3.1)

    

and the phase space area is  

 F π ε= .  (3.2) 

The unit of the emittance is mm mrad and that of the phase space area is π mm mrad. The 

usual TWISS parameters are α and β at the kicker location. Position and angle in un-

normalized phase space are given by x and θ, respectively. 

If a kick ∆θ  applied to a particle at the kicker does not alter the position of the particle 

then the change of ξ’ in normalized phase space is given by 

 '∆ξ β ∆θ=   (3.3) 

The kick '∆ξ  is the sum of the component along the vector a, 1aδ , which follows from the 

geometry in the Figure 3.1 and is given by 

 1a ' sinδ ∆ξ ρ= − ⋅   (3.4) 

and the component perpendicular to the vector a, 2aδ , is 

 2a ' cosδ ∆ξ ρ= ⋅   (3.5) 

After the kick the betatron amplitude has changed from a to a’.  
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The emittance change ( ) ( )∆ε ε θ ∆θ ε θ= + −  becomes up to second order 

 
22 sin ( )∆ε β ε ρ ∆θ β ∆θ= ⋅ ⋅ +   (3.6) 

or using eqs. (3.4) and (3.5) 

 ( ) ( )
2 2

2 sin sin cos∆ε β ε ρ ∆θ β ∆θ ρ β ∆θ ρ= ⋅ ⋅ + +   (3.7) 

If Θ(t) denotes the particle’s azimuth in the ring at time t, then 

 0( t ) tΘ ω Θ= +   (3.8) 

where 2 / Tω π=  with the revolution period T. The distribution of the initial phase 0Θ  is 

uniform in [0,2 [π  for the DC beam. 

Let PΘ  the location of the pickup and KΘ  the distance between pickup and kicker. 

A particle is at the kicker if 

 0 P K( t ) t 2 n, nΘ ω Θ Θ Θ π= + = + + ∈ℤ   (3.9) 

Then 

 P Kt t t nT= + +   (3.10) 

with 0P
Pt

ΘΘ

ω ω
= −  the time of the particle at the pickup and K

Kt
Θ

ω
=  the particle travelling 

time from pickup to kicker. 

At time t the betatron phase ρ (see Figure 3.1) is given by 

 K( t ) Q ( t t )ρ ω µ φ= ⋅ − + +   (3.11) 

where Q is the particle’s tune, µ the betatron phase advance from pickup to kicker and 

[0,2 [φ π∈  is a uniformly distributed random phase. The particle travelling time from pickup 

to kicker is tK. The angular frequency of the betatron motion is Qω . 
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A particle that starts at time tP at the pickup arrives at the kicker at the time t = tP + tK. The 

betatron phase at the kicker is then P K P( t t ) Q tρ ω φ µ+ = ⋅ + + . That is, the betatron phase at 

the kicker is just the betatron phase at the pickup plus the phase advance µ from pickup to 

kicker. 

3.1 Coherent Emittance Change 

The kicker signals at the kicker are sampled by the particles once per turn. The emittance 

change per time at the kicker for a given test particle j is then with eq. (3.6) 

 

j j j
j K j j K 0

j j P K
n

2 sin( Q ( t t ) ) ( t )
t

( ( t ) 2 n )

∆ε
ε β ω µ φ ∆θ

∆

ω δ Θ Θ Θ π
∞

=−∞

= − + + ⋅

⋅ − − −∑
  (3.12) 

where the second order kick contribution in eq. (3.6) can be neglected. 

Equivalently the emittance change per time can be written as 

 
j j

j P K

j j j
j K j j K 0

in ( t t t )j

n

2 sin( Q ( t t ) ) ( t )
t

e
2

ω

∆ε
ε β ω µ φ ∆θ

∆
ω

π

∞
− −

=−∞

= − + + ⋅

⋅ ∑
  (3.13) 

when the periodic delta functions in eq. (3.12) is expanded into a Fourier series. 

The deflection ( t )∆θ  the test particle receives at the kicker is derived from the beam 

dipole moment d(t) made up by all beam particles which is measured with the pickup in 

difference mode. It is given by the convolution of the system response function

( t ) T( t )d( )d∆θ τ τ τ= −∫  or equivalently in frequency domain ( ) T( )d( )∆θ ω ω ω=  where 

T(ω) is the electronic transfer function from pickup to kicker. Similar to longitudinal cooling it 

contains the pickup and kicker transfer function as well as the electronic gain. It is again 

assumed that the amplifier response is limited to the finite bandwidth of the cooling system.  

In chapter 3.7 it will be shown that the deflection can be written as 

 Kp ZeU
K

p pc

∆
∆θ

β
⊥

⊥= =   (3.14) 
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where the dimensionless quantity K ( )ω⊥  is the kicker sensitivity and KU ( )ω  is the kicker 

input voltage. If AG ( )ω  denotes voltage gain of the cooling system (possible filters, etc. are 

included) and PLZ ( )ω′  denotes the position sensitive pickup coupling impedance (unit /mΩ ) 

then 

 A PL

Ze
( ) K ( )G ( )Z ( ) d( )

pc
∆θ ω ω ω ω ω

β ⊥
′= ⋅ .  (3.15) 

The cooling system transfer function is thus given by 

 A PL

Ze
T( ) K ( )G ( )Z ( )

pc
ω ω ω ω

β ⊥
′= .  (3.16) 

A description of the pickup and kicker transfer functions is outlined in section 3.7.  

The dipole moment of particle r at the pickup is 

 P P P
r r rd ( t ) x ( t ) i ( t )= ⋅   (3.17) 

with the betatron motion 
P r
r r P r r 0x ( t ) cos( Q t )ε β ω φ= +  and 

r
r Pin ( t t )P r

r
n

Ze
i ( t ) e

2
ωω

π

∞
−

=−∞

= ∑  the 

beam current of particle r with charge Ze at the pickup. 

The dipole moment of N beam particles is then the sum over all beam particles 

 
N

P
r

r 1

d( t ) d ( t )
=

=∑ .  (3.18) 

The Fourier Transform of the particle’s dipole moment yields the frequency content of the 

transverse betatron motion as measured with a spectrum analyser 

 { }r r r
0 0 0i i ikr PP

r r r r r r
k

d ( ) Ze (( k Q ) )e (( k Q ) )e e
2

φ φ χε β
ω ω δ ω ω δ ω ω

∞
− −

=−∞

= ⋅ + − + − −∑ .  

  (3.19) 

The appearance of the delta function is the result of sampling the betatron motion with 

a pickup once per turn. Only the betatron sideband frequencies r r( k Q )ω±  occur in the 

spectrum. Note that the magnitude of the Fourier transform possesses the symmetry 
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P P
r rd ( ) d ( )ω ω= −  since the particle dipole moment, eq. (3.17), is a real valued signal. The 

Fourier transform of the beam’s dipole moment is a random quantity due to the random phases 

r r r
0 r P P 0tχ ω Θ Θ= = −  and r

0φ (see eq. (3.10)). The random nature of the Fourier transform of the 

particle’s dipole moment leads to the transverse power spectrum of the beam. We present the 

detailed derivation later in section 3.4. 

The kick function ( t )∆θ  in time domain is determined with the inverse Fourier 

transform 

 
N

i t P i t
r

r 1

1 1
( t ) T( )d( )e d T( )d ( )e d

2 2
ω ω∆θ ω ω ω ω ω ω

π π =

= = ∑∫ ∫   (3.20) 

resulting in 

 

{ }r r r
0 0 0r r r r

N
P

r r
r 1

i i iki( k Q ) t i( k Q ) t
r r r r

k

1
( t ) ( Ze )

2 2

T(( k Q ) )e e T(( k Q ) )e e e .φ φ χω ω

β
∆θ ε ω

π

ω ω

=

∞
− −+ −

=−∞

=

⋅ + + −

∑

∑
  (3.21) 

The deflection ( t )∆θ  is inserted into eq. (3.13) to calculate the emittance change of 

particle j per time. It is visible that all particles contribute to the deflection with different 

random phases. A useful quantity to describe cooling is thus found by averaging over all 

random phases in eq. (3.13). One finds with similar arguments as used in section 2.4 for 

momentum cooling that in the sum in eq. (3.21) over the particle number none of the particles 

contribute except the particle r = j. The double sum in n and k which appears in eq. (3.13) 

when eq. (3.21) is inserted collapses into one sum with the same arguments as used in section 

2.4. The average emittance change for particle j is therefore the sum over all betatron sideband 

frequencies j j( k Q )ω±  of the considered test particle j itself. In other words, the average 

emittance change per time of particle j is due to its own position error at the pickup. Including 

the property *T ( ) T( )ω ω= −  of the transfer function results in 

 

j
j j K

2
i ( n Q ) t

j j 2
j P K j j

n

( t )
( Ze ) 2 Re e T(( n Q ) )

t 2

π
ω µ∆ε ω

ε β β ω
∆ π

 ∞ + + − 
 

=−∞

    
= +  

    
∑ .  (3.22) 
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Each betatron sideband of particle j in the cooling bandwidth contributes to cooling. As will be 

outlined below each harmonic can be adjusted to yield optimal cooling. Observe that the 

emittance change per time for the test particle j depends on the phase advance µ  as well as the 

particle travelling time j
Kt  from pickup to kicker. If both are properly adjusted the emittance of 

the test particles is reduced with time. Before treating eq. (3.22) in detail the competing 

incoherent contribution to the emittance change is investigated. 

3.2 Incoherent Emittance Change 

The random kicks at the kicker derived from the beam particles at the pickup have the 

statistical properties of zero mean 

 ( t ) 0∆θ =   (3.23) 

since the beam dipole moment has zero mean if the beam is centered at the pickup. 

Consequently the average change in emittance due to random deflections at the kicker follows 

from eq. (3.7)  

 ( ) ( )
2 2 2 2

1 2sin cos ( a ) ( a )∆ε β ∆θ ρ β ∆θ ρ δ δ= + = +   (3.24) 

as the sum of the averages of the squared random and uncorrelated components 1aδ  and 2aδ . 

The random noise source ( t )∆θ  is a continuous time signal at the kicker. It is sampled 

by the particles once per revolution when they pass the kicker. Therefore the effect of 

sampling in the calculation of the incoherent emittance change has to be included. First the 

time continuous process is treated and subsequently the sampled version is derived. 

First the autocorrelation function of the two independent time continuous random 

components 

 
j j

1 K j j K 0a ( t ) sin( Q ( t t ) ) ( t )δ β ω µ φ ∆θ= − − + + ⋅   (3.25) 

and 

 
j j

2 K j j K 0a ( t ) cos( Q ( t t ) ) ( t )δ β ω µ φ ∆θ= − + + ⋅   (3.26) 
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are considered. Writing 1a ( t )δ  as 

 ( )
j j

j j0 0
i( ( t ) ) i( ( t ) )K

1a ( t ) e e ( t )
2i

ξ φ ξ φβ
δ ∆θ

+ − +
= −   (3.27) 

with the phase 
j

j j j K( t ) Q ( t t )ξ ω µ= − +  yields the product 

{ }
j j

j j j j j j j j0 0

*
1 1

iQ iQ i( ( t ) ( t )) i( ( t ) ( t ))i2 i2 *K

a ( t ) a ( t )

e e e e e e ( t ) ( t ).
4

ω τ ω τ ξ ξ τ ξ ξ τφ φ

δ δ τ

β
∆θ ∆θ τ

− − + + + +−

⋅ + =

+ − − ⋅ ⋅ +
 

Averaging both sides yields the autocorrelation function [31] 

 
1

* K
a 1 1 j jR ( ) a ( t ) a ( t ) cos( Q ) R ( )

2
δ ∆θ

β
τ δ δ τ ω τ τ= ⋅ + = ⋅   (3.28) 

for the random variable 1aδ  determined by the autocorrelation function of the random 

deflecting kicks *R ( ) ( t ) ( t )∆θ τ ∆θ ∆θ τ= ⋅ + .  

Similarly one finds the autocorrelation function for the random component 2a ( t )δ  

 
2

K
a j jR ( ) cos( Q ) R ( )

2
δ ∆θ

β
τ ω τ τ= ⋅ .  (3.29) 

The sum of both autocorrelation functions gives in the autocorrelation function of the sum 

1 2a aδ δ+  of the two independent random variables which we call 

 K j jR ( ) cos( Q ) R ( )∆θ∆ε
τ β ω τ τ= ⋅ . (3.30) 

The spectral density is the Fourier transform of the autocorrelation function [31] 

 iS ( ) R ( )e dωτ

∆ε ∆ε
ω τ τ−= ∫ .  (3.31) 

Since the signals are real they obey the symmetry relations 

 R ( ) R ( ) and S ( ) S ( )∆θ ∆θ ∆θ ∆θτ τ ω ω− = − = .  (3.32) 

The spectral density of the autocorrelation function in eq. (3.30) can be written as 
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 { }K
j j j jS ( ) S ( Q ) S ( Q )

2
∆θ ∆θ∆ε

β
ω ω ω ω ω= − + + .  (3.33) 

It is now taken into account that the random signals ∆ε  or ∆θ  are sampled by a particle at 

the kicker once per turn. The sequence of discrete kicks [ n ] ( nT )∆θ ∆θ=  where jT  is the 

revolution period of particle j can then be formed. The discrete autocorrelation is the sampled 

version jR [ n ] R ( nT )∆θ ∆θ=  or jR [ n ] R ( nT )
∆ε ∆ε

= . The appropriate spectral density [31] is 

therefore deduced from 

 j

S S

im T

m

S ( ) R [ m]e
ω

∆ε ∆ε
ω

∞
−

=−∞

= ∑   (3.34) 

with 

 

j

j

S S

j

/ 2

im T

j / 2

1
R [ m] S ( )e

ω

ω

∆ε ∆ε
ω

ω
ω

−

= ∫ .  (3.35) 

The Poisson formula [31] is applied to show that the spectral density of the sampled process is 

determined from 

 
S

j

j
n

S ( ) S ( n )
2∆ε ∆ε

ω
ω ω ω

π

∞

=−∞

= +∑   (3.36) 

where S ( )
∆ε

ω  is the power density of the continuous process given in eq. (3.33). 

Hence, the power spectrum of the sampled process is the sum of S ( )
∆ε

ω  and all its 

displacements with jnω . 

The incoherent emittance change per turn is now evaluated from the autocorrelation 

function 
S

R [ ]
∆ε

τ  at 0τ = . We apply the same steps as in chapter 2.4.2 and take into account 

eqs. (3.34), (3.35) and (3.36) to find the incoherent emittance change per turn 

 
j

j
n

S ( n )
2 ∆ε

ω
∆ε ω

π

∞

=−∞

≈ ∑ .  (3.37) 
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Observe that R ( )
∆ε

τ  in eq. (3.30) has the unit R ( ) m
∆ε

τ  =  . The spectral density S ( )
∆ε

ω  

defined in eq. (3.31) has therefore the unit S ( ) m/Hz
∆ε

ω  =   so that m∆ε =   . 

The final result for the incoherent emittance change is found if we employ the spectral 

density S ( )
∆ε

ω  as given in eq. (3.33) in the eq. (3.37). The incoherent emittance change per 

turn  

 

{ }jK
j j j j

n

j

K j j
n

S (( n Q ) ) S (( n Q ) )
2 2

S (( n Q ) )
2

∆θ ∆θ

∆θ

ωβ
∆ε ω ω

π

ω
β ω

π

∞

=−∞

∞

=−∞

= − + +

= +

∑

∑
  (3.38) 

is a sum over all sideband frequencies. In the last step the relation given in eq. (3.32) has been 

applied. 

Eq. (3.38) states the important conclusion that the beam responses only if the noise source S∆θ  

contains the side band frequencies j j( n Q )ω+  of the beam.  

The spectral density S ( )∆θ ω  of the random variable ∆θ  is composed of the input 

particle noise (Schottky noise) to the cooling system and by thermal noise inherent in the 

cooling loop. 

If dS ( )ω denotes the Schottky spectral density (Schottky dipole density, unit 2( Am ) /Hz ) at 

the pickup (see section 3.4) and thS ( )ω  is the thermal noise density into the cooling chain it is 

convenient to de-compose the spectral noise density S ( )∆θ ω  of the random variable ∆θ  into 

two parts  

 
2 2

d 0 thS ( ) T( ) S ( ) H( ) Z S ( )∆θ ω ω ω ω ω= +   (3.39) 

where 0Z  is the characteristic line impedance and the system transfer function T( )ω

introduced in eq. (3.16) is 

 PL

Ze
T( ) K ( )G( )Z ( )

pc
ω ω ω ω

β
⊥

′=   (3.40) 
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and 

 PLH( ) T( ) / Z ( )ω ω ω′=   (3.41) 

similarly defined as in longitudinal cooling has been introduced. At the moment we omit 

details of its constituents which we will outline in chapter 3.7. 

To further proceed in the evaluation of eq. (3.38) for the incoherent emittance change 

we introduce the mixing factor and the noise-to-signal ratio. An explicit discussion of these 

quantities is given in sections 3.4 and 3.5. 

The mixing factor as a function of frequency is defined as  

 d

0

S ( ) Schottky dipole density 
M( )

S average density per harmonic

Ω
Ω = = .  (3.42) 

The noise-to-signal ratio is introduced by 

 

( )
th

2

PL 0 0

S ( ) Thermal noise power density
U( )

Schottky power density at the PU outputZ ( ) / Z S

Ω
Ω

Ω
= =

′ ⋅
.  (3.43) 

In both expressions the average Schottky noise density per harmonic 0S  derived in section 3.4 

 ( ) ( )
2 2j 0

0 P P

N N
S Ze Ze

2 2 2 2

ω ω
εβ εβ

π π
= ≈   (3.44) 

enters.  

Rearranging eq. (3.38) with eq. (3.39) and inserting the mixing factor as well as the 

noise-to-signal ratio finally yields the incoherent emittance change per second  

 { }
2j

j j j j j j
n

g(( n Q ) ) M(( n Q ) ) U(( n Q ) ) .
t 2N 2

ω∆ε ε
ω ω ω

∆ π

∞

=−∞

= + + + +∑   (3.45) 

as a sum over the mixing factor and noise-to-signal ratio at each betatron sideband in the 

cooling bandwidth. The dimensionless gain function g( )Ω  has been defined as 

 ( ) j

P Kg( ) N Ze T( )
2

ω
Ω β β Ω

π
= ⋅ .  (3.46) 
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In section 3.4 the Schottky noise density is derived and discussed in detail. It will be 

shown that in the case of overlapping sidebands many harmonics can contribute at a given 

frequency j j( n Q )ω+ . Consequently the mixing factor at frequency j j( n Q )ω+  in eq. (3.45)

itself can be a sum over many harmonics. This will be outlined in section 3.5. 

3.3 Emittance Cooling Rate Equation 

Introducing the dimensionless gain also in the expression for the coherent emittance change 

according to eq. (3.22) finally yields the well-known  

Emittance Cooling Rate equation 

 

{ }

j
j j Ki ( n Q ) t

j j 2
j j

nj

2

j j j j j j
n

d1 1
2 Re e g(( n Q ) )

dt 2N 2

g(( n Q ) ) M(( n Q ) ) U(( n Q ) ) .

π
ω µε ω

ω
ε π

ω ω ω

 ∞ + + − 
 

=−∞

∞

=−∞

  
= + 

   


+ + + + + 



∑

∑

  (3.47) 

The sum appearing in the cooling rate actually runs over all harmonics in the finite cooling 

bandwidth. The rate equation involves two contributions. The first part in the curly brackets 

contributes to cooling if the amplifier gain as well as mixing from pickup to kicker and 

cooling system delay is properly adjusted. The second part being proportional to the amplifier 

gain squared always contributes to heating and is determined by the mixing factor as well as 

the noise to-signal ratio. A good signal-to-noise ratio (U 1)≪  as well as a mixing factor 

M 1≈  is recommended if the heating contribution should be small. 

Eq. (3.47) leads to the well-known cooling formula given in. To show this, assume that 

the gain is  

 di tkg( ) ( 1) g( ) e ωω ω −= − −   (3.48) 

with the electronic delay dt  adjusted to the nominal particle transit time from pickup to kicker, 

d PKt T= . For an off-momentum particle the travelling time from pickup to kicker is 

j
K PK PKt T T∆= + with . If the betatron phase advance µ  is an odd multiple 

of a quarter betatron wave length, i.e., ( ) /2k 1 2µ π= + , where k is a positive integer, the 

coherent term in eq. (3.47) becomes 

PK PK PK

p
T T

p

∆
∆ η= −
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( )0
0 0 PK 0 0

n

1 d 1
2cos ( n Q ) T g(( n Q ) )

dt 2N 2

ωε
ω ∆ ω

ε π

∞

=−∞

= − + +∑  

for particles in the center of the distribution, i.e. j 0ω ω= .  

If the time spread from pickup to kicker is very small, PKT 0∆ ≈ , then

( )0 0 PKcos ( n Q ) T 1ω ∆+ ≈ . The coherent term is then negative and cooling is achieved. The 

result shows that the gain depends on whether k is an even or odd integer. A 180 degree phase 

shifter is needed in the cooling chain to achieve cooling. 

For large harmonic numbers 0 0 0 ng(( n Q ) ) g( n ) : gω ω+ ≈ =  etc. the cooling rate equation 

and assuming the correct sign of the gain, eq. (3.47) reduces in the center of the distribution 

j 0 0( 2 f )ω ω π= =  to 

 

{ }

{ }
2

1

20
n 0 PK n n n

n

n
20

n 0 PK n n n
n n

1 d 1
2g cos( n T ) g ( M U )

dt 2N 2

f
2g cos( n T ) g ( M U )

N

ωε
ω ∆

ε π

ω ∆

∞

=−∞

=

= − − +

= − − +

∑

∑
  (3.49) 

where the finite bandwidth is 2 1 0W ( n n ) f= −  and the sum runs only over positive frequencies 

(giving a factor of two since n ng g−=  etc.). 

Eq. (3.49) demonstrates that each harmonic in the cooling bandwidth contributes to cooling 

and that the cooling system can be optimized harmonic by harmonic. 

For a constant gain ng g=  the usual well known cooling formula [1, 3, 2] is found 

 { }* 21 d W
2gM g ( M U )

dt N

ε

ε
= − − +   (3.50) 

where the average mixing factor  

 
2

1

n
0

n
n n

f
M M

W =

= ∑   (3.51) 

and the average noise-to-signal ratio  
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2

1

n
0

n
n n

f
U U

W =

= ∑   (3.52) 

as well as mixing from pickup to kicker  

 
2

1

n
* 0

0 PK
n n

f
M cos( n T )

W
ω ∆

=

= ∑   (3.53) 

have been introduced. 

*M  can be considered as the pickup signal, which is sent to the kicker, processed by the 

bandpass system, similarly as discussed in chapter 2.3.1, page 16. Eq. (3.53) shows that the 

nominal particle with PKT 0∆ =  receives the full correction at the kicker since *M 1= . A 

particle passing the kicker too early ( PKT 0∆ < ) or too late ( PKT 0∆ > ) experiences an 

incomplete correction only, or will be even heated if *M  becomes negative. Thus mixing from 

pickup to kicker is bad and means unwanted mixing. An approximation of *M  is given by the 

parabola 

2

* PK

S

T
M 1

T / 2

∆ 
= −  

 
 when the time deviation of a particle is in the range of

PK ST T / 2∆ ≤ , where the sampling time is ST 1/ 2W= . The quantity S PKM (T / 2 )/ T∆+ =  is the 

mixing factor from pickup to kicker introduced in [2].  

In section 3.5 it is shown that if all sidebands overlap then nM 1=  for all n and from eq. (3.51) 

it follows that the average mixing factor becomes M = 1. 

If the phase error should be less than 060±  (cos(.) > 0.5) in each term then 

max PK PK max

1
T

3
ω η δ π<  and the upper frequency of the cooling system is limited to 

 max

PK PK max

1
f

6T η δ
<   (3.54) 

The cooling rate, eq. (3.49), can be maximized by optimizing the rate at each betatron 

harmonic. For PK PKT T∆ ≪  the optimum gain for each betatron harmonic, which maximize the 

cooling rate, is 
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 opt
n

n n

1
g

M U
=

+
  (3.55) 

Inserting this into eq. (3.49) yields the optimal cooling rate 

 
2

1

n
0

n nopt n n

f1 d 1 W 1

dt N M U N M U

ε

ε =

 
= − → − ⋅ 

+ + 
∑   (3.56) 

Notice that the cooling rate is proportional to the bandwidth W and that it decreases 

with increasing particle number N. The optimal value is found if M U 1+ =  , i.e. the mixing 

factor should be M 1=  and no thermal noise, U 0= .  

The rate equation (3.47) represents a first order differential equation for the beam 

emittance. The equation is solved to predict the time evolution of the emittance during cooling 

including the beam-target interaction which adds an additional emittance growth rate to the 

rate equation (3.47) as is outlined in chapter 4.  

3.4 Schottky Noise Density 

In chapter 3.1 the particle’s transverse dipole moment in frequency domain was deduced 

 { }r r r
0 0 0i i ikr P

r r r r r r
k

d̂ ( ) Ze (( k Q ) )e (( k Q ) )e e
2

φ φ χε β
ω ω δ ω ω δ ω ω

∞
− −

=−∞

= ⋅ + − + − −∑   

  (3.57) 

which when summed up for all beam particles N yields the total transverse dipole moment of 

the beam  

 
N

r
r 1

ˆ ˆd( ) d ( )ω ω
=

=∑   (3.58) 

which is a random quantity where for each particle the phases r
0φ  and r

0χ  are uniformly 

distributed in [ [0,2π  for a DC beam. It is therefore not well defined. A well-defined quantity 

is the spectral density that can be measured with a spectrum analyzer.  

We can find the spectral density by forming ˆ ˆd( ) d ( )ω ω∗ ′⋅  using eq. (3.57) and (3.58). As 

outlined in Appendix A the autocorrelation function ˆ ˆd( ) d ( )ω ω∗ ′⋅  possesses the property 
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ˆ ˆd( ) d ( ) 2 ( ) S( )ω ω π δ ω ω ω∗ ′ ′⋅ = − ⋅  which allows us to derive the spectral density once the 

Fourier transform of the dipole moment is known. 

Averaging over the phases and using the arguments as in chapter 2.4.2.1 we arrive at 

 {
}

N
* 2 2r P

r
r 1 k

r r r r

r r r r

ˆ ˆd( ) d ( ) ( Ze )
4

( ( k Q ) ) ( ( k Q ) )

( ( k Q ) ) ( ( k Q ) )

2 ( ) S( ).

ε β
ω ω ω

δ ω ω δ ω ω

δ ω ω δ ω ω

π δ ω ω ω

∞

= =−∞

′⋅ = ⋅

′− + − +

′+ − − − −

′= − ⋅

∑∑

  (3.59) 

Integrating both sides w.r.t. ω  leads to the expression for the spectral density 

 
2 N

2
d r r P r r

r 1 k

( Ze )
S ( ) ( ) ( ( k Q ) )

4 2
ω ω ε β δ ω ω

π

∞

= =−∞ ±

= − ±
⋅

∑∑∑ .  (3.60) 

Since a large number N of particles with angular revolution frequencies r 0ω >  clustered 

around the central value 0ω  is involved, we can proceed further in replacing the sum over 

discrete frequencies and particle emittances rε  in eq. (3.60) by an integral, 

N

r r r r 0 r r r r
r 1 0 0

g( , ) g( , ) ( ) ( )d dω ε ω ε Ψ ω ρ ε ω ε
∞ ∞

=

→∑ ∫ ∫ , where the angular frequency distribution 

0Ψ  is normalized to the number of Ions in the beam, 0

0

( )d NΨ ω ω
∞

=∫ and 

0 0

0

1/N ( )dωΨ ω ω ω
∞

⋅ =∫ .  

Note the essential fact that per definition 

 0( ) 0 for 0Ψ ω ω= < .  (3.61) 

The angular frequencies and the particle emittances are assumed to be independently 

distributed. The density for the emittances is normalized such that r r

0

( )d 1ρ ε ε
∞

=∫ .  

The spectral dipole beam density is then given by 
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2

2P
d 0

k 0

( Ze )
S ( ) ( ) ( ( k Q ) )d

4 2

εβ
ω Ω Ψ Ω δ ω Ω Ω

π

∞∞

=−∞ ±

= − ±
⋅

∑ ∑∫ .  (3.62) 

Evaluating the integral results in the final transverse spectral density of the DC-beam, called 

Schottky dipole density 

 

22
P

d 0
k

( Ze ) 1
S ( )

4 2 k Q k Q k Q

εβ ω ω
ω Ψ

π

∞

=−∞ ±

   
=    

⋅ ± ± ±   
∑ ∑   (3.63) 

as the sum over all sideband angular frequencies 0( k Q )ω± . The spectral density of the beam 

has the unit 2( Am ) /Hz . Note that the current density possesses the symmetry 

d dS ( ) S ( )ω ω= − . This is guaranteed by the appearance of the sum over 0( k Q )ω± . If the 

Schottky dipole density is evaluated according to eq. (3.63) one has to account for the fact that 

0( ) 0Ψ Ω =  for 0Ω < . 

The Schottky dipole density is proportional to the beam emittance ε  and the beta function Pβ  

at the pickup. It increases with the number of particles in the ring. It is important to note that 

the dipole density is proportional to the charge of the circulating particles squared. This has a 

direct impact on the necessary electronic power that has to be installed for the cooling system 

as will be discussed below. 

The spectral dipole density is measured with a pickup operated in difference mode. It 

has a position sensitive complex coupling impedance PLZ ( )ω′  with the unit /mΩ . The pickup 

output power density is then  

 

2

PL
P d

0

Z ( )
S ( ) S ( )

Z

ω
ω ω

′
=   (3.64) 

where 0Z  is the characteristic line impedance usually 50Ω . By inspection of the units it is 

seen that the power density has the unit W/Hz. 

From eq. (3.63) it follows that contribution of the k Q±  harmonic to the total spectral 

density at angular frequency ω  is given by  
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( )

2 2

d P 0

Ze1 1
S ( ) ( )

4 2 k Q k Q k Q

ω ω
ω εβ Ψ

π
±  

=  
± ± ± 

  (3.65) 

It is determined by the beam frequency distribution 0( )Ψ ω  with 0

0

( )d NΨ ω ω
∞

=∫ . The shape 

of the sideband is thus predefined by the momentum distribution. 

Eq. (3.63) represents the general expression for the Schottky dipole moment for 

negative and positive angular frequencies. The tune Q is decomposed in the sum of its integer 

part Q  and its fractional part q, Q Q q= + . Then, k Q ( k Q ) q n q± = ± ± = ± .  

In general the tune ( )Q δ  depends on the relative momentum spread δ  in the beam. 

The resulting tune spread Q q Q∆ ∆ δ′= = ⋅  is determined by the machine chromaticity Q′ . 

Together with the frequency spread 0∆ω ηω δ=  the spread of the sideband frequencies 

becomes { }( ) 0n q Q∆ω η ω δ±
′= ± ± , see appendix D. Since the stochastic cooling system is 

operated at high harmonic numbers one can however neglect chromatic effects to first order 

and assume in the following that the sideband frequency spread is determined solely by the 

spread in revolution frequencies 0∆ω ηω δ= . An extension that includes chromaticity in the 

description of the transverse dipole density of the DC-beam is outlined in the appendix D. 

From eq. (3.63) one concludes that in the real positive frequencies domain, which is measured 

by a spectrum analyzer, the spectrum reads 

 d d d
n 1 n 0

S ( ) S ( ,n ) S ( ,n )ω ω ω
∞ ∞

− +

= =

 
= + 
 
∑ ∑   (3.66) 

with the lower (n – q) sideband 

 

22
P

d 0

( Ze ) 1
S ( ,n ) , n 1,2,3,4,.......

2 2 n q n q n q

εβ ω ω
ω Ψ

π
−    

= =   
⋅ − − −   

  (3.67) 

and the upper (n + q) betatron sideband 

 

22
P

d 0

( Ze ) 1
S ( ,n ) , n 0,1,2,3,4,......

2 2 n q n q n q

εβ ω ω
ω Ψ

π
+    

= =   
⋅ + + +   

  (3.68) 
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Thus, in the real positive frequency domain to every revolution harmonic n two sidebands 

belong, the lower (n – q) and the upper (n + q) betatron sideband. The shape of the sideband 

distribution is determined by the frequency distribution 0( )Ψ ω  or by the beam’s momentum 

distribution. 

If the single sidebands do not overlap only one harmonic contributes to the spectral 

density at frequency ω  and the Schottky power per betatron sideband is deduced from 

 n d

1
P S ( ,n )d

2
ω ω

π
± ±= ∫ .  (3.69) 

Inserting eq. (3.67) or (3.68) yields approximately 

 ( )
2

20
n P

N
P Ze

2 2

ω
εβ

π
±  

≈  
 

  (3.70) 

which shows that the Schottky power per band is independent from the harmonic number.  

The Schottky power per harmonic as measured with a spectrum analyzer is calculated from 

 ( )
2

20
n n n PP P P N Ze

2

ω
εβ

π
− +  

= + =  
 

.  (3.71) 

The total transverse Schottky power of the DC-beam in the cooling bandwidth W containing 

0W /f  harmonics is consequently 

 ( )
2

20
P

0

W
P N Ze

f 2

ω
εβ

π

 
= ⋅  

 
.  (3.72) 

The average Schottky power density 0S  per harmonic appearing in the mixing factor eq. 

(3.42) and the noise-to-signal eq. (3.43) is with eq. (3.63) given by 

 

{ }

( )

0 d d

0

2 0
P

1
S S ( ) S ( ) d

N
Ze .

2 2

Ω Ω Ω
ω

ω
εβ

π

+ −= +

 
=  

 

∫
  (3.73) 
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The total Schottky power SP  delivered by the beam to the kicker entrance via the cooling 

chain follows from 

 
2

d
S A PL

0

S ( )1
P G ( )Z ( ) d

2 Z

ω
ω ω ω

π
′= ∫ .  (3.74) 

The integral runs actually only over the finite bandwidth W. Amplifier, filters etc. are included 

in AG ( )ω .  

The total thermal noise power at the kicker thP  entrance amounts 

 
2

th A th

1
P G ( ) S d

2
ω ω

π
= ∫ .  (3.75) 

Approximate expressions for the power contributions are found if we assume a flat pickup and 

gain response PL PL CZ Z ( )ω′ ′≈ , A A CG G ( )ω≈  where Cω  is the center angular frequency of the 

cooling system. 

For the case that the sidebands do not overlap eq. (3.74) yields for the total transverse 

Schottky power in the cooling bandwidth W at the kicker entrance 

 

2
2PL2 0

S A P

0

Z
P N( Ze ) G W

2 Z

ω
εβ

π

′
= ⋅ ⋅ .  (3.76) 

In designing a cooling system one has to determine the maximum electronic RF power 

which has to be installed for the cooling system. Eq. (3.76) tells that the Schottky particle 

output power at the kicker entrance is proportional to the particle number and the particle’s 

charge squared. It is proportional to the amplifier gain squared and increases with bandwidth. 

It is largest at the beginning of cooling when the uncooled beam size at the pickup, Pεβ , is 

largest. In the estimation of the power consumption one has also to account for the total 

thermal noise power in the cooling bandwidth W which is according to eq. (3.75) given by 

 
2

th A R AP k(T T ) G W= + .  (3.77) 
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The Boltzmann constant is 23k 1.38 10 W /K−= ⋅ . The equivalent noise temperature of the 

amplifier is AT  and the noise temperature of the pickup is RT . The thermal noise power is 

again proportional to the amplifier gain squared. 

Thus the total power is the sum of both Schottky power and noise power. For the total 

power that has to be installed for transverse cooling (horizontal and vertical) a safety factor 

5≈  has to be included due to the fact that noise signals are amplified and an overload of the 

amplifier, which would lead to an additional heating, has to be avoided. 

An example shall illustrate the order of magnitude of the installed power. It is assumed 

that 10N 10=  antiprotons are stored in the HESR. With two tanks for the pickup, equipped 

with 64 ring slot coupler each, we achieve a coupling impedance of PLZ 5k /mΩ′ ≈  in the 

center of the cooling bandwidth (2 – 4) GHz, see Table 1.2 and Table 3.1 as well as details in 

chapter 3.7. The characteristic line impedance is 0Z 50Ω= . The bandwidth is 2 GHz. A 

typical gain is 120 dB which corresponds to 6
AG 1 10= ⋅ . The revolution frequency at 3 GeV is 

0 /2 506 kHzω π = . Take a betatron function at the pickup with P 10 mβ = . The total emittance 

is rms6 16 mm mradε ε= ⋅ = . With these values the Schottky power e.g. for horizontal cooling, 

in the cooling bandwidth W amounts SP 20W≈ . The thermal noise power is with low noise 

amplifiers and cryogenically cooled pickup structures, A RT T 40 K+ ≈ , thP 1W≈ . Thus the 

total power is totP 21W≈ . Including a safety factor 5 the power that has to be installed for one 

cooling plane amounts to instaledP 105W= . In the HESR one kicker tank with 250 W per 

transverse plane is available. 

Note that at the beginning of cooling the required power is largest and decreases when the 

emittance is reduced. 

As was outlined at the end of the previous chapter 2.4.2.2, eq. (2.89), the necessary 

power can be distributed to different power amplifiers by grouping the ring slot couplers. 
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3.5 Mixing Factor and Noise-to-Signal Ratio 

The definition of the mixing factor M is similar as for momentum cooling. We re-write eq. 

(3.63) equivalently as 

 2 0
d P

N
S ( ) ( Ze ) M( )

2 2

ω
Ω εβ Ω

π
= ⋅   (3.78) 

where the mixing factor M ( )Ω  is defined for positive and negative angular frequencies Ω  as 

 { }k k
k

M( ) M ( ) M ( )Ω Ω Ω
∞

− +

=−∞

= +∑   (3.79) 

with 

 

2

k 0

0

1 1
M ( )

2 N k Q k Q k Q

Ω Ω
Ω Ψ

ω
±    

=    
± ± ±   

.  (3.80) 

Or, using the fractional tune q  

 

2

n 0

0

1 1
M ( )

2 N n q n q n q

Ω Ω
Ω Ψ

ω
±    

=    
± ± ±   

.  (3.81) 

Eq. (3.78) is in agreement with the definition for the mixing factor, eq. (3.42), given in section 

3.2. For well separated sidebands only one mixing factor kM ( )Ω±  contributes to the total 

mixing factor M ( )Ω . If the harmonic number becomes large so that n q>  the mixing factor 

becomes at each harmonic 

2

n 0

0

1 1
M ( )

N n n n

Ω Ω
Ω Ψ

ω
±    

=    
   

, i.e., the two adjacent sidebands 

add up. The mixing factor is then the same as that for momentum cooling given by eq. (2.73), 

chapter 2.4.2.1. 

For fully overlapping sidebands the mixing factor in eq. (3.79) becomes M ( ) 1Ω =  

independently from frequency as will be shown in an example below. Therefore 

n jM M (( n Q ) )) 1ω= + =  for all harmonics n and the average mixing factor in eq. (3.51) 

equals one. 
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Similarly as for momentum cooling, we conclude from eq. (3.78) that the spectral 

beam dipole density (transverse Schottky noise density) equals white noise with the frequency 

independent density 2 0
P

N
( Ze )

2 2

ω
εβ

π
 if the mixing factor is M 1= . Performing the Fourier 

transform of the constant density one finds the autocorrelation function 

2 i 20 0
P P

N 1 N
R( ) ( Ze ) e d ( Ze ) ( )

2 2 2 2 2
Ωτω ω

τ εβ Ω εβ δ τ
π π π

∞

−∞

= ⋅ = ⋅∫  which states that the noise 

signal is completely uncorrelated, i.e., uncorrelated samples in the time domain description. In 

the frequency domain description a mixing factor M 1>  describes to what extent the Schottky 

particle dipole density is enhanced over the white noise density and thus contributes to a 

stronger incoherent emittance increase. 

The one-to-one relation between spectral density (frequency domain) and 

autocorrelation function (time domain) allows the important and consistent interpretation of 

the mixing factor either in time domain, i.e. uncorrelated samples for best cooling if M = 1 or 

equivalently in the frequency domain description where the spectral beam density is then 

essentially white noise for M = 1 which similarly leads to the best cooling condition.  

The mixing factor is illustrated for antiprotons in the HESR at 3 GeV kinetic energy. 

The same parameters that have been applied in section 2.4.2.1 to discuss the mixing in 

momentum cooling are utilized. The lattice with tr 6.23γ =  has a fractional betatron tune 

q 0.62=  in the horizontal and vertical phase space plane.  

For a beam with a relative momentum spread 4
rms 1 10δ −= ⋅  the bands are well separated, 

Figure 3.2.  
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Figure 3.2: Transverse (magenta) and longitudinal mixing at the upper range of the cooling 

system for 4
rms 1 10δ −= ⋅ . The bands are well separated. 

The longitudinal sidebands are still well separated when the momentum spread is increased to 

4
rms 5 10δ −= ⋅ . The transverse betatron sidebands however partly overlap yielding good wanted 

mixing for betatron cooling, Figure 3.3. If we compare Figure 3.2 with the right image in 

Figure 3.3 we notices that the mixing factor is reduced by a nearly a factor of five.  

      

Figure 3.3: Transverse (magenta) and longitudinal mixing at the lower (left) and upper range 

(right) of the cooling system for 4
rms 5 10δ −= ⋅ . The sidebands partly overlap. The mixing 

factors decrease. 
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It should be mentioned that for diagnostic reasons the bands should not completely overlap. 

This will be discussed below when we deal with the open loop gain of a transverse cooling 

system. 

The average transverse wanted mixing factor is 
bandwidth

1
M M( )d 3

2 W
Ω Ω

π
= ≈∫  for the case 

4
rms 5 10δ −= ⋅ .  

Increasing the momentum spread further leads to a complete overlap of the sidebands. The 

mixing factor becomes M 1=  as is shown in Figure 3.4. 

 

 

Figure 3.4: Transverse (magenta) and longitudinal mixing at the upper range of the cooling 

system for 3
rms 2 10δ −= ⋅ . Complete overlap of the transverse and longitudinal Schottky bands. 

The mixing factor is M 1= . 

With ( n Q )Ω ω= ±  the mixing factor, eq. (3.80), is approximately given by 

 0M (( n Q ) ) ( )
2N n Q

ω
ω Ψ ω± ± ≈

±
  (3.82) 

if the bands do not overlap. 
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Average mixing factor 

In the centre of the distribution 0ω ω=  and for large harmonic numbers n but still well 

separated bands the mixing factor becomes approximately 0
0 0 0

1
M( n ) ( )

2 n N

ω
ω Ψ ω≈ .  

Under this assumption the average mixing factor M according to eq. (3.51) is estimated to be 

 
2 2
0 0 0 0 0 02

1 C

( ) ( )n1 1 W
M ln

2N 2 W n 2N 2 W f

ω Ψ ω ω Ψ ω

π π
= ≈ ⋅   (3.83) 

where Cf  is the center frequency of the cooling system. In the last step the approximation 

2 1 Cln( n /n ) W /f≈  for an octave bandwidth has been applied. 

Eq. (3.83) can be used to estimate the average mixing factor for different beam distributions. 

For a Gaussian beam one finds the average mixing factor 

 
2

0

f

f f
M ln

f2 2 Wπ σ
+

−

= ⋅   (3.84) 

where the revolution frequency is 0f  and the standard deviation of the beam frequency 

distribution is fσ . The upper and lower frequency of the cooling system is f+  and f− , 

respectively. The bandwidth is W f f+ −= − .  

 

Signal-To-Noise Ratio 

The noise-to-signal ratio has been defined in eq. (3.43). It can be written as 

( )
R A

th
22

2 PLPL 0 0 0
P

0

1
k( T T )S ( ) 2U ( )

ZZ ( ) / Z S N
( Ze )

2 2 Z

Ω
Ω

Ω ω
εβ

π

±
±

+
= =

′′ ⋅
 

and equals the ratio  
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2PL2 0

P A

0

k(T T ) G W
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Z
N( Ze ) G W

2 Z

Ω
ω

εβ
π

± + ⋅
=

′
⋅

  (3.85) 

of the thermal noise power in the cooling bandwidth at the kicker entrance to the Schottky 

particle power in the cooling bandwidth at the kicker entrance. 

3.6 Open Loop Gain and Beam Feedback 

We now continue to include the transverse feedback in the cooling equations for betatron 

cooling as was similar done for momentum cooling. Figure 3.5 sketches the loop. 

 

 

 

 

 

 

Figure 3.5: Feedback for transverse cooling. The undisturbed beam dipole moment id ( )Ω  is 

modified by addition of the dipole moment modulation fd ( )Ω  introduced by the beam 

feedback. The loop can be opened between points A and B. A signal is then fed into the loop at 

point A and the transverse response of the cooling system including the beam is measured at 

point B with a network analyzer. The resulting open loop gain completely determines the 

transverse cooling system properties. 

 

The transverse beam feedback function describes the response of the beam’s dipole moment at 

the pickup upon a time depended deflection ( t )∆θ  at the kicker.  

The complex beam transfer function B(Ω) is defined as the ratio 

 
fd ( )

B( )
( )

Ω
Ω

∆θ Ω
=   (3.86) 

A di(Ω) 

df(Ω) 

T(Ω) 

B(Ω) 

∆θ(Ω) B 



123 

 

where the deflection at the kicker in frequency domain is ( )∆θ Ω  and fd ( )Ω  is the dipole 

moment modulation of the beam at the pickup input. The undisturbed dipole moment of the 

beam at the pickup is id ( )Ω . 

The resulting deflection at the kicker is 

 i f( ) T( ) ( d ( ) d ( ))∆θ Ω Ω Ω Ω= ⋅ +   (3.87) 

with the system transfer function T(Ω). 

Inserting the beam transfer function, eq. (3.86), yields the closed loop gain 

 
i

( ) T( )

d ( ) 1 B( )T( )

∆θ Ω Ω

Ω Ω Ω
=

−
  (3.88) 

Thus the system transfer function has to be modified according to eq. (3.88) if the beam 

transfer function is taken into account.  

The closed loop gain is then similar to longitudinal cooling given by 

 C

T( )
G ( )

1 B( )T( )

Ω
Ω

Ω Ω
=

−
  (3.89) 

and the open loop gain is denoted by 

 S( ) B( )T( )Ω Ω Ω= .  (3.90) 

The system will be stable if Re[ B( )T( )] 1Ω Ω < . It can be shown (see below) that if 

mixing from kicker to pickup is small, i.e., the mixing factor M is large and thermal noise is 

negligible, the optimum open loop gain becomes S(Ω) = -1 in the centre of the distribution (

0ω ω= ). According to eq. (3.89) the closed loop gain is reduced by a factor of two (signal 

suppression). On the other hand, if mixing is small or amplifier noise (U) becomes important, 

then S(Ω) tends to zero and no signal suppression occurs. 

With beam feedback the input dipole current density changes to ( ) / ( )
2

dS 1 SΩ Ω− . If 

the open loop gain is optimal, S(Ω) = -1, one observes a signal suppression of 0.5 in the 
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cooling bandwidth or equivalently, a reduction of the power density by 6 dB, see also Figure 

3.7 for an example.  

It will be elucidated below with examples that the cooling system can be analyzed and 

optimized by measuring the open loop gain S(Ω) with a network analyzer. 

The beam transfer function, eq. (3.86), has the units Am. A dimensionless beam 

transfer function is defined by 

 
0 P K

B( )
B ( )

Ze f

Ω
Ω

β β
⊥ =   (3.91) 

The closed loop gain can be written as 

 
i

0 P K

0 P K

( ) T( )
B( )d ( ) 1 N( Ze ) f T( )

N( Ze ) f

∆θ Ω Ω
ΩΩ β β Ω

β β

=

− ⋅

  (3.92) 

and therefore with eq. (3.91) 

 
i

( ) T( )
1d ( ) 1 B ( ) g( )
N

∆θ Ω Ω

Ω Ω Ω⊥

=

− ⋅

  (3.93) 

with g(Ω) as given in eq. (3.46). 

Taking the signal suppression into account the cooling rate for the emittance, eq. (3.47), is 

modified to include beam feedback. 

3.6.1 Emittance Cooling Rate Including Beam Feedback 

 

{ }

K
j ji t

j j j2

nj
j j

2

j

j j
n

j j

d g( )1 1
2 Re e

1dt 2N 2 1 B ( ) g( )
N

g( )
M( ) U( )

1
1 B ( ) g( )

N

π
Ω µε ω Ω

ε π Ω Ω

Ω
Ω Ω

Ω Ω

 ∞ + − 
 

=−∞
⊥

∞

=−∞
⊥

  
  

=   
  − ⋅
  




+ + 
− ⋅


∑

∑

  (3.94) 
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where j j j( n Q )Ω ω= + . 

3.6.2 Transverse Beam Transfer Function 

The transverse beam transfer function is derived similarly with the approach as outlined in 

chapter 2.10 for the longitudinal BTF. The only complication which is now added is that 

besides the longitudinal motion we have to consider the betatron motion. In the following we 

give the major steps.  

We assume the sinusoidal approximation of the betatron motion and write as depicted 

in Figure 3.1 

 ( ,I ) 2I cosξ φ φ=   (3.95) 

where the action I has been introduced which is the phase space area divided by 2π . A 

comparison with eq. (3.2) yields the relation of the action and the emittance ε   

 I
2

ε
= .  (3.96) 

The phase angle of a particle in eq. (3.95) is similarly defined as in eq. (3.11) and is given by 

 0( t ) Q tφ ω φ= +   (3.97) 

where the betatron tune is Q and 0φ  is a random phase uniformly distributed in [ 0,2 [π . 

The phase space is now four-dimensional with co-ordinates ( ,I , ,J )φ Θ  in which the 

longitudinal angle action variables have been introduced in chapter 2.10. We assume that the 

transverse phase space is de-coupled from the longitudinal phase space and that the pickups 

and kickers are located in dispersion free regions in the ring. The following discussion is either 

for the horizontal or vertical BTF. The general case of possible coupling is outlined in [42].  

The Hamiltonian of the unperturbed motion is then simply given by 

 0H ( ,I , ,J ) ( J Q I )φ Θ ω= ⋅ +   (3.98) 

from which the equation of motion follow with 
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 0 0H H
Q I 0

I
φ ω

φ

∂ ∂
= = = − =

∂ ∂
ɺ ɺ   (3.99) 

and 

 0 0H H
J 0

J
Θ ω

Θ

∂ ∂
= = = − =

∂ ∂
ɺ ɺ .  (3.100) 

The unperturbed particle distribution is  

 0 0

1 1
( ,I , ,J ) ( I ) (J)

2 2
Ψ φ Θ ρ Ψ

π π
= ⋅   (3.101) 

with the normalization  

 

2 2 2 2

0 0

0 0 0 0 0 0 0 0

1 1
( ,I , ,J )d dJd dJ ( I )d dI (J)d dJ N

2 2

π π π π

Ψ φ Θ φ Θ ρ φ Ψ Θ
π π

∞ ∞ ∞ ∞

= ⋅ =∫ ∫ ∫ ∫ ∫ ∫ ∫ ∫   (3.102) 

and 
0

(I)dI 1ρ
∞

=∫  as well 0

0

(J)dJ NΨ
∞

=∫ . 

Similarly as outlined in chapter 2.10 a particle distribution ( ,I , ,J ,t )Ψ φ Θ  satisfies the Vlasov 

equation 

 { }0 0H , iL
t

Ψ
Ψ Ψ

∂
= = −

∂
  (3.103) 

where the Poisson brackets are now defined as 

 { }
f g f g f g f g

f ,g
I I J Jφ φ Θ Θ

 ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ 
= − + −  

∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂  
  (3.104) 

for any two functions f and g defined on the phase space ( ,I , ,J )φ Θ . The linear operator in eq. 

(3.103) is given by { }0 0L g i H ,g= .  

We now apply a time dependent deflection K( t , )∆θ Θ  at the kicker located at KΘ . The 

kicker deflection will be sampled by a circulating particle once per turn. The single particle 

action change per time, Iɺ , due to the deflection is then given similar as in eq. (3.12) 
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 K 0 K K
n

I 2I sin( Q t ) ( ( t ) 2 n ) ( t; )
2

ε
β ω φ ω δ Θ Θ π ∆θ Θ

∞

=−∞

= = + ⋅ − − ⋅∑
ɺɺ   (3.105) 

assuming as before that the position of a particle is not altered by the deflection. 

For weak kicker deflections we can treat the kicker action as a perturbation of the 

Hamiltonian in eq. (3.98) and write for the resulting Hamiltonian 

 0H( ,I , ,J ,t ) H ( I ,J ) A( t ) ( ,I , ,J )φ Θ φ Θ= − ⋅A   (3.106) 

with the perturbation part 

 H A( t ) ( ,I , ,J )∆ φ Θ= − ⋅A .  (3.107) 

The particle motion then follows with the Hamiltonian eq. (3.106) 

 ( ) ( , , , )

( ; ) sin( ) ( ( ) ).K K 0 K
n

H
I

A t I J

t 2I Q t t 2 n

φ

φ Θ
φ

∆θ Θ β ω φ ω δ Θ Θ π
∞

=−∞

∂
= −

∂

∂
= ⋅

∂

= ⋅ + ⋅ − −∑

ɺ

A   (3.108) 

Comparing the second and third line in the equation we can identify for the 

perturbation 

K K K
n

( ,I , ,J )
A( t ) ( t; ) and 2I sin( ) ( 2 n )

φ Θ
∆θ Θ β φ ω δ Θ Θ π

φ

∞

=−∞

∂
= = ⋅ − −

∂
∑

A
  (3.109) 

Since we assume a decoupled motion the deflection does not change the longitudinal motion 

so that we have 

 
H H

J 0
J

Θ ω
Θ

∂ ∂
= = = − =

∂ ∂
ɺ ɺ .  (3.110) 

As a conclusion we find that in the presence of the perturbation the betatron phase is 

given by 0( t ) Q tφ ω φ= +  as well as the longitudinal motion is 0( t ) tΘ ω Θ= +  and the action 

(energy) is J( t ) J constant= = .  
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The perturbed particle density can be written as 

 0( ,I, ,J,t) (I,J) ( ,I, ,J,t)Ψ φ Θ Ψ ∆Ψ φ Θ= +   (3.111) 

where the perturbation is ( ,I, ,J,t)∆Ψ φ Θ  and the unperturbed particle distribution 0(I,J)Ψ  is 

given in eq. (3.101). 

The Vlasov equation for the perturbation ( ,I, ,J,t)∆Ψ φ Θ  merges, similarly as described in 

chapter 2.10, in the inhomogeneous partial differential equation 

 { }( ) ,0 0i L A t
t

∆Ψ ∆Ψ Ψ
∂

= − ⋅ − ⋅
∂

A .  (3.112) 

with the driving term { }( ) , 0A t Ψ− ⋅ A  determined by eq. (3.109). Performing the Poisson 

bracket { }, 0ΨA defined in eq. (3.104) yields  

 { }, 0
0

I

Ψ
Ψ

φ

∂∂
= ⋅

∂ ∂

A
A .  (3.113) 

with / φ∂ ∂A  given in eq. (3.109). In the derivation the properties have been considered that 

the unperturbed particle distribution 0(I,J)Ψ  does not depend on φ  and Θ  as well as that the 

kicker deflection does not change the particle energy and therefore / 0Θ∂ ∂ =A . 

The formal solution of the partial differential equation (3.112) is given by 

 { }( )
( , , , , ) ( ) ( ( ), ( ), ( ), ( )), ( ( ), ( ))0

t
iL t t

0I J t e A t t I t t J t I t J t∆Ψ φ Θ φ Θ Ψ′− −

−∞

′ ′ ′ ′ ′ ′ ′= − ∫ A .  (3.114) 

Observe that the perturbation ( , , )J t∆Ψ Θ  in the particle density vanishes when 

t → −∞ . This reflects the fact that the perturbation is zero in the past before the kicker is 

switched ON. In other words, no output signal before the input signal is present. 

The dipole moment of a single particle observed at the pickup entrance (see also eq. 

(3.17)) is given by 

 P P P
m

d( t; ) 2I cos( ( t ))Ze ( J ) ( ( t ) 2 m )Θ β φ ω δ Θ Θ π
∞

=−∞

= − −∑ .  (3.115) 
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We now carry out the same steps as in chapter 2.10 for the longitudinal BTF when 

proceeding from eq. (2.141) to eq. (2.151) to find the dipole momentum modulation of the 

beam at the pickup Pd( t , )∆ Θ as a result of the kicker action  

 

t

P P Kd( t; ) R (t t ; ; ) A(t )dt∆ Θ Θ Θ⊥

−∞

′ ′ ′= − ⋅∫   (3.116) 

with the response function given as  

 { } 4
P KR ( ; ; ) ( X ( 0 )), ( X (0 ) B( X ( ))d Xτ Θ Θ Ψ τ⊥ = ∫ A .  (3.117) 

For abbreviation the phase space variables ( )X ,I, ,Jφ Θ=  and the volume element 

4d X d dI d dJφ Θ=  are introduced.  

The observable B( X )  in the integral of eq. (3.117) is that as given in eq. (3.115) 

 P P
m

B( X ) B( ,I , ,J ) 2I cos( )Ze ( J ) ( 2 m )φ Θ β φ ω δ Θ Θ π
∞

=−∞

= = − −∑ .  (3.118) 

Equation (3.116) is completely similar to that derived for the longitudinal BTF in chapter 2.10 

which underlines the identical formal treatment of the BTF either for the longitudinal or 

transverse phase space using perturbation theory. 

The propagation of the deflection KA( t ) ( t ; )∆θ Θ′ ′=  applied by the kicker at location KΘ  at 

times t t′ <  resulting in a dipole moment modulation Pd( t; )∆ Θ  at time t at the pickup located 

at azimuth PΘ  is a convolution of the deflection and the beam’s response function in time 

domain P KR ( ; ; )τ Θ Θ⊥ . A Fourier transform then delivers the transverse beam transfer 

function P KR ( ; ; )Ω Θ Θ⊥  according to the definition given in eq. (3.86). 

Replacing the cos-term by a complex exponential and using the Fourier expansion of 

the delta-function in eq. (3.118) yields 

 
[ ] [ ]{ }P 0 0 P 0 0

P

i ( m Q ) ( J ) m( ) i ( m Q ) ( J ) m( )

m

I( J )
B( X ( )) Ze

2 2

e e .ω τ Θ Θ φ ω τ Θ Θ φ

βω
τ

π
∞

+ − − + − + − − +

=−∞

= ⋅

+∑
  (3.119) 
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Inserting eq. (3.119) and the explicit expression of the Poisson bracket { }( X ( 0 )), ( X (0 )Ψ A  

according to eqs. (3.113) and (3.109) in the equation for the response function (3.117) gives 

after some straight forward calculations 

 [ ]

[ ]

K P

K P

P K
P K 2

i (n Q ) ( n Q )( )i 2
0

n0

i (n Q ) ( n Q )( )i 2
0

n0

1
R ( ; ; ) i( Ze )

2 ( 2 )

e ( ) e d

e ( ) e d .

ωτ Θ Θµ

ωτ Θ Θµ

β β
τ Θ Θ

π

ω Ψ ω ω

ω Ψ ω ω

⊥

∞ ∞
− + + + −

=−∞

∞ ∞
+ + + −−

=−∞

= − ⋅






− 



∑∫

∑∫

  (3.120) 

The betatron phase advance from pickup to kicker is K PQ ( )µ Θ Θ= ⋅ − . The frequency 

response is found with a Laplace transformation and evaluating the sum as outlined in [43]. 

Following the steps as performed in chapter 2.10 leads to the transverse beam transfer function 

as defined by eq. (3.86) 

 

PKi T
P K P K

i
0

0

i
0

0

i 1
R ( ; ; ) ( Ze ) e

4 2

e C( , ) ( ) 1 i cot( ( Q )) d

e C( , ) ( ) 1 i cot( ( Q )) d

Ω

µ

µ

Ω Θ Θ β β
π

Ω
ω Ω ω Ψ ω π ω

ω

Ω
ω Ω ω Ψ ω π ω

ω

⊥

∞

∞
−

= ⋅

  
+ +   

 
− + −    

∫

∫

  (3.121) 

where the mixing factor C( , )Ω ω  is the same as for the longitudinal case, eq. (2.170), chapter 

2.10, and the particle travelling time from pickup to kicker is denoted by PKT .  

In the further discussion we assume that C( , ) 1Ω ω ≈  and that in the vicinity of a singularity 

( n Q )Ω ω= ±  we can expand  

 
1

cot( ( Q ))
( n Q )

Ω ω
π

ω π Ω ω
± ≈

− ∓
.  (3.122) 

The transverse beam transfer function is then given by 
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PKi T0
P K P K

2 2
i i0 0

0 00 0

N
R ( ; ; ) ( Ze ) e

4 2

( ) ( )1 1 1 1
2 sin e d e d .

N ( n Q ) N ( n Q )

Ω

µ µ

ω
Ω Θ Θ β β

π

ω Ψ ω ω Ψ ω
µ ω ω

π ω Ω ω π ω Ω ω

⊥

∞ ∞
−

= − ⋅

 
+ − 

− − − + 
∫ ∫

  

  (3.123) 

The integrals are evaluated as discussed in chapter 2.10 by adding a small imaginary 

part iε  with 0ε >  in the denominator of the integrands to attain causality of the signals. In the 

limit of 0ε →  we then find for the normalized transverse beam transfer function according to 

the definition eq. (3.91) 

 

PKi T
P K

2 2
i 0

0

0 0

2 2
i 0

0

0 0

N
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4

( )1 1 i
2 sin ie P d
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∞

∞
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− −    

+ + + − +      

∫

∫

  (3.124) 

where the principal part of the integral in eq. (3.123) is indicated with P. 

We now discuss the beam transfer function for the specific case when the betatron 

phase advance is adjusted for optimal cooling, ( 2k 1) / 2µ π= +  with non-negative integer k as 

discussed in chapter 3.3. We then have i ke i ( 1)µ = ⋅ − , i ke i ( 1)µ− = − ⋅ −  and ksin ( 1)µ = − . 

Inserting this into eq. (3.124) leads to 

 

PKi Tk
P K

2 2

0 0

0 0

2 2
0 0

0 0 0

B ( ; ; ) ( 1) N e

1 1 1 1 1
1

2 2 N n Q n Q n Q 2 N n Q n Q n Q

( ) ( )i 1 1
P d P d .

4 N ( n Q ) ( n Q )

ΩΩ Θ Θ

Ω Ω Ω Ω
Ψ Ψ

ω ω

ω Ψ ω ω Ψ ω
ω ω

ω π Ω ω π Ω ω

⊥

∞ ∞

= − − ⋅

          
− +         

− − − + + +           

 
+ + 

− − − + 
∫ ∫

  

  (3.125) 

If the system delay is adjusted to the particle transit time from pickup to kicker the real part of 

the BTF can be written as 
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 [ ] { }k
P K n n

1
Re B ( ; ; ) ( 1) N 1 M ( ) M ( )

2
Ω Θ Θ Ω Ω− +

⊥
 = − − ⋅ − +    (3.126) 

where we have used the mixing factors defined by eq. (3.80) in chapter 3.5. 

If many overlapping bands contribute to a single frequency Ω  the real part of the BTF, 

eq. (3.126), has to be modified to 

 [ ] { }k
P K

1
Re B ( ; ; ) ( 1) N 1 M( )

2
Ω Θ Θ Ω⊥ = − − ⋅ − .  (3.127) 

The real part now contains the mixing factor 

 { }k k
k

M( ) M ( ) M ( )Ω Ω Ω
∞

− +

=−∞

= +∑   (3.128) 

for overlapping betatron sidebands as defined in chapter 3.5. 

From eq. (3.127) we conclude that for perfect mixing M ( ) 1Ω =  as outlined in chapter 3.5 the 

real part of the BTF vanishes. The causality of the beam signals entails that the real and 

imaginary part of the BTF are not independent from each other. The knowledge of one implies 

the knowledge of the other and thus the full complex and analytical BTF. This fact follows 

from the Kramers-Kronig dispersion relations for causal systems [42, 44] which are given by 

 [ ]
[ ]P K

P K

Re B ( ; ; )1
Im B ( ; ; ) P d

Ω Θ Θ
Ω Θ Θ Ω

π Ω Ω

∞
⊥

⊥

−∞

′
′=

′−∫   (3.129) 

and 

 [ ]
[ ]P K

P K

Im B ( ; ; )1
Re B ( ; ; ) P d

Ω Θ Θ
Ω Θ Θ Ω

π Ω Ω

∞
⊥

⊥

−∞

′
′= −

′−∫   (3.130) 

where P stands again for the principal value part of the integral. 

Hence, for perfect mixing with M ( ) 1Ω = , eq. (3.129) implies that the imaginary part 

also vanishes and consequently that the full BTF becomes zero. As a result any perturbation 

imposed on the beam particles at the kicker will vanish before it reaches the pickup. Beam 

feedback then plays no role in the cooling rate equation. This is consistent with the conclusion 
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drawn in chapter 3.5 that for perfect mixing the beam is completely uncorrelated for perfect 

mixing. 

As previously pointed out it is not convenient for cooling system diagnostics and 

optimization to operate the cooling system in a regime where all bands overlap. In the next 

chapter we discuss the cooling properties for a beam in which the bands are narrow and the 

tune value is such the bands are well separated. Consequences of partly overlapping bands are 

discussed in [41]. 

3.6.3 Core Cooling Formula 

Suppose the phase advance between pickup und kicker is ( 2k 1)
2

π
µ = +  where k is an 

integer, k = 0, 1, 2, …... The gain is dikg( ) ( 1) g( ) e ωτω ω −= − − . We assume that mixing from 

pickup to kicker is negligible, ( , )C 1Ω ω ≈ , and that the electronic delay is adjusted to the 

nominal particle travelling time from pickup to kicker, d PKTτ = .  

For non-overlapping bands we consider a single harmonic for which the real part of the 

BTF in the center of a symmetric distribution at 0( n Q )Ω ω= ±  is given according to eq. 

(3.126) by 

 [ ] { }k
0 P K 0

1
Re B ((n Q) ; ; ) ( 1) N 1 M((n Q) )

2
ω Θ Θ ω⊥ ± = − − ⋅ − ±   (3.131) 

with the mixing factor in the center of the distribution  

 0 0 0 0

1 1
M((n Q) ) ( ) 1

2N n Q
ω ω Ψ ω± =

±
≫   (3.132) 

for narrow bands (see eq. (3.81) and Figure 3.2). 

It should be noted that for a symmetric distribution the imaginary part of the BTF 

vanishes in the center of the distribution since the principal value in eq. (3.125) is an odd 

function of frequency in this case according to the Kramers-Kronig relation eq. (3.129). 

We then have approximately for the signal suppression factor in the core cooling rate 

according to eq. (3.94) 
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0

0 0

0

1
(( n Q ) )

1
1 B (( n Q ) ) g(( n Q ) )

N

1

1 S(( n Q ) )

Γ ω
ω ω

ω

⊥

± =

− ± ⋅ ±

=
− ±

  (3.133) 

with the open loop gain  

 0
0 0

M((n Q) )
S(( n Q ) ) g((n Q) )

2

ω
ω ω

±
± = − ±   (3.134) 

To simplify the core cooling rate equation (3.94) for the emittance of the beam we 

introduce the abbreviations for the open loop gain in the center of the distribution

0 n
n 0 0 n

M((n Q) ) M
S S(( n Q ) ) g((n Q) ) g

2 2

ω
ω ω

+
= − + = + =  and for the signal suppression

n 0(( n Q ) )Γ Γ ω= ± . The noise-to-signal ration is abbreviated by n 0U U(( n Q ) )ω= + . 

Inserting this in eq. (3.94) we obtain the betatron core cooling rate equation for non-

overlapping betatron sidebands including beam feedback (see also [2, 3]) 

 { }
2

0 n n
n n

n nn n

f 2g g1 1 d
M U

dt 2N 1 S 1 S

ε

τ ε

∞ ∞

=−∞ =−∞

   
= = − − +  

+ +  
∑ ∑ .  (3.135) 

The cooling rate can now be optimized by adjusting the gain and phase harmonic by harmonic 

in the cooling bandwidth. Optimum cooling is then found if for all harmonics in the cooling 

bandwidth the condition 

 n n n ng (U M ) 1Γ ⋅ + =   (3.136) 

is fulfilled. 

The optimum gain is 

 n opt
n

n

1
( g )

M
U

2

=

+

  (3.137) 

in the center of the distribution and the optimum cooling rate is found from eq. (3.135) which 

yields 



135 

 

 0

n n n

f1 1

2N M Uτ

∞

=−∞

= −
+

∑   (3.138) 

In the limiting case of negligible thermal noise ( n nU M / 2≪ ) in the cooling system the signal 

suppression corresponding to eqs. (3.136) and (3.137) when the cooling loop is closed is given 

by 

 n

1

2
Γ = .  (3.139) 

In this case the optimal cooling rate is achieved if at each harmonic involved in the cooling 

bandwidth the gain is given by 

 n opt

n

2
( g )

M
= .  (3.140) 

This value is twice as large as in eq.(3.55) for the case when beam feedback is neglected.  

Thus in the case of negligible amplifier noise we have an adjustment criterion for 

optimal cooling: By comparing open and closed loop Schottky noise densities the electronic 

gain can be adjusted harmonic by harmonic at all involved bands in the cooling bandwidth for 

optimal cooling. If at all harmonics in the cooling bandwidth a signal suppression of an half is 

observed cooling will be optimal. 

When thermal noise in the cooling system dominates ( n nU M / 2≫ ) the optimal 

cooling rate is found from eq. (3.137) which in this case is n opt n( g ) 1/U=  at all bands 

involved. The signal suppression when the loop is closed becomes n 1Γ =  and no signal 

suppression can be observed when the cooling loop is closed. 

Equivalently optimum cooling at each harmonic is attained for negligible thermal noise if the 

magnitude of the open loop gain and the open loop phase satisfy 

 0 0S(( n Q ) ) 1 and (( n Q ) )ω ϕ ω π± = ± =   (3.141) 

i.e., an open loop magnitude one in the center of the distribution and phase of 180 degrees is 

required at all harmonics in the cooling bandwidth. 
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The emittance core cooling rate, eq. (3.135), is equivalent to a first order differential 

equation for the beam emittance. This equation will be solved to predict the time evolution of 

the emittance during stochastic cooling including the beam-target interaction in COSY or 

HESR. More details are presented in chapter 4 where the beam-target interaction will be 

outlined. 

The open loop gain measurement is an essential practical method to analyze and to 

optimize a transverse cooling system [35]. This is illustrated with an example for horizontal 

betatron cooling of 10N 10=  stored antiprotons with momentum 3.8 GeV/c at the HESR 

where thermal noise in the cooling loop is negligible (Schottky noise dominates). In this case 

the optimal normalized gain is given by eq. (3.140) and eq. (3.141) determines the conditions 

for optimal cooling. Two tanks are used for the pickup, equipped with 64 ring slot coupler 

each and one tank equipped with 64 ring slot coupler is used as kicker. The shunt impedance 

of the pickup is PZ 1152Ω=  and that of the kicker KZ 2304Ω= , see Table 2.1. In this 

example the normalized gain g( )Ω  according to eq. (3.46) at the center of the cooling 

bandwidth with 

 ( )
22 0

C P K P K PU A

C 0

c
g( ) N( Ze ) Z Z S G

2 p c

ω
ω β β

π ω
=   (3.142) 

is used. It is assumed that g( )Ω  is constant and real over the bandwidth (2 – 4) GHz. The 

electrical delay of the cooling system is adjusted to the nominal particle travelling time from 

pickup to kicker. The position sensitivity is PUS . 

The revolution frequency at 3.8 GeV/c is 0 /2 506 kHzω π = . 

As outlined in the chapter 3.7 the position sensitivity of the ring slot couplers amounts 

PUS 20/m≈ . The beta function at the pickup and kicker for the standard lattice with tr 6.23γ =  

are 166 m and 15 m, respectively. The distance between pickup and kicker is 201 m. The 

horizontal betatron phase advance between pickup and kicker is PK 13 /2µ π= ⋅ and the 

fractional tune is q = 0.62. The full ring frequency slip factor is 0.03η = .  
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The open loop gain 
1

S( ) B ( ) g( )
N

Ω Ω Ω⊥= ⋅  is calculated with the beam transfer function 

given in eq. (3.125) for a Gaussian beam momentum distribution with a relative momentum 

spread 4
rms 1 10δ −= ⋅ . The electronic voltage gain is set to AG 115 dB= . 

 

         

Figure 3.6: Simulation of the open loop gain. Magnitude (left) and phase response (right) 

between harmonic number 3999 and 4000. The betatron sidebands 0( 4000 0.62 )ω−  and 

0( 3999 0.62 )ω+  are visible. The signal delay is set to the nominal particle travelling time 

from pickup to kicker. The phase in the center of the distribution (dotted lines) is 180 degrees 

for the desired betatron phase advance from pickup to kicker PK 13 /2µ π= ⋅  for optimal 

cooling, eq. (2.99). The gain 115 dB is however not the optimal gain. The magnitude of the 

open loop gain indicates that increasing it by 6 dB would lead to optimal cooling at these 

harmonics. 

 

Figure 3.6 shows the simulation result for an open loop gain between harmonic number 3999 

and 4000 in the cooling bandwidth. The open loop gain is real in the center of the sidebands 

since the phase is 180 degrees. The graphic indicates that the gain is too small. Increasing it by 

6 dB would lead to the optimal open loop gain magnitude S 1=  required for optimal cooling 

according to eq. (3.141).  
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The signal suppression, Figure 3.7, would then be equal 0.5 in the center of the 

sidebands instead 0.25≈  for 115 dB gain. The open loop phase shows a rapid change of 180 

degrees across each sideband. In the center the phase is 180 degrees as desired by eq. (3.141) 

for optimal cooling at this harmonic in the cooling bandwidth.  

In Figure 3.8 the Nyquist stability diagram is displayed. It consists of two loops 

corresponding to the two betatron sidebands in the harmonic range between 3999 and 4000. 

The loops are traversed with increasing frequency as indicated by arrows in the figure. If the 

betatron phase advance and the signal delay are set correctly the loops of the betatron 

sidebands are centered around the negative real axis as shown in the right graph of Figure 3.8. 

The cooling loop is stable since Re( S ) 1<  in the diagram. A phase error in the electronics 

would become noticeable by a simply rotation of the loops around the origin. If one loop in the 

Nyquist stability diagram encloses the point (1,0) the cooling loop becomes unstable. 

Next, an artificial betatron phase advance error of 45 degrees ( PK 13.5 /2µ π= ⋅ ) is 

introduced. The gain is increased to the optimal gain 121 dB. The loops in the Nyquist 

diagram are now clearly separated.  

Figure 3.9 shows that the difference in the open loop phase at the center of the two 

sidebands equals twice the error ∆µ  in betatron phase advance. 

 

Figure 3.7: Simulation of the signal suppression magnitude at harmonic number between 

harmonic number 3999 and 4000. The gain is not optimal. The signal suppression in the 

center of the distribution becomes 0.5 as desired when the gain is increased by 6 dB gain. 
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Figure 3.8: Nyquist stability diagram. If the betatron phase advance is correct the loops of the 

betatron sidebands are centred about the negative real axis (right graph). The center of the 

sidebands is marked with a dot. It is seen that the open loop gain is real in the center of the 

sidebands. Red: lower sideband, blue: upper sideband. The direction of the frequency sweep is 

indicated by arrows. The left graph shows the case when the betatron phase advance from 

pickup to kicker deviates from the optimal value PK 13 /2µ π= ⋅  by 45 degrees. The signal delay 

is as required. Any phase (delay) error in the electronics will rotate the loops around the 

origin. 

 

 

 

 

 

 

 

Figure 3.9: Open loop phase of the two sidebands for a betatron phase advance 

PK 13.5 /2µ π= ⋅ . The difference in the open loop phase at the center of the two sidebands 

equals twice the error 0.25∆µ π=  in the betatron phase advance. 
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Optimal cooling is achieved if for each betatron sideband in the cooling bandwidth 

gain and phase (180 degrees at the center of the sidebands) are optimized by means of an open 

loop gain measurement. In practice however it is sufficient to scan some 100 Schottky 

sidebands in the cooling bandwidth. 

A deeper discussion of the open loop gain measurement as a diagnostic tool to 

optimize the cooling system can be found in [35]. 

3.7 Transverse Pickup Impedance and Kicker Sensitivity 

The main stochastic cooling system of the HESR operates in the frequency range of 2 - 4 GHz. 

The beam coupling structure is based on ring slot couplers [11, 33] surrounding the whole 

beam thus covering the total image current, Figure 3.10. The left image of the figure shows a 

single ring divided in an octagonal arrangement of eight 50Ω  electrodes. The signals can be 

summed up to create the longitudinal beam signals or they can be subtracted to produce the 

beam position signals for transverse cooling. The rings with a thickness of 9 mm can be 

stacked as shown in the right image of Figure 3.10 to increase the shunt impedance. The inner 

diameter of each ring is 90 mm. It was shown by simulations that these structures yield a 

significantly higher longitudinal shunt impedance as compared to a λ/4 structure. Additionally, 

the structures have the great advantage that they can be simultaneously used in all three 

cooling planes (horizontal, vertical and longitudinal). Due to the high sensitivity of the new 

ring slot couplers no movable parts in the vacuum are needed to obtain a good signal to noise 

ratio. 

According to the Lorentz reciprocity theorem [30] the same electrode configuration as 

used for a pickup can work as a kicker device. 

In a small test-tank the new structures were successfully operated in the synchrotron 

COSY [11] as pickup only and in a small version of 16 rings, as pickup and kicker in the 

Nuclotron in Dubna. This small cooling system acts as test-bench for the NICA project [12]. 
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Figure 3.10: Left, drawing of one ring slot coupler cell with eight electrodes 22.5 degrees 

apart. The cells of thickness 9 mm can be stacked to increase the sensitivity of the 

pickup/kicker as shown in the right image. In the picture the stack consists of 16 cells. The 

figure also shows the boards for signal combining of the electrodes. 

 

As outlined in chapter 2.3.2 each ring has a shunt impedance of 36 Ω  when driven as 

longitudinal kicker. According to the reciprocity theorem [30] the pickup shunt impedance is 

found from P KZ Z /4= . This yields for one cell 9 Ω . In the HESR the kicker tank for 

momentum and betatron cooling contains 64 cells which results in a total shunt impedance for 

the kicker KZ 64 36 2304Ω Ω= ⋅ = . There are two pickup tanks each equipped with 64 cells 

yielding a total pickup shunt impedance of PZ 2 64 9 1152Ω Ω= ⋅ ⋅ = . Three kicker tanks will 

be installed one for momentum cooling and two for transverse cooling. Two pickup tanks are 

installed which simultaneously deliver longitudinal and transverse signals. See also Figure 1.1. 

For transverse cooling the transverse shunt or coupling impedance is necessary. It is 

defined as the derivative of the impedance with respect to the transverse position of the 

particle in the pickup. We applied the analytical method of image charges [46] and the 

numerical boundary element method (BEM) [47]. The latter method can be applied for 

arbitrarily shaped electrodes to determine the transverse coupling impedance of the ring slot 

coupler pickup. The drawing in Figure 3.10 suggests to compare the results with those derived 

in an approach that describes the position sensitivity for a round pickup [48]. The structure can 

be used either for pickups or for kickers. The Panofsky-Wenzel theorem [30] relates the 

energy change induced by the kicker to the reflection it exerts to a particle. The theorem will 
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be used here to determine the transverse kicker sensitivity once the pickup sensitivity is 

known.  

 

Figure 3.11: Electrode model for the ring slot couplers. The eight electrodes are labelled with 

P1 to P8. The red arrow indicates the beam position 0r
�

. The black arrows indicate the 

position in the segments jr ′�  and the node position ir
�

(light blue dots) for the BEM calculation. 

The charge difference of the upper and lower electrodes (blue) (P2 +P3) – (P6 + P7) gives 

the vertical beam position. Similarly, with the left right electrodes (red) difference of (P1 +P8) 

– (P4 + P5) yields the horizontal beam position. The sum of the charge of all electrodes gives 

the image charge of the beam. 

In both methods the ring slot couplers are modeled as sketched in Figure 3.11. Eight electrodes 

with a length of 34.44 mm are placed 22.5 degrees apart as shown in the figure to form an 

octagon. For highly relativistic beams, the electric near fields of a beam particle are disk-

shaped in the longitudinal direction and the pickup sensitivity can be calculated using 

electrostatic field models in the plane.  

From Green’ theorem [49] it follows that in the electrostatic problem the potential 

( r )Ψ
�

 at any point r
�

 in 3D space is found from 

 3

V V

( r ) 4 G( r ,r ) ( r )d r 4 G( r ,r ) ( r )doΨ π ρ π σ
∂

′ ′ ′ ′= − −∫ ∫
� � � � � � �

  (3.143) 
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where ( r )ρ ′
�

 is the charge density of the beam inside the volume V enclosed by the pickup 

electrode surface V∂ . The charge density induced by the beam on the electrodes is denoted by 

( r )σ ′
�

. The potential ( r )Ψ
�

 satisfies the Poisson equation ( r ) 4 ( r )∆Ψ π ρ= −
� �

 and the 

Green’s function fulfills G( r ,r ) ( r r )∆ δ′ ′= − −
� � � �

.  

Considering eq. (3.143) in the plane, VΓ = ∂  is the curve formed by the pickup plates that 

encloses the area V. Inserting the Green function in the plane 
1

G( r ,r ) ln( r r )
2π

′ ′= −
� � � �

 [49] 

into eq. (3.143) yields for a point like beam 0( r ) Q ( r r )ρ δ= −
� � �

 with charge Q located at 

position 0r
�

 inside the pickup 

 0( r ) 2Qeln( r r ) 2 ( r )ln r r d
Γ

Ψ σ Γ′ ′= − − − −∫
� � � � � �

.  (3.144) 

In eq. (3.144) the surface integral in eq. (3.143) is now a line integral along the closed path Γ 

formed by the pickup electrodes P1 to P8 in Figure 3.11. We solve the equation for points r
�

 

on the electrodes. Thus the potential ( r )Ψ
�

 is zero for points on the boundary. To solve eq. 

(3.144) for the charge line density ( r )σ ′
�

 induced by the beam on the electrodes each electrode 

is divided in straight line segments jΓ , j = 1, 2, …N. The middle (node) of each line segment 

is ir r=
� �

, i = 1,2, …. N. If we assume that the charge line density j( r )σ ′�  is constant on each 

line segment eq. (3.144) reduces to the matrix equation 

 
N

i0 ij j
j 1

G G i 1,2,3,......,Nσ
=

= =∑   (3.145) 

With 

 i0 i 0G Qeln r r= −
� �

  (3.146) 

 

j

ij j

i j

1
G ln d

r rΓ

Γ=
′−∫ � �   (3.147) 

and j j( r )σ σ ′=
�

, j 1,2,3,.....,N=  the constant charge density on line segment j. 



144 

 

The N x N matrix ijG    in eq. (3.145) can be inverted to find the charge density on the 

boundary Γ ,  

 [ ] [ ]
1

i ij i0G Gσ
−

 =   .  (3.148) 

For the numerical simulation each electrode in Figure 3.11 is divided into nine segments. 

Thus, for eight electrodes the matrix eq. (3.147) consists of 5184 matrix elements.  

A solution of the matrix equation (3.148) then delivers the horizontal (H) or vertical (V) 

normalized charge (voltage) differences as a function of position in the pickup by comparing 

the induced charges (or the voltages) on the eight electrodes P1, P2, ….., P8.  

The vertical normalized charge difference is found from the expression 

 
V( P2 P3 ) ( P6 P7 )

V
P1 P2 P3 P4 P5 P6 P7 P8

∆

Σ

+ − +
= =

+ + + + + + +
  (3.149) 

while the same pickup also delivers the horizontal normalized charge difference which is 

determined from 

 
H( P1 P8 ) ( P4 P5 )

H
P1 P2 P3 P4 P5 P6 P7 P8

∆

Σ

+ − +
= =

+ + + + + + +
  (3.150) 

The horizontal and vertical position sensitivities, xS H / x= ∂ ∂ , yS H / y= ∂ ∂ , then 

follows from the derivatives of H and V w.r.t. the horizontal position or vertical beam position 

x and y, respectively. 

In Figure 3.12 the numerical result of the vertical pickup sensitivity for a beam that is 

horizontally centered in the pickup is shown.  
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Figure 3.12: Normalized vertical (blue) and horizontal (green) charge differences for beam 

that is horizontally on axis. The red curve is the charge difference found with an analytical 

formula for a round pickup. The slope gives the vertical position sensitivity Sy = 20/m. 

 

The blue dots in Figure 3.12 give the vertical normalized charge difference V versus vertical 

beam position y. The derivative w.r.t. y gives the position sensitivity yS 20 /m= . For 

comparison the analytical result using the image charge method [46] is displayed in black. It 

yields a similar value for the sensitivity yS 18/m= . The green points represent the left - right 

difference for a beam that is centered on the horizontal axis. The sum of all electrodes yields 

the total image charge (magenta). The symmetry of the pickup structure leads to the same 

sensitivity in the horizontal plane. 

For comparison the figure we included the result for a round pickup [48] as described by the 

induced normalized charge density at azimuth φ  

 
2 2

2 2

1 b r
( )

2 b r 2br cos( )
σ φ

π φ ϕ

−
= −

+ − −
  (3.151) 

where b is the beam pipe radius, b 45 mm=  for the HESR. The particle position in polar 

coordinates is 0r r(cos( ),sin( )ϕ ϕ=
�

. We choose for a vertical pickup the angle 

[ ]/4, 3 /4φ π π∈  for the upper electrodes while [ ]5 /4, 7 /4φ π π∈  for the lower electrodes. The 

[(P2+P3)-(P6+P7)]/Sum

[(P1+P8)-(P4+P5)]/Sum

sum of all plates
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left electrodes cover the azimuthal angles [ ]3 /4, 5 /4φ π π∈  and the right electrodes cover the 

range [ ]7 /4, /4φ π π∈ . 

In Figure 3.12 we find a good agreement between this analytical approach and the 

numerical BEM. 

From Figure 3.12 it follows that y y PLS( y ) S( y )Z ( i y )∆ Σ= ∝ ⋅  where PLZ  is the 

longitudinal coupling impedance, eq. (2.22), introduced in chapter 2.3.2. Similarly, one finds 

for the horizontal plane x x PLS(x) S(x)Z ( i x )∆ Σ= ∝ ⋅ . The transverse coupling impedance 

PLZ ( )ω′  either in the horizontal or vertical plane of two pickup tanks is then found to be 

 i( /2 ( ))
PL x ,y P 0Z ( ) S Z Z e sin ( )π Θ ωω θ ω−′ =   (3.152) 

which has the same frequency response as the longitudinal pickup. The position sensitivity is 

x,yS 20/m=  either for the horizontal or vertical plane. The shunt impedance of the two pickup 

tanks is PZ 1152Ω=  and the characteristic impedance is 0Z 50 Ω= . The frequency 

dependent phase θ  is 
C

( )
2

π ω
θ ω

ω
=  where Cω  is the center angular frequency of the cooling 

system. Thus, in the center of the cooling bandwidth the pickup coupling impedance of the 

two tanks amounts PL CZ ( ) 4.8 k /mω Ω′ = . 

The transverse kicker sensitivity is defined as 

 
K

p c
K

Ze U

∆ β⊥
⊥ =

⋅
  (3.153) 

where p∆ ⊥  is the transverse momentum change executed to the beam by the kicker when it is 

driven by the kicker input voltage KU . 

We calculate the transverse kicker sensitivity by a determination of the longitudinal 

energy change E∆  a particle receives when the kicker is operated in difference mode. This 

means e.g. that the electrode pairs (P2+P3) and (P6+P7) are driven by equal but opposite 

voltages. Then, with the similar definition as in eq. (2.20), we find 
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K

E / Ze
K

U

∆
′ =
�

  (3.154) 

as the longitudinal kicker sensitivity when the kicker is driven in difference mode. The 

longitudinal kicker sensitivity in the difference mode operation is to first order K K S y′ = ⋅ ⋅
� �

 

where S is the position sensitivity determined above for the pickup and y is the (horizontal or 

vertical) position of a particle in the kicker. The longitudinal kicker sensitivity K
�
 for sum 

mode operation (electrodes are supplied with voltages of the same sign) has been given in eq. 

(2.23). According to eq. (3.154) the energy change E∆  now depends of the particle position y 

in the pickup. It vanishes for particles that are on axis in the kicker. 

The transverse momentum change p∆ ⊥  is related with the energy variation E∆  induced by 

the kicker according to the Panofsky-Wenzel theorem [30] 

 
i ( E )

p
y

∆
∆

ω⊥

∂
=

∂
.  (3.155) 

The derivative of the energy change is taken either in the horizontal or vertical direction. 

Inserting eq. (3.155) into eq. (3.153) and using in eq. (3.154) K K S y′ = ⋅ ⋅
� �

 with the 

longitudinal kicker sensitivity given in eq. (2.23) we obtain finally for the transverse kicker 

sensitivity 

 
i ( )K

0

Z c
K ( ) S e sin ( )

Z
θ ω β

ω θ ω
ω

−
⊥ = ⋅ .  (3.156) 

The kicker shunt impedance for one tank is KZ 2304 Ω=  and S 20/m= . Equation (3.156) 

shows that the kicker response is largest when 0ω = .  

The magnitude of the kicker response of one tank is shown at the momentum 3.8 GeV/c  

( 0.97β = ) in Figure 3.13. 
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Figure 3.13: Magnitude of the transverse kicker sensitivity for one tank containing a stack of 

64 ring slot couplers. 

In the center of the cooling bandwidth the kicker sensitivity is CK ( ) 2ω⊥ ≈ . 

Table 3.1: Transverse pickup and kicker properties in the HESR 

Transverse cooling   

Pickup:   

Number of tanks 2  

Number of ring-slot coupler 

per tank 
64  

Transverse coupling 

impedance 
4.8 kΩ/m 

Kicker:   

Number of tanks 1 horizontal, 1 vertical  

Number of ring-slot coupler 

per tank 
64  

Transverse kicker sensitivity 

per tank 
≈ 2  

Installed power:   

Horizontal 250 W 

Vertical 250 W 

Distance pickup to kicker ≈ 200 m 
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4 Beam-Target Interaction 

The beam-target interaction described in detail by [50] consists essentially of a mean energy 

loss and a mean squared momentum deviation per turn. Furthermore, the periodical Coulomb 

collisions of the ions with target atoms lead to small angle kicks that result in an emittance 

increase with time. If Tβ  denotes the betatron function at the target, D and D’ the position and 

angle dispersion at the target, respectively, then the emittance growth d /dtε  due to the beam-

target interaction is given by the rate 

 
2

2 2 2 20
T rms loss T loss

T

fd D
D

dt 2

ε
β θ δ β δ

β

 
′= + + 

 
  (4.1) 

where 2
rmsθ  is the mean square scattering angle per target traversal and 2

lossδ  is the mean square 

momentum deviation per target traversal (see below). Eq. (4.1) shows that a non-zero position 

and angle dispersion at the target location introduces a coupling between the transverse and 

longitudinal phase space. The emittance change d /dtε  thus also depends on the energy loss 

straggling in the target. To avoid this, the (PANDA) target is at a location with zero position 

and angle dispersion. The lattice optics optimized for the PANDA experiment is shown in 

chapter 5. This is the condition we assume in the following. 

The emittance increase of an 238 92U +  ion beam in the HESR due to the beam-target 

interaction is quite small in the case of a hydrogen target with 15 2
TN 4 10 atoms/cm= ⋅  as 

considered here. This is due to the low revolution frequency and that the beta function at the 

target amounts to T 1mβ = . 

Table 4.1: Transverse emittance increase due to beam-target interaction for bare uranium 

T [GeV/u] dε/dt [mm mrad/s] 
2
rmsθ  [mrad

2
] 

3 0.5 ⋅ 10
-4

 2 ⋅ 10
-10

 

0.74 5 ⋅ 10
-4

 2 ⋅ 10
-9
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The mean energy loss ε per turn [51] of an ion with charge Ze is calculated from the 

Bethe-Bloch equation 

 
2 2 2 2

2 e max maxT
T 2 2

A max

2m c E EN 1 1
K Z Z ln 1

N 2 I 2 T

β γ β
ε

β

   
= − − +   

    
.  (4.2) 

The target with charge number TZ  has the density NT in units atoms/cm2
. The electron mass is 

given by em . The mean excitation energy is I, for gaseous hydrogen I = 19.2 eV. The 

ionization constant is approximately given by 0.9
TI 16 Z eV≈ ⋅ for TZ 1> . 

K = 0.307075 MeVcm2/mol. The Avogadro number is 23 1
AN 6.023 10 mol −= ⋅ . The mean 

energy loss of an ion has the unit MeV. 

The mean energy loss leads to an additional drift term in the Fokker-Planck equation 

when the beam-target interaction is included in the model. 

We deduce the maximum kinetic energy Tmax [50] which can be imparted from the ion 

to a free electron in a single collision from 

 
2 2 2

e
max 2

e e

2m c
T

1 2 m / M ( m / M )

β γ

γ
=

+ +
  (4.3) 

for an ion with momentum p M cγβ= , rM A m= ⋅ . 

To account for the finite momentum acceptance accδ  of the machine, for the HESR 

3
acc 2.5 10δ −= ± ⋅ , the Bethe-Bloch equation (4.2) contains maxE  which is the maximum energy 

loss an ion can suffer by the beam-target interaction without being lost at the acceptance limit. 

We determine the maximum energy from 

 { }max max cutE Min T ,T=   (4.4) 

with the maximum kinetic energy as allowed by the momentum acceptance limit of the 

machine 

 cut acc 0

1
T T

γ
δ

γ

+
= .  (4.5) 
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In the case of heavy ions discussed here max max cutE T T= <  (or max accδ δ< ) so that the finite 

momentum acceptance constitutes no restriction. For antiprotons in the HESR this is in 

general not true. Here the maximum energy loss is restricted to cutT . While eq. (4.2) describes 

the mean energy loss of the ions which affects the beam distribution as a whole the mean 

squared momentum deviation per target traversal 2
lossδ  [50] for an ion with kinetic energy 

0 rT ( 1) A Eγ= − ⋅ ⋅  ( rE 931.5 MeV= ) which we determine from 

 

2
2

2
loss max

0

1
E 1

1 T 2

γ β
δ ξ

γ

   
= −   

+   
  (4.6) 

contributes to a broadening of the beam distribution. Here ξ  is a measure of the effective 

target thickness [50] which is given by 

 2
T T 2

A

1
0.1535 Z Z N MeV

N
ξ

β
= ⋅ ⋅ ⋅ .  (4.7) 

To compare the beam-target interaction for different ion species we can apply the 

following scaling laws. Observing that  for the considered energy range 

(including antiprotons) we conclude from eqs. (4.6) and (4.7) that the mean squared 

momentum deviation per target traversal scales with charge and mass number as 

 

2

2
loss

Z

A
δ

 
 
 
∼ .  (4.8) 

The diffusion in energy space of an ion with kinetic energy 0 rT ( 1) A Eγ= − ⋅ ⋅  and revolution 

frequency 0f  due to the beam-target interaction is determined from 

 

2 2
20 0 0

target loss max2

f T f1 1
D E 1

2 A 2 A 2

γ β
δ ξ

γ

  +
= = −  

   
  (4.9) 

with units 2( eV / u ) / s  and therefore the scaling law for the charge to mass ratio

2

target

Z
D

A

 
 
 
∼ .  

2 2 2
max eT 2m c β γ≈
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The diffusion induced by the target is added to the diffusion term in the Fokker-Planck 

equation. 

The mean energy loss per nucleon, / Aε , scales as 2Z / A . 

In Table 4.2 we summarize ionization constants for three different target materials. 

Ionization constants: 

Table 4.2: Ionization constants for three target materials 

target material I [eV] 

gaseous H2 19.2 

134 54Xe  579.8 

Hydrogen 19.2 

 

We note that the ionization constant has a strong impact on the mean energy loss. 
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4.1 Beam-Target Interaction of an Ion Beam 

4.1.1 Hydrogen Target 

The following Figure 4.1 and Figure 4.2 show the beam-target interaction for a hydrogen 

target of thickness 15 2
TN 4 10 atoms/cm= ⋅  located at the PANDA position, Figure 5.1 and 

Figure 1.1, (no dispersion) in the energy range 500 MeV/u to 3 GeV/u. 

    

Figure 4.1: Mean energy loss and mean squared momentum deviation (left plot) and emittance 

increase per turn (right plot) due to the beam-target interaction for the stable 238 92U +  ion 

beam. 

 

Figure 4.2: Target diffusion versus energy per nucleon for 238 92U +  
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4.1.2 Xenon Target 

The following Figure 4.3 and Figure 4.4 show the mean energy loss, mean square momentum 

deviation and emittance increase per turn for a 134 54Xe  target with density 

. 

     

Figure 4.3: Mean energy loss and mean squared momentum deviation (left plot) and emittance 

increase per turn (right plot) due to the beam-target interaction for the stable 238 92U +  ion 

beam and 134 54Xe  target. 

 

 

Figure 4.4: Target diffusion versus energy per nucleon for a 238 92U +  beam and 134 54Xe  target 
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From the scaling laws above we conclude that in the case of an 132 50Sn +  ion beam the mean 

squared momentum deviation 2
lossδ  and correspondingly the target diffusion term is nearly the 

same since the ratios Z /A  of both ion species are nearly the same. The mean energy loss per 

nucleon is in the case of an 132 50Sn +  ion beam nearly a factor of two smaller. 

4.2 Beam-Target Interaction of an Antiproton Beam 

   

Figure 4.5: Mean energy loss and mean squared momentum deviation (left plot) and emittance 

increase per turn (right plot) due to the beam-target interaction an antiproton beam and a 

hydrogen target. 

Figure 4.5 displays the beam-target interaction of an antiproton beam with a hydrogen target 

of thickness 15 2
TN 4 10 atoms/cm= ⋅ . 
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loss is compensated with a barrier bucket cavity. IBS may become a severe limitation when 

the ion beam is cooled in all planes simultaneously. 

In our simulations we adopt the Martini model [52, 53] for IBS predictions which 

includes the variation of the TWISS parameters around the ring. We assume that the transverse 

phase space motion is not coupled. In this case the growth rates which strongly depend on the 

optics lattice structure of the ring can be obtained at any location in the machine. The actual 

growth rates observed over a time long compared with the revolution period are found by 

averaging the individual growth rates over the circumference of the ring.  

We utilized the HESR lattice as shown in Figure 5.1 with tr 6.23γ =  and the tune value 

x yQ Q 7.2= = . The lattice is optimized for the beta function at the PANDA location, 

x y 1mβ β= = . The dispersion in the long straights is zero for optimal target operation and 

stochastic cooling application. 

 

 

Figure 5.1: HESR lattice with tr 6.23γ =  and x yQ Q 7.2= = . The Dispersion function (green) 

is multiplied with 10. The dispersion is zero in the long straights and at the PANDA location 

x y 1mβ β= = . Red: Vertical betatron function, Blue: Horizontal betatron function 
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The following IBS growth rates are determined from 

 

2
p

2
p p

d1 1
Momentum spread growth rate    

dt

σ

τ σ
=   (5.1) 

 

x ,y

x ,y

x ,y

d1 1
Emittance growth rate     

dtε

ε

τ ε
=   (5.2) 

where x, y denote the horizontal and vertical plane, respectively. The relative momentum 

spread is p p / pσ ∆= . 

We obtain the corresponding momentum spread diffusion rate from 

 2
p

2
p 2

p

p

d1 1 1
D

2 dt 2σ

σ
σ

τ
= =   (5.3) 

and the diffusion rate in energy space is evaluated from 

 ( )2

22 2
pE

p

1 1
D E

2∆
β σ

τ
=   (5.4) 

with the unit 2( eV /u ) / s . 

 

Figure 5.2 and Figure 5.3 present the IBS calculations for a 238 92U +  DC-beam with 

N = 108
 ions for the two energies 740 MeV/u and 3 GeV/u below transition energy. It is 

assumed that the initial rms emittances .x y 0 125 mm mradε ε= =  at 740 MeV/u injection 

energy can be scaled including 25% dilution when the beam is accelerated to 3 GeV/u. The 

beam emittance is cooled such that it is kept almost unchanged during cooling. 
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Figure 5.2: IBS momentum growth rate as described in the text (left) and emittance (red: 

horizontal, blue: vertical) growth rates (right) as a function of relative momentum spread. The 

initial emittance is kept fixed at x ,y 0.06 mm mradε =  (rms). The ion number is N = 108. 

 

Figure 5.3: The diffusion rate in energy space in comparison with the target diffusion. Note 

the rates are multiplied with mass number squared. The ion number is N = 108. 

Figure 5.2 illustrates that the emittance increase per turn is negligible in case of IBS as long as 

the emittance is kept fixed ( not cooled) at x ,y 0.06 mm mradε = . Figure 5.3 demonstrates that 

the IBS diffusion rate prevails the target diffusion rate in the heavy ion beam cooling.  
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Figure 5.4: IBS momentum growth rate as described in the text (left) and emittance growth 

rates (right) as a function of relative momentum spread at 740 MeV/u. The initial emittance is 

kept fixed at x ,y 0.125 mm mradε =  (rms). The ion number is N = 108
 

The IBS simulation results at 740 MeV/u are shown in Figure 5.4 and Figure 5.5. 

 

 

Figure 5.5: The diffusion rate in energy space in comparison with the target diffusion. Note 

the rates are multiplied with mass number squared. The ion number is N = 108. 
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As expected the IBS rates are increased at the lower energy albeit the emittance is larger due 

to the strong energy dependency. Nevertheless the emittance rate is small and negligible for 

the considered cooling rates. Also in this case we observe that the diffusion induced by the 

beam-target interaction is much smaller than the diffusion due to IBS. 

It is interesting to note that the IBS theory predicts a negative growth rate for the 

vertical emittance, Figure 5.2, leading to vertical cooling while heating is visible in the other 

two planes. This is due to the fact that below transition energy the six-dimensional phase space 

is conserved and the inter-particle Coulomb collisions lead only to an exchange of energy in 

the phase space planes. In our example this effect is especially pronounced if the momentum 

growth rate becomes large as this is the case for 740 MeV/u, see Figure 5.4. Here, we observe 

cooling in the transverse planes if the momentum growth rate is increasing. 

The IBS growth rates for a beam of 1010  antiprotons at 3 GeV  injection energy are 

shown in Figure 5.6. As expected the growth rates are smaller for the smaller charge state of 

the beam. 

 

   

Figure 5.6: Intrabeam scattering rates for a beam with 10N 10=  antiprotons at 3 GeV and a 

fixed emittance .x y 0 125 mm mradε ε= = . Left: Momentum spread growth rate. Right: 

Horizontal (red) and vertical (blue) emittance growth rate multiplied by 1000. 
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6 Synchrotron Phase Space Motion 

In this chapter we briefly describe the synchrotron motion of charged particles subject to rf 

fields introduced by the cavities installed in the accelerator ring [54] with the emphasis on the 

motion in barrier buckets.  

We consider a particle with nominal momentum 0p  (reference particle) which has the 

angular revolution frequency 0ω  and assume that the particle is in the middle of the 

accelerating gap of the cavity at time 0t . At the middle of the cavity gap we assume that the 

path length s is zero, ( )0s t 0= . At the time / 0t s v t= +  the particle with velocity v reaches the 

position s in the ring. If R is the average machine radius then /s Rθ =  is the azimuth of the 

particle at position s. With / /0 0d dt v Rω θ= =  for the nominal particle we can calculate the 

time the particle arrives the azimuth 0θ  as /0 0 0t tθ ω= + . Therefore, the nominal particle 

possesses in the accelerating gap the rf phase 
0 0rf rft t hω ω θ= −  where rfω  is the angular 

frequency of the cavity. We assume that the angular frequency of the cavity is an integer 

multiple h of the angular revolution frequency 0ω , i.e., /rf 0h ω ω= . 

The rf phase φ  at the accelerating gap for an arbitrary particle is therefore  

 ( ) ( )rft t h tφ ω θ= −   (6.1) 

For the reference particle with momentum 
0

p  the accelerating phase is kept constant at 
0

φ  

from turn to turn since for /0 0d dtθ ω=  and /rf 0h ω ω= we conclude that the change of the 

synchronous phase 0φ  with time is 
0 0 0/ / 0rf rfd dt hd dt hφ ω θ ω ω= − = − = . The rate of change 

of the relative phase 
0

φ φ−  with time for an arbitrary particle is then  

 

0
0 0

0 2

( ) ( )
dd d d

h
dt dt dt dt

h E
E

θφ θ
φ φ ω ω

η
ω

β

 
= − = − − = − − 

 

= − ∆

  (6.2) 

where we have used the relations (2.45) and (2.48) with the definition of the ring frequency 

slip factor / /2 2
tr1 1η γ γ= − . The total energy per nucleon of a reference ion is denoted by E. 
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The energy change per nucleon of an arbitrary particle w.r.t the reference particle with 

charge Ze  and mass number A obeys the equation  

 ( )( ) ( ) ( )0
0 0

d Z
E E e U U

dt A 2

ω
∆ ∆ φ φ

π
− = − .  (6.3) 

The cavity voltage is ( )U φ  which is periodically, ( ) ( )U U 2φ φ π= + , must satisfy the 

condition ( )

2

0

U d 0
π

φ φ =∫ . 

Both equations (6.2) and (6.3) together describe the particle motion in longitudinal 

synchrotron phase space with co-ordinates ( , )Eφ ∆ . 

Before discussing the equation of motion particularly for barrier cavities we introduce 

the Hamiltonian of the synchrotron motion as is similarly done in classical mechanics. This 

generalization allows a detailed discussion of the phase space motion.  

The Hamiltonian [54] in phase space co-ordinates ( , / )0E hφ ω∆  corresponding to the 

equation of motion (6.2) and (6.3) reads  

 ( ) [ ]( , ) ( )

2

2

0 02
0 0

E 1 E 1
H h Ze U

h 2 E h 2 h

∆ η ∆
φ ω Γφ Π φ

ω β ω π

 
= − + + 

 
  (6.4) 

where ( )SgΓ φ=  and the integrated voltage shape is ( ) g( )
0

d
φ

Π φ φ φ= −∫ ɶ ɶ . The arbitrary cavity 

voltage is ( ) ( )0U U gφ φ= ⋅  with the same conditions as required in eq. (6.3). The shape of the 

voltage is given by ( )g φ  and the peak voltage is 0U .  

The time evolution of the particles in phase space is uniquely determined by the system 

of Hamilton’s equations [54] 

 
( / )

( / )

0

0

d E hd H H
and

dt E h dt

∆ ωφ

∆ ω φ

∂ ∂
= = −

∂ ∂
  (6.5) 

from which we deduce the equations of motion (6.2) and (6.3). 
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The co-ordinate pair ( , / )0E hφ ω∆  should be applied for acceleration treatment since in these 

coordinates the phase space [ ]/eV s u⋅  is invariant during acceleration.  

The solution of Hamilton’s equations (6.5) describes curves in phase space which we 

discuss for a barrier bucket cavity below. 

The case of a sinusoidal voltage ( ) sin( )0U Uφ φ=  used for particle acceleration is 

outlined in detail in [54, 55]. Here we only summarize important quantities. 

The bucket half height bE∆  per nucleon is the maximum available height of the stable 

area (bounded motion) that is separated from the unbounded motion by the separatrix. The 

bucket half height per nucleon is given by 

 ( )

2
0

b 0

2 E ZeU
E Y

A h

β
∆ φ

π η
= ⋅   (6.6) 

where the bucket height factor  

 

/

( ) cos sin

1 2

0
0 0 0

2
Y

2

π φ
φ φ φ

−
= −   (6.7) 

determines the ratio of the maximum bucket height to the height of the stationary bucket (

0 0φ = ). 

The bucket area bA  per nucleon [ ]/eV s u⋅  (of the stable motion) is obtained from 

 ( )
0

b 0

0

E ZeU16

2 Ah

β
α φ

ω π η
= ⋅ ⋅A   (6.8) 

where ( )0α φ  denotes the ratio of the accelerating bucket area to the stationary bucket area. It 

is approximately given by [55] 

 
sin

( )
sin

0
0

0

1

1

φ
α φ

φ

−
≈

+
.  (6.9) 
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The synchrotron motion with a stationary barrier bucket is usually discussed in the 

phase space ( , )Eτ ∆  where the time in the bunch is defined as : / 0τ φ ω= . The Hamiltonian 

(6.4) becomes then using h = 1 and 0 0φ =  

 ( )( , ) ( )
2

2

1
H E E V

2 E

η
τ ∆ ∆ τ

β
= − +   (6.10) 

with the rf potential 

 ( ) ( )0
0V Ze U

2

ω
τ Π τ

π
=   (6.11) 

where the integrated voltage shape is 

 ( ) ( )
0

g d
τ

Π τ τ τ= −∫ ɶ ɶ .  (6.12) 

The barrier voltage is given by ( )0U g τ⋅ . Note that the rf potential is only determined up to an 

arbitrary additive constant. 

With the corresponding Hamilton’s equations (6.5) the synchrotron motion follows 

from  

 ( )0
02

d d Ze
E and E U g

dt E dt A 2

ωη
τ ∆ ∆ τ

β π
= − = .  (6.13) 

Since the Hamiltonian (6.10) is time independent, i.e., /dH dt 0= , the Hamiltonian is a 

constant of motion, ( , )H E Kτ ∆ = . The solution of eq. (6.13) is a motion of a phase point 

( ( ), ( ))t E tτ ∆  in the phase space. Its image is a curve ( ( ), ( ))t E tτ ∆  in which ( )E t∆  follows 

from eq. (6.10) and is given by 

 [ ]( )
22 E

E V K
β

∆ τ
η

= ± −   (6.14) 

We can distinguish two cases  

 1.) ( ) ( )tr0 then V Kη γ γ τ> < >   (6.15) 
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 2.) ( ) ( )tr0 then V Kη γ γ τ< > <   (6.16) 

If the charge state changes its sign then the barrier voltage must be reversed. 

Since the Hamiltonian is time independent there is one and only one phase space curve 

( ( ), ( ))t E tτ ∆  passing through every phase space point. I.e., phase space curves for different 

levels K cannot cross. To each point on a phase space curve we can assign the phase velocity 

vector ( ( )/ , ( )/ )d t dt d E t dtτ ∆ , eq. (6.13), which is a tangent at each phase space point 

( ( ), ( ))t E tτ ∆  and represents the direction of the phase space flow. Below transition, 0η > , and 

the flow is to the left for E 0∆ > , since ( )/d t dt 0τ < . In the lower half plane where E 0∆ < , 

the flow is to the right. A particle is at rest when E 0∆ = . Above transition, 0η < , the motion 

is clockwise. 

In the following we consider as illustration an example for an antiproton beam (Z = -1) 

in the HESR at 3.8 GeV/c. The ring frequency slip factor is .0 03η = , i.e., the working point is 

below transition energy. The revolution period is .0T 1 971 sµ=  and .0 971β = . For a half sin-

wave barrier the voltage consists of two sinusoidal half waves of length 1T 100 ns=  each, 

( ) sin( )0

1

U U 2
2T

τ
τ π= . The barrier peak voltage is 0U 2 kV= . The gap (distance) between the 

two barrier pulses is chosen to be 2T 500 ns=  in this example. The barrier voltage and the 

potential ( ) ( )0
0V Ze U

2

ω
τ Π τ

π
=  are shown in Figure 6.1. 

A plot of the phase space in the co-ordinates ( , / )p pτ ∆  where / /( )2p p E E∆ ∆ β=  is the 

relative momentum spread is shown in Figure 6.2. According two case 1, eq. 5.15, the motion 

can be bounded or unbounded for /0 K 64 eV u< ≤ . For K 0<  the motion is unbounded, see 

Figure 6.1. 
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Figure 6.1: Left figure: barrier voltage plotted versus time in the bunch 00 Tτ≤ ≤ . Each pulse 

has a length of 1T 100 ns= . The distance (gap) of the two pulses is 2T 500 ns= . The right part 

of the figure shows the potential in the Hamiltonian (6.10). The stable (bounded) area is 

indicated as the shaded region. 

 

Figure 6.2: Phase space portrait of the synchrotron motion in the barrier shown in Figure 6.1. 

For three phase space curves arrows indicate the direction of synchrotron motion. The 

separatrix is drawn in bold red. The phase space curves do not cross each other since the 

Hamiltonian is constant along each curve. Particles inside the separatrix have two turning 

points in the potential where they are reflected. There motions are closed and periodic curves 

(libration). If the amplitude gets large the motion outside the separatrix is no longer bounded.  
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The voltage shape is drawn in blue. Within the separatrix (depicted in red), i.e. the curve given 

by ( , / )H p p K 0τ ∆ = = , the synchrotron motion has two turning points in the rf potential 

(shaded area in Figure 6.1, right panel) so that the phase space curves are closed (bounded 

motion). They represent a periodic motion (libration). The area enclosed by the separatrix is 

the stable bucket. 

In the following example we consider a barrier made up by two full one wave length 

barrier voltages, ( ) sin( )0

1

U U 2
2T

τ
τ π=  with 1T 100 ns= , as shown in Figure 6.3. The barrier 

pulse length is now 12T 200 ns=  each or barrier frequency BBf 5 MHz= . The barrier peak 

voltage is 0U 2 kV= . Barriers of such kind where the gap length can be increased from zero 

up to a certain length by moving the barrier voltages will be applied for the antiproton 

accumulation process as outlined in detail in the first part of the book. The antiproton beam 

bunch delivered by the collector ring CR will be injected into the middle gap of the barriers 

every ten seconds. The already stored beam will be accumulated in the (stable) accumulation 

area as shown in Figure 6.3. A full description of the accumulation process of antiprotons in 

the HESR is presented in a later chapter. 

 

                                                                               

Figure 6.3: Left figure: barrier voltage plotted versus time in the bunch 00 Tτ≤ ≤ . Each pulse 

has a length of 12T 200 ns= . The gap between the two barriers amounts 500 ns. The right part 

of the figure shows the potential in the Hamiltonian (6.10). The stable (bounded) area is 

indicated as the shaded region. 
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Figure 6.4: Phase space portrait of the synchrotron motion in the rf field of the barriers shown 

in figure 5.3. The separatrix is drawn in bold red. For three phase space curves arrows 

indicate the direction of synchrotron motion. 

The important difference between the barriers depicted in the Figure 6.3 and Figure 6.1 is that 

the barriers shown in Figure 6.3 now provide two stable areas. The gap in the middle (

. .0 65 s 1 35 sµ τ µ≤ ≤ ) and the one in the range . .0 0 s 0 65 sµ τ µ≤ ≤  as well as 

. 01 35 s Tµ τ≤ ≤  are shown in the phase space plot of Figure 6.. 

The half barrier height per nucleon bE∆  of the stable area in a barrier bucket with 

voltage ( ) sin( )0

1

U U 2
2T

τ
τ π=  can be derived from the Hamiltonian (6.10) with the potential 

eq. (6.11) for the sine wave pulse. We obtain  

 
2

0 1
b

0

2 E eU 2T
E

T

β
∆ ε

π η
=   (6.17) 

where the charge-to-mass ratio is /Z Aε = . 

If the gap between the barriers is zero, 2T 0= , and the barrier period equals the 

revolution period, 1 02T T= , eq. (6.17) reduces to the stationary bucket height for a h = 1 cavity 

voltage, eq. (6.6). 
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The synchrotron motion inside the separatrix is a periodic motion. Its period can be 

deduced from the Hamilton’s equations (6.5). The synchrotron period ( )ST W  or the 

synchrotron frequency ( ) / ( )S Sf W 1 T W=  of the stable motion in the barrier bucket depends 

on the penetration depth W with 10 W T≤ ≤  into the barrier bucket pulse of length 1T  as 

illustrated in Figure 6.5 for antiprotons below transition energy [55]. It is found to be  

 ( ) ( )
( )

2
2

S C

T E
T W 2 4T W

E W

β

η ∆
= + .  (6.18) 

The first term in the equation results from the contribution in the upper and lower half plane 

when the particles move on straight lines outside the barrier pulses and therefore depends on 

the gap 2T  between the two barrier pulses as well as on the energy deviation ( )E W∆  which in 

turn is determined by the penetration depth W.  

 

 

Figure 6.5: The synchrotron period of a particle moving in the stable area of the bucket 

depends on the penetration depth W with 10 W T≤ ≤  into the barrier pulse. For a positive ring 

slip factor ( reγ γ< ) an antiproton with a negative energy deviation moves to the right and is 

bended by the negative barrier voltage into the upper half plane. The path through the barrier 

consists of two half bends. 
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The second term [55] accounts for the contribution of four half bends of the phase space curve 

when the particle moves with a penetration depth W through the two barrier pulses. The time 

needed by an ion that penetrates into the barrier pulse with time W to pass one quarter bend is 

obtained from the quantity  

 ( )

cos( ) cos( )

W2
0

C

0 1 0

1 1

T1 E d
T W

2 eU T W

T T

π β τ

ε η τ
π π

= ⋅

−
∫ .  (6.19) 

The energy deviation ( )E W∆  as a function of the penetration depth W into the barrier 

which appears in eq. (6.19) is deduced from the Hamiltonian (6.10) for the sine wave pulse 

 ( ) cos( )b

1

1 W
E W E 1

2 T
∆ ∆ π

 
= ⋅ ⋅ − 

 
  (6.20) 

with the half barrier bucket height bE∆  given in eq. (6.17). 

 

 

Figure 6.6: Bucket height /p p∆  times 103 versus barrier peak voltage. 
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Figure 6.7: Synchrotron frequency versus /p p∆  times 103. At the boundary (separatrix) the 

synchrotron motion becomes zero. 

The stable bucket area bA  per nucleon between two sine-wave barrier pulses is easily 

deduced from eq. (6.20) which yields 

 b 1 2 b

8
T 2T E∆

π

 
= + 
 

A .  (6.21) 

In Figure 6.6 we show the barrier half height / /( )2p p E E∆ ∆ β=  as a function from the 

barrier peak voltage 0U  for the barriers with the pulse length 1T 100 ns= . 

The synchrotron frequency versus relative momentum deviation is plotted in Figure 6.7 

for the barriers with a gap of 2T 500 ns= . The synchrotron frequency increases linearly from 

zero with the momentum deviation and becomes again zero on the separatrix.     
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Appendix A  Autocorrelation Function and Power Density 

In this chapter some useful formulae and rules are given. For details the reader is referred to 

the literature [31]. 

The Fourier Transform of a function w(t) is defined as 

 i tŵ( ) w( t )e dtωω
∞

−

−∞

= ∫   (A.1) 

with the inverse 

 i t1
ˆw( t ) w( )e d

2
ωω ω

π

∞

−∞

= ∫   (A.2) 

For random variables w(t) we define the autocorrelation function R( t ,t )′  by the average of 

*R( t ,t ) w( t ) w ( t )′ ′= ⋅ . The Fourier Transform of the autocorrelation function gives 

 1 2i( t t )
x 1 2 1 2( , ) R ( t ,t )e dt dtω ωΓ ω ω ′− +′ = ∫∫ .  (A.3) 

If the random process is quasi stationary, i.e. the autocorrelation function depends only on the 

time difference, x 1 2 x 2 1R ( t ,t ) R ( t t )= − , one finds the relation 

 ( , ) 2 ( ) S( )Γ ω ω π δ ω ω ω′ ′= + ⋅   (A.4) 

where the power density S( )ω  is the Fourier transform of the autocorrelation function 

i
xS( ) R ( )e dωτω τ τ−= ∫ . For the definition of the delta function ( )δ ω  see below. 

Using the definition of the Fourier Transform, (A.1), the autocorrelation function is 

given by  

 i1
R( ) S( )e d

2
ωττ ω ω

π
= ∫   (A.5) 

and  

 x

1 d
R (0 ) S( )d S( ) S( 2 f )df

2 2

ω
ω ω ω π

π π
= = =∫ ∫ ∫   (A.6) 
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gives the power. The angular frequency is 2 fω π= . The spectral density as measured with a 

spectrum analyzer at frequency f  is given by S( f ) S( 2 f )π=ɶ . 

 

If x̂( )ω  denotes the Fourier transform of the signal x (or of one of its realisation) then 

 1 2i( t t )
1 2 1 2

ˆ ˆx( ) x ( ) x( t ) x ( t )e dt dtω ωω ω ′− −∗ ∗′⋅ = ⋅∫∫ .  (A.7) 

Taking the average on both sides of eq. (A.7) yields with eq. (A.3) the important lemma 

 ˆ ˆx( ) x ( ) ( , )ω ω Γ ω ω∗ ′ ′⋅ = −   (A.8) 

or with eq. (A.4) 

 ˆ ˆx( ) x ( ) 2 ( ) S( )ω ω π δ ω ω ω∗ ′ ′⋅ = − ⋅ .  (A.9) 

Integrating both sides w.r.t. ω  yields the power density S( )ω′ . This allows us to derive the 

spectral power density once the Fourier transform of the signal is known. 

The autocorrelation function of a stationary process has the property that 

2
lim R( ) x
τ

τ
→∞

=  where the average of the random variable is given by x . The spectral 

density then contains a delta pulse at zero frequency, 
2

S( ) S( ) 2 x ( )ω ω π δ ω= +ɶ  with 

S( )ωɶ  denoting the random process where the mean x  has been removed. 

 

 

Appendix B  Distributions 

In this chapter some basic distributions and their properties which are frequently applied in 

this book are discussed. For a comprehensive and rigorous discussion see e.g. [56]. In the 

following we consider real valued and indefinitely differentiable functions (t)ϕ  which vanish 

outside an interval [ ]R,R− . These functions are necessarily continuous. The set of these 

functions is called S. 
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Consider the function  

 
2 2

1
w (t)

t
ε

ε

π ε
=

+
  (B.1) 

with positive parameter 0ε > . For every 0ε >  the functions are symmetric w.r.t. zero, are 

positive and vanish as t  tends to infinity. The functions are bell-shaped and centered around 

zero. The peak value increases while the width decreases as ε  approaches zero. However, it is 

easy to see that the area is constant, w (t)dt 1ε

∞

−∞

=∫ , for every ε . 

We then evaluate the integral for every Sϕ ∈   

 ( )w (t) (t)dt w (t) (t) (0 ) dt (0 ) w (t)dtε ε εϕ ϕ ϕ ϕ
∞ ∞ ∞

−∞ −∞ −∞

= − +∫ ∫ ∫   (B.2) 

Since, per definition, ϕ  is continuous, i.e., ( x ) (0 )ϕ ϕ→  when x 0→ , the first integral on 

the right hand side of eq. (B.2) vanishes as ε  approaches zero one finds 

 
0

lim w (t) (t)dt (0 )ε
ε

ϕ ϕ
∞

→ +
−∞

=∫ .  (B.3) 

We then define the delta distribution (t)δ  as 

 
0

lim w (t) (t)dt (t) (t)dt ( 0 )ε
ε

ϕ δ ϕ ϕ
∞ ∞

→ +
−∞ −∞

= =∫ ∫   (B.4) 

or symbolically written 

 
0

lim w (t) (t)ε
ε

δ
→ +

= .  (B.5) 

From eq. (B.4) it is obvious that the delta distribution (t)δ  is a linear mapping which 

associates to every function ϕ  of S the real image value (0 )ϕ . Inserting in eq. (B.4) the 

identity mapping one finds the property of the delta distribution 

 
0

lim w (t)dt (t)dt 1ε
ε

δ
∞ ∞

→ +
−∞ −∞

= =∫ ∫  (B.6) 
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which means that the area of the delta “function” taken over a small range around zero is equal 

to unity. 

From eq. (B.4) one deduces that the delta function (t)δ  obeys the scaling rule  

 
1

( at ) ( t )
a

δ δ=   (B.7) 

for the non-vanishing scaling parameter a. With a = -1 we see that the delta function is an even 

“function”, ( t ) ( t )δ δ= − . 

Eq. (B.4) can be generalized to 

 
0

lim w (t ) (t)dt (t ) (t)dt ( )ε
ε

τ ϕ δ τ ϕ ϕ τ
∞ ∞

→ +
−∞ −∞

− = − =∫ ∫ .  (B.8) 

The Fourier Transform of the delta function is i tˆ( ) ( t )e dtωδ ω δ −= ∫  and, due the fact 

that for any function h(t) the relation ( t )h( t ) ( t )h( 0 )δ δ=  is valid according to (B.4), one has 

ˆ( ) 1δ ω = .  

An inverse Fourier Transform according to (A.2) then shows  

 i t i t1 1
( t ) e d and similarly ( ) e dt

2 2
ω ωδ ω δ ω

π π

∞ ∞

−∞ −∞

= =∫ ∫   (B.9) 

 

The next important distribution is the Cauchy Principal Value. It is defined by 

 
0

( x ) ( x ) ( x )
P dx lim dx dx

x x x

ε

ε
ε

ϕ ϕ ϕ∞ − ∞

→ +
−∞ −∞

 
= + 

 
∫ ∫ ∫   (B.10) 

where the singularity at x = 0 is excluded with the small interval [ ],ε ε− .  

We now consider the distribution 
( x )

dx
x i

ϕ

ε

∞

−∞
±∫ . 

The integral can be written as 
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2 2

2 2 2 2

2 2 2 2

( x ) x i
dx ( x ) dx

x i x

x
( x ) dx i ( x ) dx

x x

x 1
( x ) dx i ( x ) dx.

x x

ϕ ε
ϕ

ε ε

ε
ϕ ϕ

ε ε

ε
ϕ π ϕ

ε π ε

∞ ∞

−∞ −∞

∞ ∞

−∞ −∞

∞ ∞

−∞ −∞

=
± +

=
+ +

 
=  

+ + 

∫ ∫

∫ ∫

∫ ∫

∓

∓

∓

  (B.11) 

Taking the limit for 0ε → +  on both sides yields the formula 

 
0

( x ) ( x )
lim dx P dx i (0 )

x i xε

ϕ ϕ
πϕ

ε

∞ ∞

→ +
−∞ −∞

=
±∫ ∫ ∓   (B.12) 

where eqs. (B.10) and (B.4) have been applied. More generally one deduces 

 
0

( x ) ( x )
lim dx P dx i (y)

x y i x yε

ϕ ϕ
πϕ

ε

∞ ∞

→ +
−∞ −∞

=
− ± −∫ ∫ ∓   (B.13) 

Symbolically this is frequently written as 

 
0

1 1
lim P i (x y )

x y i x yε
πδ

ε→ +

 
= − 

− ± − 
∓ .  (B.14) 

The Poisson formula 

If the Fourier Transform is given by (A.1) then for any number T the relation [31] 

 0in t0
0

n n

ˆw( t nT ) w( n )e
2

ωω
ω

π

∞ ∞

=−∞ =−∞

+ =∑ ∑   (B.15) 

holds with 0 2 /Tω π= . 
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Appendix C  Liouville Operator and Time Evolution 

A general discussion of the Liouville operator, its properties and relation to the time-evolution 

operator is found in the literature. Here we concentrate on the major features as used in the 

book. 

In chapter 2.10 the Liouville operator associated with the unperturbed Hamiltonian 0H  

was defined as 

 { }0 0L g i H ,g=   (C.1) 

for any real or complex-valued function g defined on phase space x : ( ,J )Θ=
�

. Using the 

Poisson bracket one finds 

 0 0 0
0

H H Hg g g
L g i i

J J JΘ Θ Θ

∂ ∂ ∂∂ ∂ ∂ 
= − = − 

∂ ∂ ∂ ∂ ∂ ∂ 
  (C.2) 

since the Hamiltonian 0H  does not depend on azimuth in the accelerator ring. 

The scalar product of any two phase space functions (real or complex-valued) which 

vanish sufficiently rapid at infinity is defined as 

 * 2( f ,g ) f ( x ) g( x )d x= ⋅∫ .  (C.3) 

We define the adjoint operator †A  of an operator A  by the relation 

 †(A f ,g ) ( f , A g )= .  (C.4) 

(Note: the adjoint operator corresponds to the complex-conjugate of a complex number.)  

Using the Liouville operator given in eq. (C.2) one finds 

 0 0( L f ,g ) ( f ,L g )=   (C.5) 

which shows that the Liouville operator is self-adjoint (Hermitian) 

 †
0 0L L= .  (C.6) 
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In chapter 2.10 it was found that for time-invariant Hamiltonian systems the equation of 

motion of an observable B along a phase space trajectory x(t) : ( ( t ),J( t ))Θ=
�

 is governed by 

 { },0 0

dB
H B i L B

dt
= − = ⋅   (C.7) 

with the solution 

 0 0B(x( t )) U( t ,t )B(x( t ))=
� �

  (C.8) 

in which the time-evolution operator is 

 0 0i( t t )L
0U( t,t ) e− −= .  (C.9) 

For time-independent systems the time-evolution operator depends only on the time difference 

0t t−  and not on a specific instant.  

The adjoint operator is given by 

 
†

0 0 0 0i( t t )L i( t t )L†
0U ( t,t ) e e− −= =   (C.10) 

where in the last step the property that the Liouville operator is Hermitian, eq. (C.6), has been 

applied. Combining eqs. (C.9) and (C.10) shows that the time evolution operator has the 

unitarity property 

 †
0 0U ( t,t )U( t ,t ) I=   (C.11) 

where I is the unity operator. From eq. (C.11) one concludes that the inverse of the time 

evolution operator 1
0U ( t ,t )− , describing the backwards motion in time, is given by 

 1 †
0 0U ( t,t ) U ( t ,t )− = .  (C.12) 

From property (C.11) it is deduced that 

 † † †( f ,g ) (U Uf ,U Ug ) (U U Uf ,Ug ) (Uf,Ug)= = =   (C.13) 

which shows that the time-evolution operator conserves the scalar product. Considering an 

observable A defined on phase space the average value is given by A ( A, )ρ=  with the 
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distribution function ρ  normalized to unity. From eq. (C.13) it follows that the time-evolution 

operator preserves the average value of the observable A. 

Furthermore from eq. (C.13) one has the important feature 

 † † †( f ,Ug ) (U f ,U Ug ) (U f ,g)= = .  (C.14) 

which is explicitly written for real-valued functions f and g as 

 ( ) ( )0 0 0 0i( t t )L i( t t )Lf ( x ) e g( x ) dx e f ( x ) g( x )dx− − −=∫ ∫   (C.15) 

This property has been applied in chapter 2.10 in the step from eq. (2.149) to eq. (2.150). 

The same treatment as just carried out can be generalized to higher order integrals in 

(C.3) as they appear for the transverse BTF in chapter 3.6. 

 

Appendix D  Transverse Dipole Density with Chromaticity 

The transverse dipole density (transverse Schottky noise density) has been deduced in chapter 

3.4 assuming a negligible tune dependence on momentum spread of the beam. In this chapter 

we consider the tune as a function of momentum spread or equivalently as a function of 

frequency to include chromatic effects into the description of the transverse Schottky noise 

density. We then consider the integral in eq. (3.62) 

 2
0

0

( ) ( ( k Q( )) )dΩ Ψ Ω δ ω Ω Ω Ω
∞

− ± ⋅∫   (D.1) 

where now the tune Q( )Ω  depends on angular frequency Ω . Assuming a linear behavior 

around the nominal frequency 0ω  we can expand ( k Q( ))Ω Ω± ⋅  in eq. (D.1) as 

 2
0 0 0( k Q( )) ( k Q Q ) QΩ Ω ω Ω ω± ⋅ ≈ ± ± ⋅ɺ ɺ∓   (D.2) 

where the average tune is given by 0 0Q Q( )ω=  and Qɺ  is the derivative at 0ω   

 0

dQ
Q ( )

d
ω

Ω
=ɺ   (D.3) 
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which is related to the chromaticity 0 0( dQ/Q ) / ( dp /p )ξ =  by 

 0

0

Q
Q .

ξ

η ω
=ɺ   (D.4) 

The frequency slip factor η  of the ring is given in chapter 2.4. Sometimes 0Q Qξ′ = ⋅  is 

denoted as chromaticity. 

Inserting (D.2) into eq. (D.1) and applying the property ( a x ) ( x ) / aδ δ⋅ =  of the delta 

function one finds the sideband frequency distributions at harmonic number k of the beam 

according to eq. (3.62)  

 
( )

22 2 2
0 0

d P 0

0 0 0 00 0

Ze Q Q1 1
S ( ) ( ).

4 2 k Q Q k Q Qk Q Q

ω ω ω ω
ω εβ Ψ

π ω ωω

±  ± ±
=  

± ± ± ±± ± 

ɺ ɺ

ɺ ɺɺ
  (D.5) 

Note that for zero chromaticity Q 0=ɺ  the expression reduces to that given in eq. (3.65). 

The sideband frequency distributions peak at  

 0 0 0 0( k Q ) ( n q )ω ω ω± = ± = + .  (D.6) 

The tune 0Q  is decomposed in the sum of its integer part 0Q  and its fractional part 0q , 

0 0 0Q Q q= + . Then, 0 0 0 0k Q ( k Q ) q n q± = ± ± = ± . 

The peak value  

 
( )

2

2 0 0
d P 0

0 0

Ze ( )1
S ( )

4 2 k Q Q

Ψ ω
ω εβ ω

π ω

± ± =
± ± ɺ

  (D.7) 

is found if ω±  is inserted into eq. (D.5). 

For narrow non-overlapping sidebands the width is deduced from the variance of the 

distribution 

 2 2
d d( ) S ( )d / S ( )dσ ω ω ω ω ω ω± ±

± ±= −∫ ∫ .  (D.8) 

Using the approximation 
2
0

0

0 0

Q

k Q Q

ω ω
ω

ω

±
≈

± ±

ɺ

ɺ
 for narrow bands one deduces the width (standard 

deviation) of a sideband at harmonic number k including chromaticity 
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0 0

0 0 0

n q Q

( n q ) Q

ωσ ω σ

η ξ ω δ

± = ± ±

= ± ±

ɺ

  (D.9) 

where the relation (D.4) and 0ωσ ω ηδ=  have been used. 

Eq. (D.9) demonstrates that the finite width of each Schottky sideband results from the spread 

of revolution frequencies and the spread of betatron frequencies. Due to chromaticity the two 

sidebands 0n q±  have different widths. Assuming that the machine chromaticity is the only 

source of a tune spread dQ a comparison of the width of the two sidebands 0n q±  allows to 

determine the chromaticity. 
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rms 2 10δ −= ⋅  is depicted in the whole 
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Figure 2.10: Mixing factor at the upper range for the cooling system for different initial 
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Figure 2.17: Signal suppression at harmonic number 5927 for filter cooling in the HESR (left 

panel). Magnitude: red, real part: blue, Imaginary part: magenta. The frequency distribution 

(arb. Units) is shown in black. The right panel shows the frequency distribution when the loop 

is open (blue) and when the loop is closed (red). ...................................................................... 80 

Figure 2.18: Drift term (left) with (red) and without (blue) signal suppression. The momentum 

distribution (arb. Units) is shown in black. The thermal and Schottky noise with (red) and 

without (blue) signal suppression is shown in the right panel for filter cooling. ...................... 80 

Figure 2.19: Magnitude (yellow trace) and Nyquist stability diagram (blue) for filter cooling of 

a proton beam in COSY at 2.4 GeV/c. ...................................................................................... 81 

Figure 2.20: Open loop gain for TOF cooling at COSY, left panel. The model prediction is 

drawn as lines. The right panel presents the Nyquist stability diagram. ................................... 82 

Figure 2.21: Time evolution of the momentum distribution in filter cooling of a 3 GeV 

antiproton beam in the HESR with hydrogen target operation. The right figure shows the 

momentum distribution normalized to one at time 0 s (black), 80 s (red), 100 s (green) and in 

equilibrium at 500 s (blue). In 200 s the antiproton beam attains an equilibrium with 
5

rms 8 10δ −= ⋅ . ............................................................................................................................ 92 



184 
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