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Proceedings	  of	  the	  
12th	  Carolus	  Magnus	  Summer	  School	  	  
on	  Plasma	  and	  Fusion	  Energy	  Physics	  

	  
Preface 

 
The 12th edition of the Carolus Magnus Summer School on Plasma and Fusion Energy 

Physics is hosted by the Katholieke Universiteit Leuven. The Carolus Magnus Summer School 
has been organised once every 2 years since 1993. It is a joint initiative of the Laboratory for 
Plasma Physics of the Royal Military Academy in Brussels (Belgium), the Belgian Nuclear 
Research Centre (SCK/CEN) in Mol (Belgium), the Dutch Institute for Fundamental Energy 
Research (DIFFER) in Eindhoven (The Netherlands) and the Institute of Energy and Climate 
Research (IEK-4) of the Forschungszentrum Jülich (Germany). All institutes are members of the 
EUROfusion Consortium. For the 12th CMSS edition, the Centre for mathematical Plasma-
Astrophysics (CmPA) of the KU Leuven joined the team. KU Leuven is the oldest university in 
the Low Countries. It is internationally renowned for the high quality of its alumni, and ranks 
among the top 10 European universities in terms of its scholarly output.  

 
The summer school aims at graduate and postgraduate students active in or becoming 

active in controlled thermonuclear fusion, a field of research striving to offer an alternative base 
load energy “production” method that can - if political will and scientific endeavor are side by 
side - become available when both fossil and nuclear fission fuels will either be depleted or their 
consumption drastically reduced on ecological grounds. Whereas peaceful use of fission was 
demonstrated more than half a century ago, controlled fusion has proven to be a much more 
demanding challenge on the experimental, engineering as well as theoretical fronts. Many 
insights have matured over the last decades but there are still various open questions. Whereas 
the present generation of researchers paves the path towards fusion by building ITER in 
Cadarache (France) - “iter” is the latin word for “the way” - and making sure the underlying 
physics is sufficiently well understood to take this next step, it is the young generation of 
researchers that is presently trained that will ultimately prove or disprove to the world that fusion 
exploitation claims made decades ago were indeed justified or merely were overly optimistic 
predictions based on too shallow insight of a demanding research field, requiring simultaneous 
knowledge of a wide variety of topics such as magneto-hydrodynamics, plasma physics, 
quantum physics, relativity, solid state physics, cryogenics and chemistry.  

 
Well over 70 CMSS12 participants attend courses on the physics governing the behavior 

of plasmas in experimental thermonuclear fusion devices. As in the previous summer schools of 
this type, the accent is on machines relying on magnetic confinement of the highly energetic 
particles that spontaneous fusion requires. The scope of the Carolus Magnus schools is 
purposely rather wide: The treated subjects range from basic principles of magnetic 
confinement, heating, equilibrium and instabilities, classical and neoclassical transport as well as 
fundamental kinetic theory to leading-edge and occasionally far from fully understood fusion 
physics topics such as anomalous transport and transport barriers. Aside from describing the 
actual processes in the plasma, various speakers also explain how the dynamics of the hot 
plasma medium can be diagnosed. And the closer we get to a burning plasma, the more aspects 
such as neutron protection, neutron diagnostics and the development of proper materials 
allowing to contain the fusion furnace need to come to the foreground. Since 2011, the Joint 
European Torus (JET) - a machine of the tokamak type and the flagship of the European fusion 
efforts - has metallic rather than carbon walls. Lacking the proper tools a few decades ago, 
allowing to reach fusion relevant temperatures temporarily required giving up high Z wall 
materials and gave rise to a generation of experimental devices with low Z and quickly eroding 
plasma facing materials. But unless fundamentally new insights are gained in the coming years, 
fusion machines necessarily need to have metallic walls. The solution that was chosen for ITER 
(Beryllium vessel walls and a Tungsten divertor) is presently being tested in JET and so far no 
major obstacles have been encountered.  



JET may be the biggest and the only machine to be fully capable to handle tritium by 
having sophisticated remote handling robotics that allow manipulating components of an 
activated machine, it is not the only European experimental device, nor is the tokamak 
necessarily the machine that has the highest probability to become a fusion reactor. The 
EUROfusion Consortium supports various other machines. Wendelstein 7-X, for example, 
explores the potential of stellarators as fusion machines. CMSS12 aims at discussing the broad 
scope of theoretical as well as experimental tools presently thought to have the potential of 
helping making fusion a reality. 

 
To optimally transfer knowledge to the new generation, the school has always had a 

large number of lecturers, each of whom speaking about their own field of interest and 
specialization. Most of the speakers are from one of the organizing institutes, but subjects falling 
outside the main focus of the organizing institutes are taught by specialists from other European 
laboratories. With pleasure, the efforts of internal as well as external lecturers are gratefully 
acknowledged. 
 

Many of the papers appearing in this volume are reprinted, with minor revisions in some 
cases, by permission of the American Nuclear Society, Transactions of Fusion Science and 
Technology, Tenth Carolus Magnus Summer School on Plasma and Fusion Energy Physics, 
Copyright February 2012. 
 
Some CMSS texts are directly taken from scientific magazines. The paper of S. Brezinsek has a 
‘golden’ copyright status and is gratefully reprinted from Journal of Nuclear Materials [S. 
Brezinsek et al., JNM 463 (2015) 1121]. Thanks to the courtesy of IAEA, the paper of A. Murari 
could be reproduced from Nuclear Fusion [A. Murari et al., NF 55 (2015) 073009]. 

To make room for other, more recent topics some talks were merged while the available 
texts still date from an earlier summer school and/or author. Whenever this is the case, it is duly 
flagged in the table of contents. The relevant reading material for the evening lecture by 
EUROfusion Programme Manager Tony Donné is the booklet on the Fusion Road Map. It is 
available on the www site but can also be downloaded from https://www.euro-
fusion.org/wpcms/wp-content/uploads/2013/02/JG12.356-web.pdf. For a very limited number of 
papers no text is available at all. 
 

The vast majority of the slides of the summer school is available at the password 
protected summer school web site. 
	  
         Dirk Van Eester (chairman)             Stefaan Poedts (local chairman) 

Laboratory for Plasma Physics 
Trilateral Euregio Cluster 

EUROfusion Consortium member 
Royal Military Academy 

Renaissancelaan 30 Avenue de la Renaissance 
B-1000 Brussels 

Belgium 
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ENERGY FOR FUTURE CENTURIES 
Prospects for fusion power as a future energy source 
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ABSTRACT 

 
The current power consumption and an estimate of 
the future energy needs of the world are discussed. 
The present energy supplies and prospects, the 
possible consequences of a continued massive fossil 
fuel consumption, and the potential of non-fossil 
candidates for long-term energy production are 
outlined. An introduction to the potential contribution 
of future fusion reactors is given. The resources, 
safety, environmental and economic aspects of 
magnetic fusion energy are discussed. 
 
I. INTRODUCTION 

 
Mankind currently has an addiction to fossil 

fuels which is non sustainable and dangerous for 
several reasons: (i) burning of fossil fuels is having a 
measurable impact on our atmosphere and could 
trigger serious changes in climate (ii) much more 
interesting use could be made from this resource (iii) 
they will run out at some point.  

 
The number of conceivable non-fossil 

candidates which in the long-term could substantially 
contribute to energy production is very limited: 
renewables, nuclear fission and fusion. Fusion is the 
least developed of the three, but has particularly 
valuable environmental and safety advantages and has 
virtually inexhaustible resources. 

 
Before starting the discussion let us briefly 

discuss some of the basic physical quantities used in 
this paper. Energy is the capacity for doing work by 
any system and its SI unit is Joule. Power is the 
amount of energy produced, transferred, or used per 
unit of time and its SI unit is Joule per second or Watt. 
Other units often used to express an energy quantity 
are e.g. kWh, MWd, TWyr etc. Energy (or power) in 
the form that it is first accounted for i.e. before any 
conversion to secondary or tertiary forms of energy 
(or power) is called primary energy (or power). Energy 
has several forms, some of which can be changed to 
another form useful for work. According to the second 
law of thermodynamics, each thermal conversion 
process is associated with losses. This is especially 
true when using a heat flow from a hot source to a 
cold sink in the conversion process: only a fraction of 
the heat can be converted in that way into work, the 
amount depending on the difference in temperature 

between the hot source and cold sink (Carnot cycle). 
This difference becomes very clear in discussions on 
electricity production, where the efficiency is often as 
low as 30%, and thus a distinction has to be made 
between thermal power and electrical power (indicated 
in this paper by the suffix “el”).  
 
I I . THE WORLD ENERGY PROBLEM 

 
I I.A. CURRENT AND FUTURE ENERGY NEEDS. 
 

 
Table I  Per capita total primary power consumption 

for selected countries (total annual primary 
power consumption per country divided by 
the number of its inhabitants [1,2]) 

 
Table I gives an overview of the total primary 

power consumption per capita for different regions in 

COUNTRY PER CAPITA POWER 
CONSUMPTION IN 2010 

(kW) 
  
United Arab Emirates 21.35 
Iceland 20.00 
Qatar 19.30 
Kuwait  15.20 
Bahrain 14.20 
Norway 12.00 
Canada 11.50 
USA  9.50 
Australia 8.10 
Belgium 7.90 
The Netherlands 7.70 
Russia 6.20 
South Korea 6.60 
Japan 5.10 
Germany  5.10 
Europe of 27 4.10 
South Africa 3.40 
China 2.30 
Brazil 1.75 
Vietnam 0.62 
India 0.56 
Zimbabwe 0.42 
Mozambique 0.24 
Congo (Kinshasa) 0.05 
Chad  0.01 
World 2.23 

1



 

 

the world. This is the equivalent amount of power 
consumed per person 24 hours a day, 365 days per 
year. It is interesting to note that the largest 
consumers are often to be found among those 
countries which are also large energy producers and 
exporters (Qatar, Bahrain, Kuwait, etc) or dispose of 
cheap and abundant energy (Iceland, Canada, etc…). 
Lowest consumption is found in developing countries. 
Outstanding is also the difference between the USA 
and the Japanese or European average power 
consumption: about twice as much power is used for 
essentially a comparable standard of living. 

 
 With over 7 billion people in 2011 and a primary 
power consumption per capita (world average) of 
about 2.2kW, the total amount of energy currently 
consumed in the world is about 2.2 kW ×  7 billion 
people × 1 year ≅ 15.4 TWyr. An estimate of what 
might be needed in the future can be found with the 
following two assumptions: 

 
(i) primary power consumption per capita (world 

average) will increase by 800W from 2.2kW to about 
3kW (i.e. about half of what is already used in Europe 
and one fourth of what is currently used in the USA), 
and 

(ii) world population will rise to about 10 billion in 
the next 50 years, (medium variant prediction) by the 
UN [3] (see also Fig. I) 

 
Thus, in 50 years we expect the world to 

consume yearly an amount of primary energy equal to 
3 kW × 10 billion people × 1 year = 30 TWyr or about 
two times more than what is consumed now!  

 
The first assumption fits with energy data from 

the past decades: in the last ~25 years (1980-2006), 
the primary power consumption per capita (world 
average) has increased by about 300W (associated 
with an increase in total primary energy consumption 
in the world by about 66%). Extrapolating linearly (if 
justified) would amount to 600W in 50 years.  

 
Another confirmation comes from the study of 

the World Energy Council and the International 
Institute for Applied System Analysis [4], which 
considers three different scenarios for the future 
development of the world energy consumption: (i) a 
high growth scenario with impressive technological 
developments and high economic growth [Case A], (ii) 
a “middle course” scenario with less ambitious and 
perhaps more realistic technological improvements 
and a more intermediate economic growth [Case B] 
and (iii) an ecologically driven scenario which 
represents a “rich and green” future, both with 
substantial technological improvements, strict 
environmental control mechanisms and an 
unprecedented international collaboration for 
environmental protection [Case C]. The predicted 
energy future for the three scenarios described above 
is shown in Fig. I. The middle course scenario, Case B, 
considered as the most realistic scenario, predicts 
about 25TWyr for 2050, close to the estimate above. 
  

 Note that the numbers above would imply that 
we need an additional power production capacity (for 
electricity, direct heating, transportation, etc) of 
about 15TW in the next 50 years. If true, this means 
300GW/year, or equivalently a capacity of 1GW nearly 
every day for the next 50 years. Taking into account 
that on top of this, old power or heat generation 
systems will have to be replaced (also amounting to 
about 15TW), a total of 30GW greener power systems 
has to be constructed in the next 50 years. This 
clearly shows the staggering task that lies in front of 
us. We can only hope that this will indeed be greener 
systems, but unfortunately and as will be shown in 
what follows, there are currently not sufficient clean 
alternatives ready to replace fossil fuels on such a 
large scale. 

 

 
Fig. I   Past and projected evolution of the annual 

world primary energy consumption according to 
three different scenarios, as documented in [4]. 
The inset shows the projected evolution of the 
world population [3]. The bands reflect the 
uncertainties in the predictions. 

 
What is then the best way forward? As we will 

see below, there is no simple answer to this question.  
 
I I .B. CURRENT ENERGY SUPPLY AND FUTURE 
PROSPECTS 

 
An overview of the present proved recoverable 

reserves for various energy options is given in Table II, 
together with an estimate of the period still available 
for use at the current rate of consumption.  
 

In addition, one has to be careful with these 
numbers, as huge political and economic interests (for 
a frightening example, see [5]) might lead to under- 
or overestimates depending on who is providing the 
data. In addition, future prospection could result in 
updates of these numbers. It is clear from Table II that 
we can indeed go on for at least a few decades. 
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 But is this really desirable? 
 
 As can be seen in Table III, about 90% of our 
energy is currently produced by burning fossil fuels 
This could pose serious problems in the future. 
 

* assuming Light Water Reactor, once through 
** if breeder technology is employed. 
 

Table II Years of use of different fuels at the 
current rate of consumption [1,2,6-9] 

 
 First, depletion of the world energy resources 
will inevitably lead to political instabilities (and has 
already caused tensions) in the world. The energy 
crisis of the 1970's, the Iraq war in the 1990s, etc. 
are small reminders of what we could face. Note that 
more and more institutions are warning about peaking 
of conventional oil reserves [10, 11] with possible 
shortages and/or price increases in the near future. 
The oil peak discussion is complex: different concepts 
of “reserves” are often used, changes in price could 
have big influences on the economical recoverability of 
a source, financial speculation can interfere etc. 
Moreover, there are very large in-place resources of 
both conventional and various non-conventional oils 
(primarily tar sands and shale oil). But many analysts 
calculate that once conventional oil peaks, it will be 
difficult to bring these other resources on-line fast 
enough to offset the decline in the production of 
conventional oil. These and various other facets of 
this discussion are documented in ref [12]. However, 
it should be clear that much better use could be made 
of these finite resources. They are invaluable for our 
chemical and pharmaceutical industry. From this point 
of view, our present energy production scheme causes 
irreplaceable basic chemicals to be literally ‘going up in 
smoke’ and thus lost forever on a gigantic scale. 

 
The second, and most worrisome problem is 

the possible inluence to our environment of the 
massive use of fossil fuels due to the inevitable 
release of gigantic quantities of CO2. In 2012 alone, 
about 32 billion tons of CO2 were released in the 
atmosphere [1]. This could still seem to be negligible, 
as it represents only a minor fraction of the total 
amount of CO2 released (and subsequently recycled) 
by nature. But precisely because these natural flows 
balance out, any additional source of CO2 will lead to 

an increase. This is exactly what is observed: a steep 
increase of the CO2 content in the atmosphere during 
the last few decades, as illustrated in Fig. II. This graph 
- compiled from analysis of air bubbles in the ice of 
the Antarctic and air samples at the top of the Mauna 
Loa mountain on Big Island (Hawaii) – compiled data 
up to 1996. It shows clearly the ever faster increase 
in CO2 since the beginning of industrialisation around 
1800. The out of graph star in Fig II indicates the 
current level (2013) of ~400ppm [13] and illustrates 
the increase of 40ppm that took place over the last 
~17 years. Comparing this with the previous period it 
took for a similar increase in CO2, about 70 years - 
from 1930 to 1996 – it shows that we are 
far from curbing CO2 emissions. 
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Fig. II Evolution of the CO2 concentration in the 
atmosphere (in ppm) during the last 1000 
years up to 1996 [14]. The out of graph 
black star added at the top right of the 
figure indicates current CO2 levels (2008, 
~ 385ppm [13]).   

 
Note also that all this CO2 has accumulated in 

about 200 years. This is very short on a geological 
time scale and rather frightening in view of additional 
evidence that the CO2 concentration has remained at 
about 280 ppm for the last 160000 years [15]. 
Carbon sequestration or carbon capture and storage 
(CCS) could perhaps help to reduce future CO2 
increases [16], but is of no use to decrease present 
atmospheric levels. 

 
What are the possible consequences of such a 

sudden change in the composition of the atmosphere? 
 
CO2 is a greenhouse gas, and a higher 

concentration of this gas will lead to an increased 
absorption in the atmosphere of the infrared radiation 
re-emitted by the earth. This has lead to a continuous 
increase in the mean global temperature in past years. 
The consequences are becoming visible, e.g. the last 
decade being the warmest since early 1800 [15, 17] 
and effects in Greenland, on glaciers worldwide and 

FUEL 
PROVED 
RECOVERABLE 
RESERVES 
(2009) 

YEARS OF USE AT 
THE CURRENT 
RATE OF 
CONSUMPTION 

Coal 0.9 1012 tons 210 

Crude oil 1.3 1012 barrels 30-40 

Natural gas 190 1012 m3 60-70 

Uranium (ore) 4.7 106 tons 85-270* 
(2600-8000)** 

Uranium  
(sea water) 

4.5 109 tons 81000-260000 
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polar ice are very impressive (see e.g. ref. [18] for 
truly frightening examples) and do raise serious 
concern. To what will all this lead on the long-term? 
The answer to this question is not evident, because 
our ecosystem is very complex, with many feedback 
channels, some of them still partly or fully unknown 
and thus impossible to take correctly into account in 
modelling. Some buffering against changes probably 
exists, but there are surely limits to the adaptability of 
our ecosystem and two main questions are: what are 
these limits, and in which direction will the ecosystem 
evolve as soon as the stability thresholds are crossed? 
We should also not forget that the climate system is 
inherently unstable: climate records from the past 
have indicated that variations of more than 7 °C have 
taken place in the average sea water temperature in 
the course of a few tens of years [19].  
 

 
Table III Contribution of different primary energy 

sources to the primary energy production 
in the world [8]. 

 
What makes things even more frightening is 

that the excess CO2 decays exponentially with a very 
long time constant (100-200 years), mainly 
determined by the slow exchange of carbon between 
surface waters and the deep ocean [15]. This means 
also that as soon as changes are visible in our climate, 
we will have to deal with these effects for very long 
times, even if we could shut down all sources of CO2 
immediately. Even worse, returning to previous levels 
is no guarantee neither as it cannot be ascertained 
that the whole ecosystem will return in a reversible 
way to the previous situation once critical (unknown!) 
thresholds have been crossed.  
 

This is the most threatening consequence of 
our energy production scheme nowadays. We are 
conducting a possibly irreversible large-scale 
geophysics experiment. We have to remember that we 
have only one atmosphere and that it is irreplaceable, 
in other words, we are all "sitting in the test tube”. It 
cannot be excluded that certain parts of the world 
could become no longer inhabitable due to rising sea 
levels or desert formation; in addition, food-producing 
areas could shift, with hunger, poverty, migration of 
people, etc. as possible consequences. This would 
constitute a serious threat to peace and international 
security.  

Is this the prospect we would like to offer our 
children and grand children?  

 
In this context, it seems nearly unavoidable to 

reduce or stop burning fossil fuels and try to use 
other energy sources as soon as possible. It seems 
also unwise to use uncertainties in the predictions for 
future climate change as an excuse for delaying 
necessary actions. The only thing we are left with 
currently is to try to limit the impact (see [15]) and 
thus one of the consequences could be 
environmentally imposed reductions on the use of 
fossil fuels, well before the effects of resource 
limitations are felt. But this can only be realistically 
imposed if there are sufficient non-fossil alternatives. 
To make things worse, efforts to reduce emissions of 
greenhouse gases may be alone insufficient to avert 
unacceptable levels of climate change. Therefore geo-
engineering methods (e.g. increasing the albedo of the 
earth by injecting aerosols in the stratosphere) are 
beginning to be considered as a possible option to 
“keep the earth cool” (see e.g. [20, 21]). It underlines 
very clearly that there is ‘no easy fix’ to the problems 
we are facing.  

 
There are only two classes of long-term 

alternatives to burning fossil fuels: renewables and 
nuclear energy (fission and fusion).   

However, there should be no illustions that 
bringing on-line massive quantities of non-fossil 
solutions will take time. It should be done wisely and 
with vision, and with respect for scientific and 
economic realities. Unfortunately, except for fission, 
none of the possible alternatives at present is 
sufficiently mature (see Sect. II.C); but even fission is 
(i) only short term with the current type of reactors 
(implying the need for breeder technology, unless one 
could use seawater extraction [6], see below) and (ii) 
has a low level of acceptance by the general public. A 
revival of nuclear energy seems a necessity, but it will 
still take a while before a large-scale increase can be 
realised. Fear of nuclear energy is often misused as a 
‘source of votes’ from a general public that is in many 
cases very badly informed. Political decisions also 
often backfire (and the public is left uniformed): in the 
case of Germany, closing down 7 nuclear plants in the 
aftermath of Fukushima has led to a 7% increase in 
CO2 production, despite really enormous investments 
(~ 10-12 billion Euro/year for the last 10 years) in 
green energy systems. The low quality of the public 
discussion, frequently lacking reference to realistic 
numbers or using the numbers very selectively, is a 
matter of serious concern and correct and neutral 
education of the general public is an absolute 
necessity. To make things worse, there are strong 
economic and political powers trying to maintain the 
current situation by all possible means, see e.g. the 
frightening report in Ref. [5]. 
 
I I .C. LONG-TERM NON-FOSSIL ENERGY SOURCES 
 

Although renewable energy resources in the 
world are large and inexhaustible, they have, 
unfortunately, only a limited potential [22]. Natural 
obstacles met by renewables are low energy density 

PRIMARY ENERGY SOURCE 
CONTRIBUTION TO 
PRIMARY ENERGY 
PRODUCTION (2008) 

Oil 33.7 % 
Coal 23.8 % 

Gas 29.6 % 

Fission 5.2 % 

Hydro-electricity 6.4 % 

Solar, wind, wood, waste,.. 1.3  % 
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and/or fluctuations in time, implying the need for 
storage, which reduces again the efficiency and leads 
to extra costs.  

 
A useful insight in this respect can be gained 

from a very simple example on hydropower, at this 
moment the most important renewable energy source. 
The energy needed to boil 1 liter of water (from 0 to 
100C) is equivalent to the energy gained from 100 
liters of water falling over 426m (nearly half a km) 
assuming complete conversion of gravitational 
potential energy into heat. Two important conclusions 
follow immediately: (i) we consume a lot of energy 
without realizing, (ii) it requires a large effort to 
extract these amounts from sustainable sources.  

 
RENEWABLE 
CATEGORY 

RENEWABLE 
SOURCE 

POWER 
OUTPUT 
(W/m2) 

 

 

 

 

Sun based 

Solar heating 53  

Concentrating solar 
power (deserts) 

15 

Solar photovoltaics 5-20 

Solar chimney 0.1 

Ocean thermal 5 

Wind        2-3 

Waves     
(Pelamis farm)    

30 

 

Gravitation 
based 

Tidal power 6 

Tide pool 3 

Hydro-electricity 11 

 

 

Agriculture 
based 

Biogas     0.02 

Rape seed oil 0.13 

Bio-ethanol  
(sugar cane) 

1.2 

Energy crops 0.5 

Wood       0.1-0.2 

Earth 
based 

 
Geothermal Heat 

 
0.017 

 
Table IV Power production per m2 of land or sea 

surface occupied. Renewable energy is 
rather diffuse, leading to large, country-
sized facilities in order to contribute 
substantially (from [22]).  

 
The potential of renewables is further illustrated 

in Table IV compiling values for the power output per 

unit land or sea area occupied for a number of 
possible options. Best solutions seem solar heating, 
wave power, concentrated solar power and hydro 
electricity. These numbers can be put into context by 
comparing with the power output per m2 of a large 
(1000MW,el) coal or nuclear power plant 
(~150kW/m2) or the surface of the lake behind a dam 
(>100km2) to provide 1000MW, el. 

  
Renewable and nuclear energy systems have the 

common feature that emissions of greenhouse gases 
and other atmospheric pollutants are ‘indirect’, that is, 
they arise from stages of the life-cycle other than 
power generation. In the case of nuclear energy, this 
arises mainly from mining and processing ore, and is 
only a minor effect. In the case of renewables, the low 
power density, illustrated in Table IV, unavoidably 
implies important land use and/or investment in 
materials. E.g. in the case of biomass this implies areas 
of several 1000 km2 even for a relatively low power 
production of 100MW and CO2 emissions from 
fertilizer/pesticide production, harvesting, drying and 
transportation have to be taken into account. It could 
lead for some ‘low carbon’ technologies to an 
outperformance of their potential to contribute 
effectively to CO2 reductions. For interesting analysis 
see [23,24]. The production of e.g. solar cells causes 
quite some pollution if one is not careful, and have 
already led to protests e.g. in China [22a]. Some of 
the estimates of the world wide potential also seem 
not to take into account fundamental restrictions. E.g. 
in the case of wind energy, a bottom-up estimation 
seems to easily lead to overestimations [22b]. For a 
very interesting discussion on sustainability, energy 
efficiency and subsidies see [22c]; a critical 
assessment of the consequences of the recent 
German energy policy is given in [22d]. These and 
other arguments should be carefully taken into 
account in discussing energy options.  
 

 We would like to stress that we do not mean to 
imply that renewables are useless. The purpose is to 
point out important aspects of renewables that should 
not be forgotten in discussions on our energy future. 
Land use and indirect emissions are two of them. It 
certainly makes sense to try to exploit these as much 
as is realistically possible, as every non-fossil energy 
source will be needed in the future. But one should be 
realistic in assessing their potential [22, 25] to 
produce energy and effectively reduce CO2 emissions. 

 
The other main non-fossil option is nuclear 

power generation by fission and for the future, by 
fusion.  
 

In the case of fission, issues raising concern are 
waste, safety and proliferation. Concering waste, 
indeed highly radioactive waste is produced, but the 
volume is rather low: only about 28 tons of fuel is 
needed per GWyr,el, resulting in the same amount of 
irradiated material. (Note that this is less fuel than 
expected on the basis of 3-4% 235U enrichment alone, 
the reason being that about 40% of the heat is 
generated from fission of 239Pu and 241Pu formed from 
238U by neutron capture). But about 27 tons of the 

5



 

 

irradiated fuel can in principle be reprocessed and 
reused in other reactors [26] as it consists of a 
mixture of about 224 kg 235U, 26400 kg 238U and 
170 kg of fissile Pu isotopes, the rest - fission 
products and non-fissile elements - must be disposed 
of. In essence, only 1 ton or about 50 dm3 of highly 
active waste is produced per GWyr,el. Moreover, with 
the right techniques this can be handled safely and 
new methods are being developed to store [27], or 
even eliminate it by transmutation thereby producing 
energy [28]. Reprocessing is unfortunately no longer 
an option for many countries, so the irradiated rods 
are stored after cooling in special containers. For the 
Belgian reactors Doel 1 and 2 (~ 830MW,el total) this 
results in one container per year, still a small volume 
for the amount of power produced, certainly if 
compared with greenhouse gases and other pollutants 
generated by burning fossil fuels. The radiological 
danger of nuclear power generation should also be put 
in perspective comparing with coal power plants. 
Trace elements in coal like thorium and uranium 
accumulate in the ash and add to the natural 
background radiation. Comparing radiation doses from 
airborne effluents of 1000MW,el coal-fired and nuclear 
power plants and assuming a 1 percent ash release to 
the atmosphere (Environmental Protection Agency 
regulation) and 1 part per million of uranium and 2 
parts per million of thorium in the coal (approximately 
the U.S. average), population doses from the coal 
plant are typically higher than those from pressurized-
water or boiling-water reactors that meet government 
regulations. [28a, 28b].  

 
With the present reactor types the lifetime of 

our uranium resources from ore is comparable to that 
of oil or gas - about 80 years. Using breeder 
technology to transform non-fissile fuel into fissile 
elements, we could stretch our resources by a large 
factor (30 or more [9, 29, 30]) although the safety 
and environmental problems are potentially more 
difficult to cope with. Perhaps the need for breeders 
could be avoided altogether, if uranium extraction 
from seawater would become an economical option 
[6].  

 
METHOD ANNUAL FUEL 

CONSUMPTION FOR 
1000MW,el. (typical 
size of a single large 
electric power plant) 

Coal 2 700 000 tonnes  

Oil 1 900 000 tonnes 

Fission 28 tonnes of U 

Fusion 100 kg D and 150 kg T 

 
Table V Fuel consumption for different energy 

production methods 

 
Concerinng safety, new reactor concepts, which 

rely on passive safety systems, will surely contribute 
to increase public acceptance [31]. In this context, 
the Tchernobyl incident should be mentioned, as it 
was not the result of a malfunction under normal 
working circumstances, but rather due to negligence 
and total disregard of safety rules. As such it is close 
to an unbelievable criminal act, a fact hardly ever 
mentioned by the mass media. The Tchernobyl reactor 
(RBMK-1000) was of a dangerous design (among 
others, it has a positive temperature coefficient). All 
reactors of this type are closed worldwide. The 
reactor was not protected from the environment (as 
in the West) by a concrete and steel dome. Worst of 
all, the accident was triggered by trying out a 
dangerous and badly prepared experiment. Operators 
were put under severe pressure from local officials. In 
the panic of the last minutes, the control system was 
disabled and all control rods were fully extracted, 
leaving no room for a fast intervention in case of a 
runaway reaction. No wonder that under such 
conditions the worst possible happened. A hair raising 
and detailed account of the events on 26 April 1986 
can be found in e.g. refs. [32, 33].  

 
The recent events in Fukushima, Japan, 

although very serious, should not be over dramatised, 
or lead to panic reactions. It should be underlined that 
the earthquake itself, although of an extremely large 
magnitude, did lead to a correct and timely shutdown 
of all nuclear plants in Japan. It was the arrival of a 
tsunami of enormous proportions that was the major 
problem and killed an estimated 20000 people. 
Nobody died so far from the nuclear incident itself. 
Conclusions should be (and are) drawn on justified 
critiques of certain aspects of the construction and 
localization of those damaged Japanese plants. But it 
seems unwise to plan a complete nuclear shutdown if 
no good alternative is immediately ready to take over 
the nuclear share, or if as a result one has to import 
power from other nuclear nations or end up with an 
increased dependency on fossil fuels. The danger is 
also real that due to inappropriate decisions very 
valuable know-how could get lost for a technology 
that could serve good purposes in the coming 
decennia 

 
The other nuclear option is fusion. It is the least 

developed of the three but it holds the promise of 
being a safe, inexhaustible and rather clean energy 
production method. As such it could become the best 
compromise between nature and the energy needs of 
mankind. Recent studies carried out for the European 
Commission [34] confirm this point of view. Energy 
quality criteria will become most important in the 
future: energy production must be not only 
economically, but also environmentally and societally 
acceptable. 

 
The huge contrast in fuel consumption between 

fossil and nuclear methods to generate energy 
becomes clear from a look at Table V. This results of 
course from the large difference in energy gained from 
a nuclear reaction compared to a chemical one – per 
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reaction a factor of around 106 for fission and 107 for 
fusion. The numbers mentioned reflect what is needed 
for just one electric power plant. A good idea of the 
gigantic quantities of CO2 released in the atmosphere 
yearly is found by calculating the equivalent length of 
a train carrying 2 700 000 tonnes of coal: it has a 
length of 540 km, i.e. the distance between Paris and 
Amsterdam. Per power plant of 1000MW,el and per 
year, this quantity of coal gets (nearly totally) 
converted into 10 000 000 tonnes of CO2. The 
equivalent of many hundreds of such plants are in 
operation at present... 
 There is every reason to be worried for the 
future, as reflected by the projected numbers of 
electric power capacity to be installed in the next ~50 
years, estimated by the Indian and Chinese 
governments [35, 36]. These numbers are 
respectively equal to 480 GW,el and 1500 GW,el. In 
the case of China alone, it is estimated that burning 
coal will generate half of this number in 50 years. 
However, to reach this level, China will have to build 
and put into operation each month at least one new 
electric power plant with a capacity of 1 GW,el - fired 
by coal – and this for the next 50 years… Note that 
the reality surpasses by far projections: an average 
capacity of 5GW,el/month (coal, gas) has been 
installed in China over the period 2003-2007 (see Ref. 
[1]). Consequences of this massive development are 
becoming visible: data analysis of water samples 
indicate that mercury levels in the North Pacific Ocean 
have risen about 30 percent over the last 20 years, 
attributed to increases in global mercury atmospheric 
emission rates from coal burning [37] in Asia. This 
mercury is now accumulating via fish in the food chain. 
 
I I I . NUCLEAR FUSION AS AN ENERGY SOURCE 
FOR THE FUTURE. 

 
The development of nuclear fusion as an energy 

source is one of the most complex scientific and 
technical tasks ever undertaken for non-military 
purposes and will still span several human generations. 
There exist presently two approaches to realise 
nuclear fusion on earth: inertial and magnetic fusion. 
Inertial fusion consists of micro-explosions of small  

 

 
 
Fig. III Evolution of the value for the fusion triple 

product since the beginning of fusion 
research [41] 

 
fuel pellets by means of powerful lasers or particle 
beams. Confinement of the fuel is based on the inertia 
of the pellet fuel mass, which resists the natural 
expansion when it is heated to thermonuclear fusion 
temperatures. Magnetic fusion uses magnetic fields to 
confine the fuel. The European fusion effort is 
concentrated on the latter (with tokamaks, 
stellarators and reversed field pinches) and hence we 
will briefly review only this method here. The 
interested reader can find a wealth of additional 
information in the references [34, 38, 39, 40].  
 

Fantastic progress has been made in magnetic 
fusion in the last decades. Three generations of 
tokamaks with doubling of characteristic dimensions 
at each step led to a 10000 times higher value of the 
fusion triple product (density times temperature times 
confinement time) in the last 30 years. Since the start 
of controlled fusion research, a 10 million-fold 
improvement in the fusion triple product has been 
obtained verging to reactor conditions, as illustrated 
in Fig. III. 

 
 Since 1991 several megawatts of fusion power 
have been released in a controlled way in deuterium-
tritium experiments in JET (Joint European Torus, 
Culham, UK) and TFTR (Tokamak Fusion Test Reactor, 
Princeton, USA). Peak values of about 16 MW have 
been obtained on JET in 1997 corresponding to QDT 
values (i.e. the ratio of the power released from 
deuterium-tritium fusion reactions to the power 
applied to heat the fuel) of more than 0.6; in a 
stationary way fusion powers of more than 4 MW have 
been obtained for more than 5 seconds on JET. A 
comparison of high performance D-T pulses is given in 
Fig. IV. Break-even in deuterium-tritium experiments, 
i.e. QDT = 1, is expected at JET in the coming years. 
  
 
 Fusion research entered a new era in 2005 with 
the international agreement (28 June 2005) on the 
construction site of ITER at Cadarache (close to Aix-
en-Provence in France). Construction has started this 
year (2009), first (H or 4He) plasmas are projected for 
2018 and first D-T plasmas in 2028 [42]. We all look 
forward to a swift realization of these plans, and hope 
that they could be realized earlier than planned now – 
the world urgently needs clean energy solutions for 
the long term! 
 
I I I .A. NUCLEAR FUSION PROCESSES AND 
FUTURE FUSION REACTORS 

 
The least difficult fusion reaction to initiate on 

earth is that between the hydrogen isotopes D and T: 
 
D + T → 4He (3.5MeV) + n (14.1MeV) 

in which D stands for deuterium (the stable isotope of 
hydrogen with a nucleus consisting of one proton and 
one neutron) and T for tritium (the radioactive 
hydrogen isotope with a nucleus of 2 neutrons and 1 
proton, see Section III.B). To produce sufficient fusion 
reactions, the temperature of the plasma has to be on 
the order of 100 to 200 million C for this reaction. 
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Fig. IV Fusion power development in the D-T 

campaigns of JET (full and dotted lines) and 
TFTR (dashed lines), in different regimes: 
(Ia) Hot-Ion Mode in limiter plasma (Ib) Hot-
ion H-Mode, (II) Optimized shear and (III) 
Steady-state ELMY-H Modes [43]. 

 
 A first generation of future fusion reactors 
would be based on this reaction. The reaction 
products are thus an α-particle (helium nucleus) and a 
very energetic neutron. Twenty percent of the energy 
is taken by the α-particles that are confined, owing to 
their charge, and deliver their energy to the 
background plasma. In this way they compensate for 
losses and might make the reaction self-sustaining. 
The kinetic energy of the fast neutrons will be 
converted into heat in a blanket and then into 
electricity using conventional technology (steam). 
About one million times more energy is released from 
a fusion reaction in comparison with a chemical one 
(MeV's instead of eV's for the latter). This is the 
reason why so little fuel can produce so much energy: 
when burnt in a fusion reactor, the deuterium 
contained in 1 l of water (about 33 mg) will produce 
as much energy as burning 260 l of gasoline.  

 
 The D-T reaction is not the only possibility for 
controlled fusion. Other conceivable reactions are: 

 
D + D → 3He (0.82MeV) + n (2.45MeV) 
 
D + D → T (1.01MeV) + H (3.02MeV) 
 
D + 3He → 4He (3.6MeV) + H (14.7MeV) 
 

 These are more difficult to achieve and have a 
much lower power density than the D-T reaction [40, 
44] but show even more benign environmental 
features. The D-D reaction would eliminate the need 
for tritium and produce neutrons with lower energies 
and are therefore easier to absorb and shield. A 

reactor based on the D-3He reaction would proceed 
with very low neutron production (some neutrons 
would be produced in competing but much less 
occurring D-D reactions) with minor radioactivity 
produced in the reactor structures. This reaction also 
releases its total energy in the form of charged 
particles, enabling in principle the possibility of direct 
energy conversion to electrical energy. However, the 
prospects for these 'advanced' fuels are still too 
speculative and only the D-T reaction has immediate 
future prospects. 

 
I I I .B. INEXHAUSTIBLE ENERGY SOURCE? 

 
 The most obvious advantage of fusion is the 
virtual inexhaustibility of the fuels that are cheap and 
widely accessible. Table VI summarises the presently 
estimated reserves.  

Deuterium, a non-radioactive isotope of 
hydrogen is extremely plentiful as it can be obtained 
from ordinary water (about 33 g from 1 ton) with 
cheap extraction techniques using conventional 
technology. Complete burning of deuterons and the 
first generation fusion products (T and 3He) results in 
the overall equation: 

 
6D → 24He + 2H + 2n + 43.3 MeV  

 
providing 350 1015 J/ton D. The deuterium content 
of the oceans is estimated at 4.6 1013 tons [26], thus 
equivalent to about 5 × 1011 TWyr.  

 
Tritium is the radioactive isotope of hydrogen. 

It decays to 3He by emission of an electron:  
 
T → 3He + e- + 18.7 keV 
 

with the rather short half-life of 12.3 years. The 
quantities available in nature are not sufficient for 
technical applications. The neutrons produced in the 
fusion reactions will be used to breed it by 
bombarding a blanket around the burn chamber 
containing a lithium compound, according to: 

 
6Li + n → 4He (2.05MeV) + T (2.73MeV) 
 
7Li + n → 4He + T + n - 2.47 MeV 

Thus the real consumables in the D-T fusion process 
are D and Li, while T is an intermediate product burned 
in the fusion reaction. 
 

Lithium, like deuterium, is a widely available 
element. There are two isotopes 6Li and 7Li, which 
occur naturally (7.5% and 92.5% respectively). 6Li is 
the most useful isotope as it reacts with neutrons in 
the lower energy range (E < 1MeV). Model calculations 
[34] show that the burn up of 7Li in a future fusion 
reactor would be negligible and thus only 6Li is 
relevant to resource considerations. Per 6Li atom, one 
T atom is formed, with an extra energy of 4.78 MeV. 
Including the energy released in D-T fusion reactions, 
22.38 MeV is released per 6Li atom. The energy 
content of natural Li is therefore about 27 1015 
J/ton. Estimated reserves of natural Li are somewhat 
less than 29 million tons in known ore deposits and 
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brines [45] and about 200 billion tons dissolved in sea 
water (0.1-0.2ppm) [46], equivalent to about 2.4 104 
and 1.7 108 TWyr. The amount of energy needed to 
extract Li is negligible compared to the energy 
released in thermonuclear reactions. 
 

 
 
FUSION FUEL 

 
ENERGY 
CONTENT 
(TWyr) 

YEARS OF USE 
TO SUPPLY 
WORLD 
ELECTRICITY 
NEEDS (AT 
2006 LEVELS) 

D 5 × 1011  100 billion yr 

Li  (known reserves) 2.4 × 104  5000 year 

Li (in sea water) 1.7 × 108  35 million yr 

 
Table VI    Estimated reserves of fusion fuels [45,46] . 
 

Since only one neutron is produced in each 
fusion reaction and since each new tritium nucleus to 
be bred from Li requires one neutron, it is necessary 
to provide a small additional neutron source, to 
balance losses in the breeding blanket. A possible 
suitable neutron multiplier is beryllium, using the 
(n,2n) reaction: 
 

9Be + n → 24He + 2n - 1.57 MeV 
 

 Another question related to inexhaustibility is if 
we dispose of enough suitable materials (e.g. 
structural and superconducting materials for the 
magnets) for a large-scale use of fusion energy over 
many centuries. Also here there seem to be no 
significant constraints [34] 
 
 
I I I .C. SAFETY ASPECTS 

 
• Inherent and passive safety 
 
- Can Chernobyl-type accidents occur?  

 
First, the amount of fuel available at each 

instant is sufficient for only a few tens of seconds, in 
sharp contrast with a fission reactor where fuel for 
several years of operation is stored in the reactor 
core. Second, fusion reactions take place at extremely 
high temperatures and the fusion process is not based 
on a neutron multiplication reaction. With any 
malfunction or incorrect handling the reactions will 
stop. An uncontrolled burn (nuclear runaway) of the 
fusion fuel is therefore excluded on physical grounds. 
Even in case of a total loss of active cooling, the low 
residual heating excludes melting of the reactor 
structure [34]. 
 
• Radioactivity 
 

The basic fuels (D and Li) as well as the direct 
end product (He) of the fusion reaction are not 

radioactive. However, a fusion reactor will require 
radiation shielding since it has a radioactive inventory 
consisting of (i) tritium and waste contaminated by 
tritium and (ii) reactor materials activated by the 
neutrons of the fusion reaction. Studies [34, 38, 39] 
indicate, however, that an adequate choice of the 
latter can minimise the induced radioactivity such that 
recycling should become possible after some decades 
to a century. Thus, radioactivity does not have to be 
inherent to nuclear fusion, in contrast to nuclear 
fission where the fission reaction itself leads to 
dangerous long-lived radioactive products. 

 
The tritium cycle is internally closed, and the 

total tritium inventory in the fusion power plant will be 
on the order of a few kg, of which only about 200 
grams could be released in an accident. Special 
permeation barriers will have to be used to inhibit 
discharge into the environment of tritium diffusing 
through materials at high temperature [34]. As tritium 
is chemically equivalent to hydrogen, it can replace 
normal hydrogen in water and all kinds of 
hydrocarbons. It could thus contaminate the food 
chain when released in the atmosphere. The 
absorption of tritium contaminated food and water by 
living organisms is a potential hazard. However, 
possible damage is reduced owing to the short 
biological half-life of tritium in the body of about 10 
days.  

 
 

• Links to nuclear weaponry? 
 
The operation of pure (i.e. non-hybrid) fusion 

reactors (see Section III.E) is not accompanied by the 
production of fissile materials required for nuclear 
weapons. Only a significant modification of the fusion 
reactor - the introduction of a special breeding section 
containing fertile material - would make the production 
of weapons grade fissile materials possible. However, 
according to the conclusion of experts (see e.g. [47]), 
the presence of such a section (in an environment 
where none at all should be present) could be easily 
discovered by qualified inspectors. This is in sharp 
contrast to a fission reactor where production of 
these materials occurs in the reactor core itself and 
where in addition a delicate balance has to be made of 
large inventories of ingoing and out coming nuclear 
material to discover any possible diversion of fissile 
material. 
 
• Other non-nuclear risks 
 

Reactor designers will have to minimise 
non-nuclear risks such as Li-fires, release of chemical 
toxins like Be, sudden loss of vacuum or cooling 
liquids, etc... But none of the possible issues currently 
appear to be sufficiently serious to weigh importantly 
in societal discussions about the attractiveness of 
fusion compared to other energy systems. 
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I I I .D. ENVIRONMENTAL ASPECTS 
 
• Environmental pollution?  

 
The primary fuels (D and Li) and the direct end 

product (He) are not radioactive, do not pollute the 
atmosphere, and do not contribute to the greenhouse 
effect or the destruction of the ozone layer. Helium is 
in addition chemically inert and very useful in industry. 
There are no problems with mining (Li) and fuel 
transportation.   No ecological, geophysical and land-
use problems exist such as those associated with 
biomass energy, hydropower and solar energy. 

 
Measures for tritium containment and 

detritiation of substances contaminated with tritium 
will have to be taken. During normal operation the 
dose for the public in the neighbourhood of the plant 
will only be a fraction of the dose due to natural 
radioactivity. 

 
• Dangerous waste? 

 
An important advantage of fusion is the 

absence of direct radioactive reaction products, in 
contrast to fission, where radioactive waste is 
unavoidable since the products of the energy releasing 
nuclear reaction are radioactive. 

 
Adequate disposal of radioactive waste is 

especially difficult if the products are volatile, 
corrosive or long-lived. The neutron-activated 
structural materials of a fusion reactor would not pose 
such problems and because of their high melting point 
and their low decay heat, will not necessitate active 
cooling during decommissioning, transport or disposal. 
Recent studies [34] show that over their life time, 
fusion reactors would generate, by component 
replacement and decommissioning, activated material 
similar in volume to that of fission reactors but 
qualitatively different in that the long-term radio 
toxicity is considerably lower (no radioactive spent 
fuel).  

 
Fusion could be made even more attractive by 

the use of advanced structural materials with low 
activation as e.g. vanadium alloys or silicon carbides. 
These materials offer in principle the prospect of 
recycling after about 100 years after shutdown of the 
reactor as the radioactivity would fall to levels 
comparable to those of the ashes from coal-fired 
plants [34] (which contain always small amounts of 
thorium and other actinides). It is not yet clear if they 
will meet a number of technical specifications with 
regard to thermo-mechanical properties and the ability 
to withstand a high neutron flux and further research 
is necessary to clarify these points [48]. But even if 
existing structural materials like stainless steel are 
used, the induced radioactivity in a fusion reactor is 
still about 10 times less than in a fission reactor of 
comparable power [29, 39]. 
 
 
 

 
I I I .E. ECONOMIC ASPECTS 
 
• Economic viability of future fusion plants? 
 

It is obviously difficult to estimate with any 
useful precision the cost of a system that will only be 
put into service several decades from now. In 
comparison with other energy sources, environmental 
and safety-related advantages and the virtual 
inexhaustibility of the fuel sources should be taken 
into account, as well as the evolution of the cost of 
electricity based on (exhaustible) resources. Present 
studies, embodying many uncertainties, produce cost 
estimates, which are close to those of present power 
plants. Investment costs (reactor chamber, blanket, 
magnets, percentage of recirculating power...) will 
probably be higher, but the fuel is cheap and 
abundant. Fusion is likely to be a centralised energy 
source. On the basis of present knowledge, 
technologically sophisticated power plants will 
probably have an electrical output larger than 1GW to 
be economic. The fast neutrons produced in the D-T 
reaction could be used to produce fissile material in 
fusion-hybrid breeder reactors [40]. This 
complementary role for fusion might improve system 
economics compared with pure fusion systems; 
however, it would increase societal concerns related 
to safety, environment and weaponry. 
 
• Cost of fusion research? 
 
 Public expenditure on fusion research in the 
European Community is presently about 500 million 
Euro per year. Every comparison unavoidably has its 
disadvantages, but in the case of fusion – being an 
important possible option for our energy future, 
generating electricity – it seems fair to compare this 
number to (i) the present cost of electricity in Europe 
and (ii) to the investments in other energy systems 
under development.  
  
 Concerning (i): The total electricity bill spent in 
2006 in the European Community by end users can be 
estimated as the product of the net consumption 
times an average electricity price or roughly 3.3 109 
kWh × 0.1 Euro/kWh = 330 billion Euro [1]. The fusion 
effort in Europe is thus equivalent to about 0.3% of 
the yearly European electricity bill. Alternatively one 
can calculate the cost of fusion research per European 
citizen: with over 400 million Europeans, the fusion 
effort comes down to about 1 Euro for every 
European per year.  
  
 Concerning (ii): All funds for fusion research are 
and have to be public, due to the long period still 
needed before a fusion reactor can become a 
commercially available system. These public funds are 
very well known.  For the other energy sources 
(especially wind and solar), it is not so easy to get a 
complete picture of the money spent on research as 
several private companies are contributing with own 
research investments. In addition, subsidies or tax 
reductions may be applied to promote these systems, 
which should be included in the public expenditure on 
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the system. To illustrate these points and to show 
that the public expenditure on energy research for the 
other sources is certainly not less than for fusion, we 
take the case of Germany. Total investments in fusion 
research currently are about 150 millions Euro / yr. 
This number should be compared to the cost alone of 
subsidising/investing in renewables in Germany in the 
last 10 years, which is estimated at about 120 billion 
Euro… [49].  

IV. CONCLUSIONS

In a most profound sense, mankind's quality of 
life depends on an acceptable response to the 
continually rising demand for energy. To be able to 
satisfy our future energy needs, we therefore have to 
invest in all viable energy options, compatible with our 
environment. 

Fusion is one of these options and is 
characterised by exclusive properties, some of which 
represent distinct advantages over the other major 
energy sources. They can be grouped around three 
aspects: 

• Fuel: abundant supply of cheap fuels (D and Li); they
are non-radioactive, and their extraction does not 
cause any significant ecological problem. 

• Safety: fusion reactors offer inherent, passive
safety. They are not based on a neutron multiplication 
reaction and do not contain a large supply of fuel in 
their core. An uncontrolled burn of the Chernobyl type 
is excluded.   

• Environment: Fusion reactions produce energy and
no direct radioactive waste. However, in current fusion 
reactor concepts there is radioactivity from two 
sources. First, from tritium, which is bred locally from 
lithium, but consumed directly. Second, by activation 
of reactor structures by neutrons. Future reactor 
concepts might strongly limit this radioactivity. 
Anyhow, by carefully choosing structural materials, 
the radioactive waste will not constitute a burden for 
many generations. In addition there is no production 
of combustion gases. Hence, there is no contribution 
to the greenhouse effect, to acid rain and to the 
destruction of the ozone layer.  

There should be no illusions about the technical 
difficulty or the time required bringing even the D-T 
reaction to a commercially viable system. However, 
there is no indication up to now to doubt that fusion 
could be made practical and successful. History has 
repeatedly proven that major technological projects 
(not hampered by scientific limits) have finally reached 
a breakthrough. Who would have believed 80 years 
ago that highly sophisticated planes would provide 
transport of passengers across the Atlantic on a large 
scale and at prices far below those by ship?  

Given the potential advantages of nuclear fusion 
compared to the risks and dangers of all other 
alternatives for base load electricity generation and 
given its potential contribution to long-term 

sustainable world development, is it not our duty 
towards future generations to continue the fusion 
effort without delay and with full commitment? 
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I. INTRODUCTION

After more than 50 years of fusion research the
time has arrived when fusion processes in experimen-
tal plasmas are increasingly getting important. In JET
the genuine fuel (deuterium-tritium) of a fusion reac-
tor was used for the first time in late 1991, in TFTR
the same happened in 1993, and in JET an extended
period of experiments of this kind was performed in
1997. Therefore, it is getting more and more rewarding
to deal with the problems related to the ignition and
burning of plasmas.

Nuclear fusion played and still plays an important
role in the Universe. About 1 million years after the big-
bang large amounts of 4He were created by the fusion
of protons on a global scale, and later on heavier ele-
ments were and are created in the huge fusion reactors
provided by the interior of the stars. On earth, the con-
cepts envisaged for a fusion reactor are thermonuclear
fusion by magnetic plasma confinement in tokamaks
or stellarators, laser- or beam-induced inertial fusion,
and muon catalyzed cold fusion. In this lecture we shall
concentrate on magnetic confinement, in particular on
the D-T fusion reaction 2D + 3T → 4He + n, which
has a mass defect ∆m = m+

D + m+
T −

(
m+

4He +mn

)
=

3.1·10−29 kg, i.e. about 4 per thousand of the reactant’s
mass, that according to Einstein’s equation E = mc2

corresponds to an energy E = 17.6 MeV released as ki-
netic energy in the reaction products. Starting from the
5 nucleons in the D&T nuclei, this means 3.5 MeV per
nucleon or about 4 times the 0.85 MeV which is released
per nucleon during the fission of U235. The distribu-
tion of fusion energy among the reaction products is
determined by the momentum conservation law. Since
the momentum of the reaction products is much larger
than that of the reaction partners before the reaction, in
a D-T reaction we essentially have mnvn = −mHevHe.

From this, with E = mv2/2 we immediately obtain

En/EHe = mHe/mn = 4 (1)

Usually this process is described by the chemical nota-
tion

2D + 3T→ 3He(3.5 MeV) + 1n(14.1 MeV) (2)

Since the binding energy B of the nucleons (neutrons
and protons) must be expended for their separation
from the nucleus, it is released in the reverse process,
fusion. And since each nucleus possesses negative bind-
ing energy, its mass is always smaller than the sum of
the masses of all neutrons and protons (total number A)
of which it consists. In Fig. 1 we see how B/A depends
on A. In the range A ≤ 60 the average binding energy
per nucleon can be increased (brought to larger nega-
tive values) by the fusion of smaller nuclei into larger
ones; in the range A ≥ 60 the same effect is achieved
by the fission of larger nuclei into smaller fragments.
While the first fusion reactions had already been ob-
served in 1919 by the physicist Ernest Rutherford, nu-
clear fission was only discovered in 1938 by the two
chemists Otto Hahn and Fritz Strassmann. Neverthe-
less it was only four years until the physicist Enrico
Fermi obtained the first controlled chain reactions in
an experimental fission reactor. On the other hand we
shall have to wait far into this century until the first
fusion reactor will hopefully go into operation. This is
an indication of how much more difficult it is to obtain
controlled fusion reactions with an net energy gain. The
obstacles in nuclear fusion are well illustrated by the
following estimate: The energy needed to overcome the
Coulomb-wall of mutual repulsion for two hydrogen nu-
clei is about 0.4 MeV, and the temperature of a plasma
needed
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Figure 1: Binding energy per nucleon, B/A, as a func-
tion of A

for the particles to achieve this in a classical process
with the help of their thermal energies is T ≈ 3 · 109

K. Fortunately the tunnelling effect makes consider-
ably lower temperatures possible. In a D-T reaction the
quantum probability for penetrating the Coulomb wall
is given by the Gamow factor

w ≈ exp
(
−34.4

√
keV/Ekin

)
(3)

For Ekin = 10 keV we obtain a tunnelling probability of
w ≈ 1.9 · 10−5, indicating that markedly lower temper-
atures than the classically required 3 billion Kelvin can
lead to fusion. All this is included in the fusion reaction
cross-section below (Section II).

According to the curve of binding energies the di-
rect fusion of the 4He-nucleus out of its four nucleons
would be even more energetic than the D-T reaction
because a total binding energy of 28 MeV would be re-
leased in this process, i.e. 7 MeV per nucleon. However,
a reaction of this kind would require the simultaneous
collision of four nuclei, a process that is so highly im-
probable at normal densities in magnetic fusion that
it practically does not occur. Indeed, as we have seen
before, the fusion of two reaction partners is already
a rather improbable process, so only two-particle colli-
sions can be envisaged for fusion reactions in a reactor.

Altogether more than 80 different fusion reactions
are currently known. Since singly charged nuclei have
the lowest Coulomb repulsion, fusion reactions between
hydrogen isotopes require the lowest plasma temper-
atures. The D-T reaction (2) is accompanied by a
number of side-reactions, the most important of which
are D-D and T-T reactions. However, we will neglect
these side reactions because of their small fusion cross-
sections.

In the D-T reaction the main portion of the energy
is released to the neutron. Although the fast fusion neu-
trons created this way lead to secondary radioactivity in
some materials surrounding the plasma (first wall, sup-
ports, etc.), in magnetic confinement schemes this must,
at least at present, be considered an advantage. Since
they don’t carry electric charge the neutrons are not
held back by the confining magnetic field, and they can
also easily penetrate the confinement vessel. Outside of
this their energy can be extracted by a moderator.

II. CROSS-SECTIONS, REACTION RATES AND
POWER DENSITY OF FUSION REACTIONS

A fusion reaction which releases a lot of energy but
occurs very rarely is of little use. Thus the reaction
frequency is a crucial issue. Let us consider a beam of
D-nuclei with density nD, moving at constant relative
velocity v through T-nuclei. The number dnD of beam
particles that is lost due to interaction processes such as
scattering collisions or fusion reactions when the beam
advances by a distance ds is proportional to ds, to the
density nT of target particles and to that of the beam
particles, nD:

dnD = σnDnTds =⇒ R := ṅD = ṅT = nDnT〈σ (v) v〉 ,
(4)

where 〈 〉 denotes the averaging over particles of all
possible velocities. R is the reaction rate (or the col-
lision frequency in the case of scattering collisions; for
both processes independently a corresponding equation
applies). σ is the D-T fusion cross-section, v the rela-
tive velocity between the reacting particles. The eval-
uation of the average rate coefficient 〈σ (v) v〉 requires
some thermodynamics, involves the Gamow factor, and
yields the results shown in Fig. 2 for some typical fusion
reactions. It is seen that it assumes by far the largest
values in the D-T reaction, and this even at much lower
temperatures than in the other fusion reactions.

It is only a small fraction of highly energetic parti-
cles that are reacting and being lost through fusion (see
eq. 3). This tail is repopulated by scattering collisions
that cause the plasma to approach a Maxwellian distri-
bution closely. This collisional process for the replace-
ment of highly energetic particles lost by fusion is an
essential characteristic of thermonuclear fusion. Thus
while scattering collisions have the unpleasant side ef-
fect of causing diffusion and particle losses from the re-
action vessel on the one hand, on the other hand they
have the important task of replenishing highly energetic
particles lost by fusion. In a fusion reactor each fusion
collision will be accompanied by a sufficiently high num-
ber of scattering collisions. Closer investigation shows
that at the temperature of a fusion reactor (≈ 10 keV )
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Figure 2: Temperature dependence of the rate coeffi-
cient for some typical fusion reactions

on average for each fusion collision there are about 8000
scattering collisions (Note: this is the reason that beam-
target fusion concepts will not produce net energy, and
a thermonuclear approach is needed).

The quantity which characterizes the efficiency of
a fusion reaction is the power density Pfus, the energy
released per second in a unit volume:

Pfus = REfus = nDnT〈σv〉Efus, Efus = 17.6MeV
(5)

Both ions and electrons exert a pressure pI and pe, re-
spectively, adding to a total pressure p,

pI = nIkTI = (nD + nT) kTI, (6)

pe = nekTe, p = pI + pe (7)

Due to stability reasons, there is an upper limit
βmax to the ratio between average plasma pressure and
magnetic pressure

β = 〈p〉/〈B/2µ0〉 (8)

From this and (6)-(7) it follows that there is an up-
per limit to the fusion particle density that for nD =
nTnI/2 and ne = nD +nT (quasi-neutrality) is given by
〈n̂I〉 ≈ 〈B2βmax/ (8µ0kT )〉. The maximum fusion power
density associated with this is

P̂fus =

〈
B4β2

64µ2
0k

2

〈σv〉
T 2

Efus

〉
(9)

Figure 3 shows P̂fus for a given βmax as a function of
the temperature for several fusion reactions. Compari-
son with Fig. 2 reveals that the highest power output is

Figure 3: Maximum fusion power density Pfus [W/cm3]
vs. T .

obtained at a much lower temperature than the max-
imum value of 〈σv〉. This is due to the factor 1/T 2 in
P̂fus that, with increasing temperature, causes P̂fus to
decrease before 〈σv〉 has reached its maximum value.
Equation (9) also demonstrates the importance of high
magnetic fields.

III. BALANCE EQUATIONS

A. Particle balance

A general particle balance equation has the form

∂nk/∂t+ div (nkvk) = Qk (10)

nkvk is the current of particles consisting of a diffusive
and a convective part, and Qk is a local source term.
The equation accounts for (a) particle supply, (b) par-
ticle gains and losses through the burning of the fuel,
and (c) for losses by diffusion and convection. Aver-
aging eq. (10) over the whole plasma volume V (with
surface SV) yields

dn̄k/dt+

∫
SV

nkvk · dS/V = Q̄k (11)

where n̄k =
∫
nkdV/V is the average particle density

and Q̄k =
∫
QkdV/V the average source term.

∫
nK ·

dV/V = n̄k · V is the total number of particles NK (i.e.
the particle content).

The source term is composed of the fuel losses de-
scribed by (4) and a term s̄k accounting for the fuel
supply: Q̄i = −ninj〈σv〉+ s̄i. After multiplication with
V the total loss of particles per second from the plasma,
dN loss

k /dt =
∫
nkvk · dS, yields an average particle loss
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rate per volume. This leads to the definition of a parti-
cle loss time τk through

τk =
n̄kV∫
nkvk · dS

(12)

Its precise meaning can be seen from the reformulation

τk

∫
V

nkvk · dS = τkdN loss
k /dt = n̄kV = Nk

Under stationary conditions obtained when all parti-
cle losses are compensated for by supply, τk is the
time elapsed until just as many particles are lost from
the plasma through diffusion and convection as it mo-
mentarily contains. (We assume that effects of parti-
cle recycling[12] are included in τk). Assuming approx-
imately equal diffusion loss times, τi = τj = τp, and
using the approximations

ninj〈σv〉 ≈ n̄in̄j〈σv〉, 〈σv〉 (T ) ≈ 〈σv〉
(
T̄
)

(13)

from (11) and (12) we obtain the burn equations

dni/dt = −ni/τp − ninj〈σv〉+ si (14)

where the volume-averaging bars have been omitted for
further convenience. These “zero-dimensional” equa-
tions can be improved by taking into account profile
effects: For profiles of a given (not self-consistently de-
termined) shape each term is modified by a shape factor
(see e.g. Ref. 2).

Equations (14) must be supplemented by the quasi-
neutrality condition ∑

nkZk = ne (15)

in which Zk is the charge number of ion species k.

B. Energy balance

With the simplifying assumption Te = TD = TT =
T (this implies that all ions created by fusion are ther-
malized) the general energy balance equation has the
form

∂

∂t

3

2

(
ne +

∑
λ

nλ

)
kT + divJ = pOH +pext +pα+prad

(16)
where J is the total heat flow current due to heat
convection and heat conduction, is the ohmic heating
power, pOH the additional external heating power, pα
the alpha particle heating power; the work ve · ∇pe +∑
λ vλ∇pλ performed by the pressures has been ne-

glected in comparison with the much larger heat source
terms.

1. Ohmic heating: At fusion temperatures POH =
ηj2 can usually be neglected in comparison with

pα since η ∝ 1/T 3/2 (this would not be possible
in tokamaks with extremely strong magnetic fields
because in these much stronger currents would be
allowed).

2. External heating: It is useful to express the ex-
ternal heating power as a fraction of the fusion
power through

pext = pfus/Q = 5pα/Q (17)

Q is called the power enhancement factor (see also
IV). It is the ratio of the thermonuclear power pro-
duced to the heating power supplied and is a mea-
sure of the success in approaching reactor condi-
tion.

3. Alpha particle heating: In our calculations we
shall assume that the energy released to the al-
pha particles through fusion processes is fully de-
livered to the plasma through collisions. The heat-
ing power thus obtained is approximately given by
(5) with Efus replaced by Eα, i.e.

Pα = nDnT〈σv〉Eα = nDnT〈σv〉Efus/5 (18)

This is only an approximation for the following rea-
sons:

(a) Some alpha particles may already diffuse out,
before they have delivered their surplus en-
ergy to the plasma.

(b) The expression for Pα is a function of the posi-
tion and time of alpha particle creation; how-
ever, the real position and time of energy de-
position are somewhat apart or later respec-
tively. Due to Pα = Efus/5 the temperature
dependence of Pα is the same as that of Pfus

shown in Fig. 3.

4. Radiation losses: There are radiation losses
through bremsstrahlung, synchrotron radiation,
and through line and recombination radiation. At
the temperatures of a D-T reactor, 10 − 20 keV,
synchrotron radiation can be neglected in com-
parison with bremsstrahlung. For bremsstrahlung,
which originates mainly from the acceleration of
electrons in the field of ions, we employ the for-
mula

PB =
e6

24πe3
0c

3meh
n2
eZ

2

√
8kTe
πme

gff

(
Z2

Te

)
(19)

in which gff is a slowly varying function of its argu-
ment called Gaunt-factor (accounting for quantum
effects). In the D-T reaction there are separate con-
tributions of this kind from D and T with charge
number Z = 1 and from 4He with Z = 2 (helium
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is fully ionised under reactor conditions).
In a pure D-T plasma line and recombination ra-
diation do not play an essential role except for the
much cooler plasma boundary region, because all
ions are fully ionized and the central plasma is too
hot for recombinations. The situation is different if
the plasma is polluted by nuclei of higher charge
number. We shall only rather crudely take into ac-
count such radiation, employing for it again eq.
(19) with some effective charge number for the im-
purities.

5. Transport losses: Integrating the heat flow J
through diffusion and convection of energy over the
plasma boundary yields the total energy losses by
transport.
By analogy with (12) we introduce an energy con-
finement time τE through

τE =

∫
V

3
2 (ne +

∑
λ nλ) kT · dV∫

SVJ·dS
(20)

Frequently, especially by experimentalists, a dif-
ferent energy confinement time τ∗E (called global
confinement time) is used that is defined through

τ∗E =

∫
V

3
2 (ne +

∑
λ nλ) kT · dV

Prad +
∫
SV
J · dS

(21)

It is the time in which the plasma, due to all losses
including radiation, loses the same amount of en-
ergy as it presently contains and is easier to mea-
sure than τE.

6. Averaged energy balance equation: Integrat-
ing eq.(16) over the whole plasma volume, dividing
by V and using (17), (20) plus the same approx-
imations as in (13), with omission of the bar for
averages we obtain

d

dt
etot = Pα

(
1 +

5

Q

)
− etot

τE
− Prad =

Pα

(
1 +

5

Q

)
− etot

τ∗E

(22)

Where etot = (ne +
∑
λ nλ) kT is the total energy

density and the expressions for Pα and Prad must
be evaluated at the average temperature and den-
sity.

C. Basic equations for the D-T reaction

We now make a further approximation in neglecting
all side reactions (D-D, T-T etc.) due to their small
fusion cross-sections. With this we obtain from (14) the
particle balance equations

dnD

dt
= −nD

τp
− nDnT〈σv〉DT + sD (23)

dnT

dt
= −nT

τp
− nDnT〈σv〉DT + sT (24)

dnα
dt

= −nα
τα
− nDnT〈σv〉DT (25)

and from (22) and (18) the energy balance equation

d

dt

[
3

2
(ne + nI + nα + nZ) kT

]
=

−3

2
(ne + nI + nα + nZ) kT/τE

+nDnT〈σv〉DTEα (1 + 5/Q)− PB

(26)

where nI is the total number of ions and nZ is the
density of impurity ions considered as a single species
with effective charge number Z. We shall consider nZ
as a given parameter. In contrast to our previous inten-
tions, we have introduced a separate particle confine-
ment time τα 6= τp for the alpha particles, the purpose
being that this will facilitate the transition to a limiting
case to be considered (see IV.A). In addition, we have
the quasi-neutrality condition

nI + 2nα + ZnZ = ne = ntot/2 (27)

For P we have to take into account the radiation caused
by hydrogen isotopes (Z = 1), alpha particles (Z = 2)
and impurities (charge number Z), from (19) obtaining
the formula

PB = n2
e [cIRI(T ) + cαRα(T ) + cZRZ(T )] (28)

in which we employed the concentrations

cI =
nI
ne

, cα =
nα
ne

, cZ =
nZ
ne

(29)

and where

RI = CB
√
Tgff(1/T ) , Rα = 4CB

√
Tgff(4/T ) ,

RZ = Z2CB
√
Tgff(Z2/T )

(30)

with

CB =
e6
√

8k

24πε30c
3meh

√
πme

(31)

IV. EQUILIBRIA: BREAK-EVEN AND IGNITION

We now want to determine equilibria, i.e. we are
looking for stationary solutions d/dt = 0. When an
equilibrium is achieved with Pext = Pfus or Q = 1
resp. this is called break-even. Ignition (notice the anal-
ogy with the burning of fossil fuels) is achieved when
all external heat sources can be turned off, Pext = 0 or
Q =∞ . The confinement conditions are then such that
the plasma temperature can be maintained against the
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energy losses solely by α-particle heating. From (23)-
(24) for stationary conditions we get

sD =
nD

τp
+ nDnT〈σv〉DT + sD ,

sT =
nT

τp
+ nDnT〈σv〉DT + sD

(32)

the magnitude of the particle sources is fixed by the
requirement of stationarity. The maximum fusion power
is obtained for nD = nT = nI/2 (see II), i.e. the particle
sources must satisfy

sD = sT =
nI
2τp

+
n2
I

4
〈σv〉 (33)

With this equations (23) and (24) are satisfied and must
no longer be considered concerning equilibrium.

The remaining equations to be solved are (25), (26)
and (15) viz

cI + 2cα + ZcZ = 1 (34)

The latter one is satisfied when we eliminate cI by using
cI = 1− 2cα−ZcZ . Inserting this we are left with only
two equations (for particles and energy respectively),

cαne
τα

=
1

4
(1− 2cα − ZcZ)

2
n2
e〈σv〉 , (35)

3

2
[2− cα − (Z − 1) cZ ]nekT/τE =

1

4
(1− 2cα − ZcZ)

2
n2
e〈σv〉Eα (1 + 5/Q)− PB

(36)

A. Ideal ignition condition, minimum burn temper-
ature, and ideal break-even

In a first quantitative approach we shall neglect the
presence of impurities as well as that of the helium ash,
i.e. we set cα = 0, cZ = 0. This way we not only get
a widely used result for the ignition condition but also
one which is very easily comprehensible. Of course this
can only be a rough approximation because the accu-
mulation of helium ash can, in principle, not be avoided.
cα = 0 is compatible with the equilibrium equations if
in (35) we set τα and don’t consider this equation any
longer. (This is the reason why we introduced a sepa-
rate confinement time τα.) For the bremsstrahlung we
have PB = n2

eRI(T ) and the only equation left is the
energy equation (36) which becomes

3nekT/τE =
1

4
n2
e〈σv〉Eα (1 + 5/Q)− n2

eRI(T ) (37)

Dividing it by n2
e and then solving it with respect to

neτE we finally obtain the ideal ignition criterion

neτE =
3kT

1
4 〈σv〉Eα (1 + 5/Q)−RI(T )

(38)

The product neτE is a measure of the quality of the
plasma confinement, and the value required according
to this formula in order to get an ignited equilibrium or
break-even depends only on the temperature. This tem-
perature dependence is shown in Fig. 4. The minimum
temperature required for ignition (Q =∞) is obtained
by equating the denominator of our result for neτE to
zero (becoming infinite). It is given by the smaller tem-
perature obtained as a solution from

RI(T ) =
1

4
〈σv〉Eα (39)

and is typically about 6 keV.
We shall now transform the ideal ignition curve into a
diagram employing our second energy confinement time
τ∗E defined in (21). Applying this definition,

Prad + etot/τE = etot/τ
∗
E (40)

to the present situation yields

n2
eRI + 3nekT/τE = 3nekT/τ

∗
E (41)

τE =
3kTτ∗E

3kT − neτ∗ERI
(42)

Since τE must be nonnegative, from this we get the
condition

neτ
∗
E ≤ 3kT/RI (43)

The limit neτ
∗
E ≤ 3kT/RI is called radiation limit be-

cause τE =∞ for it, and all losses are due to radiation.
With (42) and multiplication by T the condition (38)
transforms into

neτ
∗
ET =

12kT 2

〈σv〉Eα (1 + 5/Q)
(44)

The so-called fusion product neτ
∗
ET employed in this

formula is widely used for characterizing the perfor-
mance of a fusion device because it combines the two
quantities neτ

∗
E (also a measure for the quality of con-

finement) and T , which both have to be large for igni-
tion, into a single quantity. Its temperature dependence
is shown in Fig. 4 together with the radiation limit.
According to (43) only states below the radiation limit
are physically meaningful. The two intersection points
between the radiation limit and the ignition curve de-
scribe radiative equilibria. The temperature at the left
point is the minimum temperature for which ignition is
possible (about 4.4 keV). Please note that this is only
true for plasmas which are transparent for the radiation
losses considered; the sun burns at lower temperatures.
In the temperature range of a fusion reactor a good
approximation for 〈σv〉 is provided by [13]

〈σv〉 = 1.1× 10−24T 2 ms−1, T in eV (45)
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Figure 4: Curves neτET = f1(Q;T ) (dashed lines) and
neτ

∗
ET = f2(Q;T ) (solid lines) for ideal ignition and

ideal break-even. Also shown is the radiation limit (only
relevant for the description by τ∗E). (Figure adapted
from Ref. [2].)

Inserting this in (44) yields the ideal conditions
neτ

∗
ET = 3 · 1021 m−3keV s for ignition, e.g. reached

with n = 1020 m−3, T = 10 keV and τ∗E = 3 s, and
neτ

∗
ET = 0.5 · 1021 m−3keV s for break-even.

B. Non-ideal ignition and break-even

We shall now discuss the influence of the helium
ash and impurities on the conditions for ignition and
break-even.
For τα 6= 0 from (35) we also get cα 6= 0, and since ac-
cording to (15) each α-particle displaces two fuel par-
ticles and according to (19) radiates twice as much as
the two together, too high alpha particle concentrations
will inevitably cause the nuclear fire to suffocate. Thus,
welcome as they are with respect to heating, the alpha
particles may lead to a dangerous fuel dilution and pro-
vide a rather unpleasant pollution if they become too
numerous. It is therefore important that they disappear
due to diffusion and convection, thereby unfortunately
being accompanied by fuel particles.
Diffusion and convection are the only loss mechanisms
for particles, and there is no mechanism that could
be compared with the loss of energy by radiation.
Although the mechanisms of particle and of energy dif-
fusion are quite different, there is a strong coupling be-
tween them. The scaling ansatz[1, 2]

τp/τE = ρ = const. (46)

appears as a good approximation for the helium ash
particles in the plasma core because in this particular

Figure 5: Curves neτ
∗
ET = f(T ) for non-ideal ignited

equilibria, radiation limit, and boundary of radiative
equilibria assuming an impurity concentration of fZ =
2% beryllium (Z = 4). (Fig. adapted from Ref. [2].)

case (distinct from other species in the plasma) the
particle and energy source profiles are identical. Since
particles are somewhat better confined than energy, a
value ≥ 5 is expected for the ratio.

The statements made above can now be quantified
by solving equations (35)-(36) together with (28) and
the scaling ansatz (46). After cα is eliminated from the
equations, one can again derive an equation for neτET
this time as a function of T and , that can be put into
the form [2]

ρ = ρ (neτET, T ) (47)

Figure 5 shows the ignition curves ρ = const nu-
merically obtained from this for Q = ∞. For ρ = 0
(corresponding to τα = 0) our previous ideal curves are
recovered. For ρ > 0 one obtains closed ignition curves,
and it was shown in Ref. [2] that one also obtains closed
ignition curves for neτ

∗
ET (T ) if the scaling assumption

(46) with τE is being kept. The most important outcome
of these calculations is that ignited equilibria exist in
a pure D-T plasma only for ρleq15 (or ρ ≤ 10 for an
impurity concentration of 2% beryllium). If ρ becomes
larger, the helium concentration becomes too large and
ignition is impossible as predicted by our qualitative
arguments. However, the helium concentration require-
ment is relaxed if elastic scattering by collisions be-
tween helium and D/T ions are taken into account[3].
The ignition curves shrink in size with ρ even faster
with increasing Z and cZ . Modelling of impurity seeded
ITER discharges[7] has shown that the interplay be-
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Figure 6: Ignition curve ρ = 5 (together with curves ρ = 3 and 0 for comparison) (a) in a n, T -plane and (b) in
a βN , T -plane. βN = β/(I/aB) is the so-called normalized beta). In both diagrams the boundary of stability with
respect to thermal instabilities is also shown. The stable regime is to the right of all stability curves. (Figures taken
from Ref. [11].).

tween He and sputtered impurities may under certain
circumstances result in a rather weak dependence of
Q on He confinement. This would relieve the concern
about helium ash removal.

V. ITER CONFINEMENT SCALING LAWS AND
TRANSFORMATION OF IGNITION CURVES TO
THE N, T AND β, T PLANE

The initially designed Ignition ITER has been re-
placed by a High-Q ITER, the construction of which in
Cadarache has been decided in June 2005. The design
of the High-Q ITER does not preclude the possibility of
ignition but the objective is extended burn with Q ≥ 10
and with a duration sufficient to reach stationary condi-
tions with respect to the characteristic time scales. Fur-
thermore, the design also aims at demonstrating steady-
state operation using non-inductive current drive with
Q > 5.

For the planning of a burning plasma experiment
like ITER it is important to have some idea about
what confinement properties may be expected. Theo-
retically plasma transport is a very difficult and not
yet satisfactorily solved problem, so the answers to this
question must be essentially extrapolated from experi-
mental data. In huge international databases the trans-
port properties of many different tokamaks under many

different circumstances have been collected and evalu-
ated, applying as constraints certain theoretical criteria
[13, 4, 5]. One expects that the energy confinement time
τE will depend on design parameters according to scal-
ing laws such as ITER 89-P [6],

τE = 0.048fHM
0.5I0.85B0.2R1.2a0.3κ0.5P−0.5n0.1

e

(48)
where fH is the H-mode enhancement factor (fH = 2.0
in Fig. 6), M the isotopic mass (2.5 for a 50:50 D-T mix-
ture), I the plasma current in MA, B the toroidal mag-
netic field in Teslas, R and a the major and minor toka-
mak radius in meters, κ the elongation of the plasma
cross-section, ne the electron density in 1020 m−3, and
P = PQH + Pext + Pα the net heating power in MW.
Using the equilibrium equation (36), P can be replaced
by 3

2ntotT/τE and (48) rewritten as:

τE =
(
0.048fHM

0.5I0.85B0.2R1.2a0.3κ0.5
)2
n−0.8
e T−1.0

(49)
With this relation the ignition contours (47) can be
translated from the neτET, T -plane directly into the
ne, T -plane (for details see Ref. [10]; note, however, that
there the ITER scaling laws where applied to the en-
ergy confinement time τ∗E including radiation losses).
Fig. 6(a) shows the “ignition curve” ρ = 5 (together
with ρ = 3 and ρ = 0 for comparison) in a ne, T -plane,
and using β = ntotkTB

2/2µ0 a similar diagram can be

22



obtained in the β, T -plane (see Fig. 6(b)). The advan-
tage of representing the ignition curve as ne = ne(T )
or β = β(T ) is that the impact of plasma stability lim-
its like the β-limit or the Greenwald density limit can
immediately be seen.[8]

VI. BURN STABILITY

In order to determine the stability of the burn equi-
libria with respect to thermal instabilities one has to
solve the time dependent equations (23)-(27) for per-
turbations of the equilibrium states. This has exten-
sively been done in Ref. [10], and here only the most
important results are quoted. One problem arising in
this context is, how to treat the confinement times dur-
ing the evolution of instabilities. One possibility would
be to keep them constant at their equilibrium values.
Since the typical growth times of instabilities turn out
to be several seconds under this assumption, it appears
reasonable to assume the validity of the scaling law (49)
also during this time dependent process because the
plasma has time enough to adapt to these conditions
which were originally derived for equilibrium states.
Redoing the stability calculations with these adapted
confinement times appreciably changes the stability be-
haviour, which for this case is shown in Figs. 6 (a) and
(b). Stable behaviour is obtained to the right of the sta-
bility boundaries shown in the diagram. States to the
left are unstable and undergo a transition to some state
on the right branch of the corresponding ignition curve
ρ = const.

VII. LAWSON CRITERION AND REACTOR EFFI-
CIENCY CRITERION

If the plasma of a fusion reactor is ignited, this does
not imply that there is also a net energy gain, because
there are energy losses during the initial heating phase,
and also energy is needed for feeding auxiliary devices
to keep the reactor running. The first one to consider
problems of this kind was Lawson who, in 1957, formu-
lated the so-called Lawson criterion[9]. He asked the
question: When does a fusion reactor deliver so much
energy that it can run self-sustained, i.e. when does it
neither need nor deliver energy? However, in this cal-
culation Lawson neglected -particle heating, assumed
that the plasma was heated from an external source,
took for the discharge pulse length, and took only ac-
count of hydrogen bremsstrahlung radiation (which is
small in a tokamak plasma).

In order to answer Lawsons question, we consider
the sum of the internal plasma energy and the energy

released in the form of radiation and fusion energy dur-
ing the burn time, all expressed as specific quantities
per volume,

eth + erad + efus (50)

eth = 3nekT , erad = CBgffn
2
e

√
Tτb

efus
1

4
n2
e〈σv〉Efusτb

(51)

This sum of energies is converted with efficiency ηth,
and in a self-sustained power station it supplies the
thermal energy of the plasma and the radiation losses:

(eth + erad + efus) ηth = eth + erad (52)

After the explicit expressions for the different energy
terms are inserted, one can solve with respect to neτb
to obtain the Lawson criterion

neτb
12kT

〈σv〉Efusηth/ (1− ηth)− 4CBgffn2
e

√
T

(53)

Similarly one can ask the question: When does a reac-
tor yield the efficiency η? In order to answer this ques-
tion we assume a pulsed operation of the reactor with a
start-up phase of duration τh for heating the plasma to
ignition, and a burning time τb with stationary condi-
tions at temperature T . In the start-up phase for each
volume element a heating energy eh must be supplied
externally, from which a fraction

eα = ηaeh (54)

is absorbed by the plasma for providing its internal en-
ergy and compensating all heat losses (transport and
radiation). The net efficiency of the power station is
defined through:

η = enet/efus (55)

where efus is the total fusion energy gain per volume
(at present, probably not all fusion energy delivered to
the alpha particles can be envisaged for conversion),
and enet is the energy per volume that can be supplied
to the mains as electricity. Considering all important
energy flows in the reactor station, the following reactor
efficiency criterion can be derived:

neτb =
1

ηa(ηeff − η)

12kT (1 + τh/τ
∗
E,h)

〈σv〉Efus
(56)

where ηeff ≈ ηth ≈ 1/3. We can combine this efficiency
criterion with the corresponding ideal ignition criterion
(44). Dividing the first by the second yields (forQ =∞)

τb
τ∗E

=
(1 + τh/τ

∗
E,h)

5ηaηeff(1− η/ηeff)
(57)

where Eα/Efus = 1/5 was used. This shows that the
factor by which the burning time τb must exceed the
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energy confinement time τ∗E is independent of the tem-
perature.

Assuming τh ≈ τ∗E,h and ηa/ηeff ≈ 1/20 we get
τb ≈ 8τ∗E/(1− η/ηeff).
For η = ηeff = 0.95 this yields τb ≈ 160τ∗E or τb ≈ 560s
for τ∗E = 3.5s as expected in a fusion reactor.

In fact much longer burn times will be required for
other reasons: A reactor must last for about 25 years at
least in order to repay for the large expenses that are
needed for its construction. A burn time of 200 s only
would imply about 4× 106 start-ups and thus changes
between hot and cold during its lifetime. This is more
than the reactor will stand according to all technical
experience. A reasonable number of changes will be no
more than about 100 000. In that case a burning cycle
would have to last for about 2 h in order to sum up to
a life time of 25 years.

REFERENCES

[1] G. H. WOLF D. REITER and H. KEVER. Burn
condition, helium particle confinement and exhaust
efficiency. Nucl. Fusion, (30):2141–2155, 1990.

[2] D. REITER E. REBHAN, U. VIETH and G. H.
WOLF. Effectof helium concentration on ignition
curves with energy confinement time including ra-
diation losses. Nucl. Fusion, (36):264–269, 1996.

[3] H.KUBO et al. The spectral profile of the hei sin-
glet line (667.82 nm) emitted from the divertor re-
gion of jt-60u. Plasma Phys. Control.Fusion, 41:
747–757, 1999.

[4] J. P. CHRISTIANSEN et al. Global energy con-
finement h-mode database for iter. Nucl. Fusion,
(32):291–338, 1992.

[5] K. THOMSEN et al. Iter h-mode confinement
database update. Nucl. Fusion, (34):131–167,
1994.

[6] P. N. YUSHMANOV et al. Scalings for tokamak
energy confinement. Nucl. Fusion, (30):1999–2006,
1990.

[7] R.ZAGORSKI et al G.TELESCA. Modelling of ra-
diative power exhaust by sputtered and seeded im-
purities in fusion reactors with carbon and molyb-
denum target plates. Nucl. Fusion, (30):1625–
1637, 2007.

[8] H.R. KOSLOWSKI. Operational limits and limit-
ing instabilities in tokamak machines. this volume.

[9] J. D. LAWSON. Some criteria for a power produc-
ing thermonuclear reactor. Proc. Phys. Soc., B 70:
6–10, 1957.

[10] REBHAN and U. VIETH. Burn stability and safe
operating regime of a tokamak reactor with iter
scaling. Nucl. Fusion, 37:251–270, 1997.

[11] E. REBHAN and U. VIETH. Parameter depen-
dence of the operating regime and performance of
d-t tokamak reactors in a current-versus-size di-
agram. In Proc. 24th Eur. Conf. Berchtesgaden,
volume 21A, page 1029, 1997.

[12] D. REITER. Recycling and transport of neutrals.
this volume.

[13] J. WESSON. Tokamaks. Oxford Engineering Sci-
ence Series No. 48. Clarendon Press, third edition
edition, 2004.

24



FUSION MACHINES

M. Van Schoor and R. R. Weynants
Laboratory for Plasmaphysics,

Association ’Euratom-Belgian state’,
Ecole Royale Militaire - Koninklijke Militaire School,

B-1000 Brussels, Belgium

ABSTRACT

A concise overview is given of the principles of iner-
tial and magnetic fusion, with an emphasis on the latter
in view of the aim of this summer school. The basis
of magnetic confinement in mirror and toroidal geome-
try is discussed and applied to the tokamak concept. A
brief discussion of the reactor prospects of this config-
uration identifies which future developments are crucial
and where alternative concepts might help in optimising
the reactor design. The text also aims at introducing the
main concepts encountered in tokamak research that will
be studied and used in the subsequent lectures.

I. INTRODUCTION

Very soon after the discovery of nuclear fission in 1938,
the possible peaceful application of this new source of en-
ergy was recognised and commercial power plants became
available. Stimulated by this succes, first concepts for the
peaceful use of fusion energy emerged well over 50 years
ago. In his opening speech to the first Conference on the
Peaceful Uses of Atomic Energy held in Geneve in 1955,
H.J. Bhabha ventured to predict that ” a method will
be found for the liberating fusion energy in a controlled
manner within the next two decades”. Nevertheless, some
people at least were aware of the severe problems that
would have to be solved. Indeed, in the first article on the
fusion issue published in 1956, R.F. Post wrote; ” How-
ever, the technical problems to be solved seem great in-
deed. When made aware of these, some physicists would
not hesitate to pronounce the problem impossible of solu-
tion”.

Dispite the latter statement, but well aware of it, a
world wide R & D campaign was launched to devellop a
nuclear fusion reactor. Surprisingly the basic concepts,
which nowadays are considered to be the most successful
and promessing, had already been published at that time,
albeit offcourse without all the plasma physics knowledge
available today and without the techniques and insights
needed for a proper scale demonstration[1].

Two main lines are pursued towards the realisation of
thermonuclear fusion: inertial (ICF) and magnetic con-
finement (MCF). In both cases, a burn criterion must
be satisfied which requires that a minimum quantity of
fuel, represented by the fuel density n, be maintained to-
gether for a minimum time span τE (the energy confine-
ment time) at a sufficiently high temperature T , brought

together in the fusion triple product nτET . Both of these
lines have achieved considerable progress in recent years
and in both instances the prospects for successful reactor
application have been strengthened. In this lecture the
basic principles of each of these lines are given, followed
by a more in depth discussion of the configurations in
which magnetic fusion research is pursued, with special
emphasis on the tokamak

II. INERTIAL CONFINEMENT

Inertial confinement fusion[2] (ICF) uses laser or parti-
cle beams (called drivers) to heat frozen D-T pellets (ra-
dius R), either directly or indirectly via conversion into
X-rays, to the necessary fusion temperatures[2] . The
heating pulses are typically 1 to 10 ns long. A reactor
based on this concept is inherently pulsed and, hence, the
basic reactor requirement should be to produce a sub-
stantial target gain G, defined as the energy yield of the
fusion reactions divided by the energy of the driver. High
yield depends on the number of fusion reactions that can
occur in the time before the fuel disassembles i.e. during
the time the fuel is confined on account of its finite mass.
A good approximation for the inertial confinement time
τE is then the time it takes for an ion to move over the
distance R, at its thermal speed Vthi, taken as the sound
speed

√
kT/m. The ICF burn criterion is known as the

ρR-criterion, also called the high-gain condition, and is
essentially obtained by requiring that almost all the fuel
contained in the pellet is indeed burned, i.e. that the
number of reactions that take place during the time in-
terval τE equals the number of fuel deuterons or tritons.
The standard form reads[3]:

ρR ≥ 4
√

mkT < σv >−1 (1)

where m is the mean ionic mass, the mass density
ρ = nm , and < σv > is the fusion reaction rate con-
stant. For D-T ρR ≥ 3g/cm2 at T = 50keV . The ρR-
criterion can also be rewritten in terms of density and
confinement time, as nτE =< σv >−1. The triple prod-
uct that results from this puts the reactor requirement
typically 10 times higher than what is asked for MCF, a
consequence of the inherent inefficiency in assembling the
fuel. Please note also that in ICF the term ignition does
not have the same meaning as in MCF, as it refers to the
condition of efficient α-particle capture, a ρR value of
at least 0.3g/cm2 being required to slow the α-particles
down in the pellet[4].
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Since DT-ice has a mass density ρ = 0.2g/cm3, satis-
fying the ρR-criterion asks for massive targets, requiring
for their heating unattainable amounts of driver energies.
An escape from this apparent impasse is however possi-
ble. By compression of the pellet, ρ can be increased sig-
nificantly. An increase by, for instance, a factor of 1000
would lower the energy demand by 106, thus bringing it
in the range of what is technically achievable. In addi-
tion, it is not obvious that the total amount of heat that
is needed to bring the fuel to fusion temperatures must
be provided by the lasers or beams. It might be enough
to ignite a fraction of the pellet and let the fusion energy,
thus liberated, heat the rest. The latter requirement is
also dictated by considerations of the energy economy of
the scheme. It is easy to show that the intrinsic gain Gi

of a uniformly heated D-T pellet, defined as the ratio of
the energy liberated by fusion to the energy needed to
reach the fusion conditions, is at most about 200. The
efficiencies in the external systems of the power plant
and the low efficiencies of the driver generation, ask for
reactor target gains of about 100. Noting that G = ηT Gi

requires in turn intrinsic gains of about 104 to account for
a realistic coupling efficiency T of the driver. For inertial
confinement to be attractive, it is therefore mandatory to
demonstrate that it is possible to burn the whole pellet
after bringing just a small fraction to ignition tempera-
ture at the densities imposed by the ρR-criterion. The
reader is referred to Refs. [2]-[4] for more details on pellet
compression and hot spot creation.
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FIG. 1: Expected path of ICF towards achieving ignition and
high gain.

Experiments show that satisfying Eq.(1) might be suf-
ficient to achieve the high values of G needed. Figure 1
shows the calculated target gain as a function of direct
drive energy [4, 5]. Based on the experimental progress
and on the steady advances in system efficiency, it is pre-
dicted that ignition should be possible with a driver en-
ergy of 0.5− 1 MJ , whereas high gain reactor operation
becomes feasible with a 5− 10 MJ of driver energy. The
projected operation point of the US National Ignition Fa-
cility (NIF), presently under construction[6] and in which
ignition is predicted, is also shown.

III. ICF CONFIGURATIONS

At the heart of an inertial fusion explosion is a target
that has to be compressed and heated to fusion condi-
tions by the absorption of energy carried by a driver. For
the so-called direct drive, the target consists of a spher-
ical capsule that contains the DT fuel (Fig. 2b). For
indirect drive, the capsule is contained within a cylin-
drical or spherical metal container or hohlraum which
converts the incident driver energy into X-rays that then
drive the capsule implosion (Fig. 2a). The drivers can be
lasers, heavy ion beams or so-called Z-accelerators. The
latter consists of a huge array of separate pulsed power
devices timed to fire, all to within ten billionths of a
second, a current of tens of millions of amperes into two
spool-of-thread-sized arrays of 100 to 400 wires, symmet-
rically positioned with respect to the hohlraum (only one
such array is shown in Fig. 2c). The currents vaporize
the wires, thus creating a plasma, and produce powerful
magnetic fields that pinches this plasma to densities and
temperatures sufficient to generate an intense source of
Xrays. The main challenge for ICF reactor implementa-

FIG. 2: Geometrical arrangements to implode ICF capsules.

tion will be the target manufacturing cost, the repetition
rate and target standoff distance at which drivers and
windows can be operated and the fusion target chamber
construction.

IV. MAGNETIC CONFINEMENT [7, 9]

The Lorentz force makes charged particles move in he-
lical orbits (Larmor orbits) about magnetic field lines. In
a uniform magnetic field and in the absence of collisions
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or turbulence, the particles (better: their guiding cen-
ters) remain tied to the field lines but are free to move
along them. The distance between the actual particle or-
bit and the magnetic field line is the Larmor radius rL.
A magnetic field is thus capable of restricting the particle
motion perpendicular to the magnetic field but does not
prevent particles from moving along the magnetic field.
This effect serves as the basis for all magnetic confine-
ment schemes, while at the same time it points to the
absolute necessity to cope with the particle losses along
the magnetic field (end losses).

The perturbative effect of collisions and turbulence on
the transport of particles and energy across the magnetic
field can be understood in terms of a simple statistical
diffusion process applied here to a cylindrical plasma.
Let us first consider Coulomb collisions. The particles
suffer collisions with a characteristic collision time τc.
A collision allows the particle to step across B with a
step length equal to rL. This gives a diffusion coefficient
D ≈ r2

L/τc. The effect of (electrostatic) turbulence on
the other hand can be estimated in a similar fashion. A
simple model pictures the particles to be dragged along
by the turbulent waves. The step length is now of the
order of the wavelength perpendicular to the magnetic
field k−1

⊥ and the effective collision time is that of the
correlation time of the turbulence τcorr , yielding[10] D ≈
1/(k2

⊥τcorr). In both cases however, the confinement time
is linked to D by means of the simple diffusion relation

τ ≈ a2

D
(2)

where a is the radius of the plasma, such that in any case
high τ requires a large plasma cross-section.

In its motion around a magnetic field line, a gyrating
particle constitutes a small current loop of magnetic mo-
ment µ that generates a magnetic field that opposes the
imposed magnetic field by an amount that is proportional
to the kinetic energy contained in the perpendicular par-
ticle motion: plasmas in magnetic fields are therefore
naturally diamagnetic. The larger the sum of the kinetic
energies of all the plasma particles, the lower will be the
field. This obviously means that there is a limit to the
total energy content (3nkT ) that a given magnetic field
can confine.

The same conclusion is reached by an alternative ap-
proach, in which the action of the magnetic field on the
confined plasma can be viewed as a balance between the
magnetic pressure B2/(2µ0) (µ0 is the vacuum perme-
ability) and the plasma pressure p according to the rela-
tion:

p + B2/(2µ0) = constant. (3)

The maximum pressure that possibly can be confined
at a given B, is thus B2/(2µ0). Stability constraints
prevent however the attainment of this maximum and
the pressure thus reaches at most a fraction β (beta) of
its theoretical limit[11, 12]. A large value of B is therefore
the key to achieve large values of p = nkT .

From what we just have seen, it is to be expected that
the fusion triple product in devices without end losses will
increase with plasma cross section (Eq. 2) and magnetic
field pressure (Eq. 3). Such a dependence is substan-

FIG. 3: nτET values reached by MCF devices versus the
magnetic energy stored in their plasma volume.

tiated in Fig. 3, showing the nτET values experimen-
tally achieved over 30 years of research in a large num-
ber of toroidal magnetic fusion devices as a function of
Emag = B2/µ0V , the total magnetic energy stored in the
plasma. The scatter in the data is caused by differences
in configuration as well as in secondary engineering pa-
rameters. This graph predicts that magnetic fusion will
achieve reactor grade nτET values in the projected ITER
device (diamond).

V. MAGNETIC CONFIGURATIONS WITH
END LOSSES

One could in principle conceive a magnetic confine-
ment machine that consists of a long solenoid of length
L in which particles are confined radially but flow out
axially. By analogy with the ICF-case, one could define
an effective energy confinement time:

τE =
L

Vthi
. (4)

For L = 1 km, τE equals about 10−3 s at T = 15 keV ,
meaning that burn is possible for n > 2× 1023m−3. The
pressure corresponding to these n and T values requires
a confining field B = 50 T . It is therefore clear that
the end losses have to be curtailed in a fusion reactor.
One way to achieve this is through an increase of the
magnetic field strength at each end of the solenoid. The
gyrating particles will then be repelled from these areas
with higher field strength, which thus effectively act as
”magnetic mirrors”. The reflection is due to the socalled
grad-B force:

Fz = −µ
∂Bz

∂z
, (5)
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where µ = 1
2mv2

⊥/B is the magnetic moment of the par-
ticle. It can be shown that is an adiabatic invariant,
meaning that its value does not change along the motion.
The motion of a particle in such a mirror can then also
be described by means of the two conservation relations

mv2
⊥ + mv2

z = Cst, (6)

and

µ =
1
2mv2

⊥
B

= Cst. (7)

During the motion towards a higher field, v ⊥ increases
and vz decreases. At sufficiently high values of B, vz

can even be reduced to zero, i.e. the particle reflects.
Although the end losses can be significantly reduced in
a mirror[13], the confinement of such a device proved to
be too low and mirror machines have almost completely
disappeared from the fusion scene.

VI. TOROIDAL PARTICLE CONFINEMENT.

An obvious recipe for the elimination of the end losses
is to close the magnetic field lines on themselves. This

FIG. 4: Coordinates and fields in a toroidal system.

can for instance be done by aligning the field producing
coils along a circumference of radius R, thus creating a
toroidal magnetic field, B (see Fig. 4) having a gradi-
ent in the direction of R. During their motion along the
toroidal field lines the plasma particles experience a radi-
ally outward directed force FR which is the sum of a cen-
trifugal force mv2

///R ~eR and a grad-B force 1
2mv2

⊥/B ~eR.
As a result, a drift motion, the so-called toroidal drift
vD, occurs that is traverse to both the field and the field
gradient and is given by:

~vD = m
v2

// + 1
2v2
⊥

qcRB2
~eR × ~B. (8)

Averaging over a Maxwellian, the value of the toroidal
drift becomes

vD =
rL

R
Vth. (9)

Because of the dependence on charge qc, electrons and
ions experience drifts in opposite directions, giving rise to
the creation of an electric field. The latter than causes
both electrons and ions to drift together radially out-
wards, thus shattering our hopes of creating the ideal
confinement system.

The catastrophic effect of the toroidal drift can be
avoided by twisting the magnetic field lines helicoidally[8,
14]. One uses the term rotational transform to charac-
terise the twisting, which gives rise to a poloidal field
component Bθ . The amount of rotational transform is
measured by the ratio Bθ/Bφ, or by the rotational trans-
form angle ι = 2π/q where q, the safety factor, is defined
as:

q =
rBφ

RBθ
. (10)

If one follows a given field line many times around the
torus a closed flux tube is mapped, a so-called magnetic
surface. Surfaces pertaining to different field lines form
a set of nested surfaces around the torus axis. It should
be noted that the rotational transform angle is in gen-
eral different from surface to surface: the configuration
therefore possesses magnetic shear, a property which is
quite effective against large scale plasma instabilities.

By considering the trajectory of a single particle (with
high enough velocity v// along the magnetic field), it is
easy to show that the helical twist can compensate the
toroidal drift. It suffices to show that, even in the pres-
ence of vD, the trajectory of a charged particle is a closed
orbit. Without the toroidal drift, the trajectory of the
guiding centre of a particle coincides with a field line,
such that its projection on a meridian plan (coordinates
x and y) is a circle which the particle describes with
an angular frequency ω = v//Bθ/(aBφ) . Including the
toroidal drift, the projected trajectory is found from:

dx

dt
= ωy + vD (11)

dy

dt
= −ωx.

the solution of which is a circle which is displaced with
respect to the projection of the field line such that the
maximum distance between the orbit and the magnetic
surface equals:

d = 2
vD

ω
≈ qrL. (12)

We therefore conclude that a toroidal system with rota-
tional transform can indeed confine particles. The price
to be paid to get rid of the end losses is an excursion of
the particles away from a magnetic field line that is larger
by the factor q than the Larmor radius. As this excursion
turns out to be the step length for collisional transport,
one sees that it is of great advantage to work with as
low a q as possible, i.e. with the highest possible helical
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twist. The maximally allowed amount of twist will result
from stability considerations[11, 12]. Note also that the
rotational transform provides a conductive path between
the top and bottom zones of opposite charge polarity:
the currents that thus flow are called the Pfirsch-Schlter
currents. As these currents meet some resistance, the ver-
tical electric field can not completely be short-circuited.

The dynamical behaviour of a plasma in a magnetic
field is more intricate than just being the sum of the mo-
tions of the individual particles. One can show that a per-
fectly conducting plasma is capable of dragging the mag-
netic field lines along during its macroscopic motion. One
talks about field lines that are frozen into the plasma. In
this sense, we can conclude that the particle motion de-
scribed earlier pertains to motion with respect to a fixed
magnetic field, i.e. where any macroscopic motion of the
field lines (and of plasma) is prevented. In a tokamak,
we will see that the radial force FR (= 4π2a2p when
summed over all Maxwellian plasma particles), has to be
compensated by means of an additionally applied verti-
cal magnetic field. This motion of plasma and field plays
also an important role in the so-called pressure driven
instabilities of the interchange and ballooning type.

VII. THE TOKAMAK[10, 16]

A tokamak is a toroidal device in which the poloidal
magnetic field is created by a toroidal current Ip flowing
through the plasma. Figure 5 gives a schematic diagram
of a tokamak. A strong toroidal magnetic field is gener-
ated by a toroidal field coil system. The toroidal current
is induced by means of a transformer. The plasma it-
self forms the secondary winding of the transformer, the
primary being wound on an iron core.

The toroidal geometry of the plasma leads to two hoop
forces which are both in the direction to expand the
plasma ring. The first of these forces results from the
natural tendency of a current loop to expand in an effort
to lower its magnetic energy. The second force is the re-
sultant FR of the sum of centrifugal and grad-B forces
experienced by the individual particles during their mo-
tion along the field lines.

Both these forces can be compensated by providing
a vertical magnetic field Bv, that interacts with the
toroidal current to give an inward force. The required
magnitude of this field is:

Bv =
µ0Ip

4πR0
[(ln

8R0

a
+

li
2
− 1.5) + βp]. (13)

In this expression, βp is the ratio of the mean plasma
pressure to the poloidal magnetic field pressure and de-
scribes that part of vertical field that is needed to com-
pensate FR. li is the internal inductance per unit length
of the current loop and, together with the external in-
ductance given by the other terms between the round
brackets, sets the amount of field needed to balance the
current force contribution.

Bt
Bp

Bv

Magnetic circuit
(iron transformer coil) Primary transformer circuit

(inner poloidal field coils)

Toroidal field coils
Plasma positioning and
shaping coils

FIG. 5: Schematic diagram of a tokamak.

If the applied vertical field is spatial non-uniform and
increases with major radius, the plasma is found to be
vertically unstable. Such a vertical field shape is e.g.
mandatory when, in an attempt to increase the plasma
pressure, the plasma is pushed as much as possible to
the high field side, thus creating a D-shaped plasma, i.e.
having elongation and triangularity. An externally ap-
plied horizontal magnetic field Bh can then be used to
maintain the plasma well centred. Both the horizon-
tal and vertical position control is in all modern toka-
maks achieved by means of feedback controlled vertical
and horizontal magnetic field systems. The combination
of the above fields can generate an equilibrium tokamak
configuration. Whether this equilibrium will be stable or
unstable can be found from a stability analysis. A toka-
mak plasma has essentially two origins of instability, i.e.
two energy sources for the excitation of oscillations: the
magnetic energy of the plasma current and the plasma
thermal energy. At high pressures, these sources start to
interact with each other, but at low pressure they can be
studied separately. The poloidal field magnetic energy
excites helical instabilities, named kink instability and
tearing instability, while the thermal energy excites flute
(or interchange) modes and ballooning modes.

VIII. THE MCF REACTOR

The tokamak is the most studied and most advanced
fusion machine to data and is the most likely system to
be converted into a reactor. Even when the confine-
ment time of toroidal configurations still lacks a quan-
titative first-principle derivation on account of the intri-
cate nature of plasma turbulence, important progress has
been achieved through an empirical approach[17], akin to
windtunneling, and has allowed to find the most impor-
tant engineering parameters affecting confinement and
has brought the attainment of the burn condition in a
tokamak at hand.

It is however not clear today whether the tokamak
is the optimal reactor concept. Some alternative ap-
proaches are therefore being pursued, in the first place
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the Stellarator[18], and, on a more exploratory level,
such devices like the Reversed Field Pinch[19], the
Spheromak[20] and the Field Reversed Configuration[21].
It is however appropriate here to illustrate on the ex-
ample of the tokamak which are the main developments
required on the way to the reactor.

A first series of issues has to do with economical reactor
operation and the likelihood to achieve unit sizes that
are acceptable in power output, in physical volume or in
cost of electricity. Mechanical endurance and duty cycle
considerations require the burn to be sustainable for a
long, in principle unlimited time. There are two problems
here. Firstly, as long as its plasma current is generated
by induction, the tokamak is a pulsed system. One might
therefore have to develop alternative ways to generate Ip,
known as current-drive methods, or possibly switch to an
alternative confinement scheme like the stellarator.

Secondly, it is clear that sudden termination of the dis-
charge, known as disruption, should be avoided (another
plus for the stellarator) or by a burn quench due to ash
or impurity accumulation.

This last problem falls under the heading heat and
particle removal and is a prime object of present day’s
research. A reactor will have to exhaust power and par-
ticles associated with the thermalisation of the 3.5 MeV
alpha particles. The power leaves the plasma in the form
of radiation or of kinetic energy of the escaping particles.
The problems and solutions will differ depending on how
the plasma is limited. Direct contact of the plasma and
the material wall is avoided because unavoidable imper-
fections in the magnetic configuration and motions of the
plasma column might lead to concentrated heat deposi-
tion on areas that are difficult to control and cool.

To this end, a specially monitored, suitably clad and
cooled piece of wall, somewhat protruding from the main
wall, is often used to intercept the escaping particles.
This element is called limiter. The limiter’s exposed sur-
face should be large enough to avoid too large power
fluxes and it is therefore indicated to use a toroidal (or
belt) limiter that runs around the circumference of the
torus. The magnetic surface that touches the inner most
part of the limiter is called the last closed flux surface
(LCFS). It is also possible to exhaust the escaping par-
ticles into a separate chamber before they actually reach
a material wall. By means of extra magnetic coils, the
magnetic configuration inside the containing vessel can
be divided in two zones, separated by a so-called sep-

aratrix (= LCFS). Inside the separatrix there exist the
desired nested and closed magnetic surfaces. A particle
escaping from this inner zone towards the outside (into
the so-called scrapeoff layer) meets field lines that convey
it to a target plate in the exhaust chamber, which can be
situated quite far from the plasma boundary at the sep-
aratrix. When the extra field coils consist of conductors
that are concentric with the plasma current, the configu-
ration is called an axisymmetric or poloidal-field divertor.
The point where the poloidal field is zero is called the X-
point. The limiter or the divertor target plates are heated
by the incoming exhausted power and bombarded by the
escaping particles. As a result, material is released from
their surfaces which can reach the plasma in the form
of neutral particles, capable of deep penetration before
being ionised. As such particles are impurities that can
cause a lot of radiation loss from the plasma and in ad-
dition lead to fuel dilution, it is very important to (i)
reduce the power density to the targets to levels that can
be handled by state-of-the-art cooling techniques and (ii)
decrease the kinetic energy of the incoming particles be-
low the threshold energy at which target damage occurs.
A special category of escaping particles are the helium
atoms produced in the fusion reactions: care should be
taken that these leave the plasma promptly and are not
given the chance to reenter the discharge as impurities.

Providing the needed vacuum enclosure, the first wall
is probably the most critical reactor component, as it
is the target of very intense radiation from the plasma
(14 MeV neutrons, energetic neutral particles produced
by charge exchange, photons of various energies). Its
mechanical strength will be weakened by lattice dam-
age and swelling, by wall erosion through sputtering and
by temperature excursions. In addition, neutron in-
duced transmutation reactions can render the wall ra-
dioactive. Based on these extreme operational condi-
tions, it is presently estimated that the time integrated
neutron flux through the first wall will have to be lower
than about 18 MW − y per m2. Upon reaching this
limit, the first wall will have to be replaced[22]. Solving
the heat and particle removal issue and finding adequate
first wall materials are the prime tasks of present day’s
fusion research, presenting an equally large challenge to
the tokamak and its possible alternativesMany of these
problems point to the urget need for an irradiation facil-
ity for fusion materials, such as IFMIF[23].
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I. INTRODUCTION 
 
 The total amount of heating power coupled to 
the plasma Ptot  and the energy confinement time are 
determining parameters for realizing the plasma 
conditions suitable for the reactor. We recall that the 
ignition condition can be expressed by the following 
condition on the triple fusion product: 
 

nTτ =
Ptotτ

2

3Vol
=
3n2T2Vol

Ptot
> (nTτ)ignition  (1) 

 
where τ = E / Ptot  is the energy confinement time, 
E = 3nT Vol for an isothermal plasma with 
Ti = Te = T  and a plasma volume Vol ; n is the 
plasma density. The value T ≈ 15 keV corresponds 
to the minimum value of nτT( )ignition  as a function T  
(see Fig. 1). In the present discussion for the sake of 
simplicity, we neglect density and temperature profile 
factors. The heating power in most of the present 
experiments is given by Ptot = POH + Padd  where POH  
is the ohmic power and Padd  is the additional heating 
due to neutral beam injection or radiofrequency 
heating. At ignition, the additional heating power must 
come completely from the energetic α−particles 
produced by the fusion reactions and we must have 
Ptot = Pα  if we neglect the residual POH and the 
plasma losses by Bremsstrahlung (PBr ∝ n2 T ).  
 
 Around T ≈ 15 keV the fusion power Pf  is 
approximately given by: 
 
Pf = 5Pα ∝ n2T2 Vol ∝ β2 Bt

4  (2) 
 
This expression shows that for a given machine 
characterised by his volume and toroidal magnetic 
field Bt  i.e. his cost, the achieved value of Pf  
depends on the plasma beta  
 

β = 4 μ0
nT

Bt
2 = 0.01 βn

Ip
aBt

 

The value of β is generally normalised with respect to 

the ratio 
Ip
aBt

 expressed in MA/(m T) (where Ip is the 

plasma current and a  is the plasma minor radius) 
which is an important parameter to express the beta 
limit of the toroidal plasma due to MHD instabilities; 
the achieved beta performances of a given machine 
are then expressed by the factor βN . The fusion 
power is limited by the maximum achievable value of
βN  through the relation 
 

Pf ,max ∝ βn
2 Ip
aBt

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

2

Vol Bt
4 ∝

βn
q

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

2
a

R

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 
2

Vol Bt
4  (3)  

 
where q is the discharge safety factor at the edge 

q =
5a2Bt

RIp
 (m,T,MA), and R is the major radius. 

 
In the present machines with negligible fusion power 
production, βN  and τ   are also determining the 
maximum heating power, given by the formula below, 
that the discharge can tolerate without disruption due 
to the β  limit: 
 

Ptot,max = 0.0375
βn,max
μ0τq

Bt
2 a

R

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ Vol (4) 

Equ. (4) is generally a non-linear equation in Ptot  
because τ  is a function of Ptot  (e.g. τ ∝ Ptot

−0.5 ). 
 
In a reactor operating at T ≈ 15 keV , the maximum 
beta and therefore the maximum fusion power can 
also be limited by the maximum achievable plasma 
density. For gas puff fuelled discharges it is found 
empirically that the maximum observed density in a 
tokamak is the so-called Greenwald limit [1] given by: 
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n eo,GR =
Ip

πa2 =
5Bt

πRq
 (1020m-3, MA,m,T) (5) 

when expressed is the mentioned units, n eo,GR  being 
the central line averaged density. The ratio 
n eo / n eo,GR  is often called the Greenwald number and 
its value thus indicates how close a given plasma 
density is with respect to the Greenwald limiting 
density. Note that in the last 2 years several machines 
have overcome this limit to a large extent and have 
obtained Greenwald factors of up to 1.7 stationary 
and up to 2 transiently. In most of the cases these 
supra-Greenwald densities are accompanied by a 
strong reduction in confinement, even lower than L-
Mode confinement (see § II.A for a discussion of the 
different confinement modes). Under RI-Mode 
conditions as obtained on TEXTOR (see § IV.B), this 
degradation in confinement can be overcome and 
discharges can be obtained with a Greenwald factor of 
1.4 with simultaneously ELM-free H-Mode 
confinement. 
 
In the original design of ITER (International 
Thermonuclear Experimental Reactor) as specified in 
the Final Design Report [2,15] the following values for 
the machine parameters are considered: R = 8.14 m, a 
= 2.8 m (with elongation κ  ~ 1.6), Bt = 5.68T, Ip = 
21 MA, Pf = 1.5 GW, nτT  = 3.3x1021m-3 keV s, 
n eo = 1.3 × n eo,GR

, βN = 2.4 , τ  = 6s, E = 1.2 GJ. 
Note that the current design of ITER (2009) is one 
with reduced parameters, (caused by the withdrawal 
of the US as an ITER partner in 1996 for a mix of 
political and erroneous scientific reasons; they joined 
again in 2001). The current ITER design (2009) has a 
50% reduced capital cost compared to the previous 
larger design and the main parameters are: R = 6.2m, 
a=2.0m, κ=1.70-1.85, Bt = 5.3T, Ip = 15-17MA, Pf = 
500-700MW, n eo = n eo,GR

,βN = 1.8 − 2.4 , τ  = 3.6-
3.9s. 
 
 To reach ignition, the ohmic power alone is 
not sufficient and additional heating power is 
necessary. Additional heating of tokamak plasma is 
performed by neutral beam injection and radio-
frequency heating. Various ranges of frequencies are 
used for the radio-frequency heating. Mainly (i) the ion 
cyclotron frequency range (ICRH ~ 10 to 150 MHz) 
where powerful tetrodes are used as power source 
and where electron and ion heating is possible; (ii) the 
lower hybrid frequency range (LH ~ 1 GHz to 10 GHz) 
which is used mainly for current drive (LHCD) and 
where the power is delivered by klystrons; (iii) the 
electron cyclotron frequency range (ECRH ~ 30 to 
200 GHz) where electron heating is performed and 
which uses gyrotrons as power source. This last 
frequency band requires the simplest structures inside 
the tokamak achieving the highest RF power density 
but still requires the development of gyrotrons able to 
deliver long pulses in the MW range to compete with 
the ICRH method. ICRH together with neutral beam 

injection are the most widely used methods for 
additional heating on large machines.    

 
I I .CONFINEMENT IN OHMIC AND ADDITIONALLY 
HEATED DISCHARGES WITHOUT INTERNAL 
TRANSPORT BARRIER  
 
II.A. Scaling laws 

 Confinement in tokamak plasmas does not 
behave classically due to anomalous diffusion. There 
exist many theoretical models of anomalous diffusion 
linked to different types of turbulence which can be 
classified in two main categories: electrostatic and 
magnetic turbulence. Each theory leads to its own 
expression for the scaling of confinement. Up to now, 
the major mechanism(s) for anomalous diffusion have 
not been clearly identified. In practice, empirical 
scaling laws are derived by assuming that the global 
confinement scaling can be taken as a power law of 
so-called engineering quantities: 
 
τ = C1 Ip

ι Rρaα Bt
β nν Ptot

π κ k Mi
μ

= C2 a
2+α Bt

1+β nν Ptot
π Rρ −1 q−1 κ k Mi

μ
 (6) 

 
(where Mi is the ion atomic mass and κ = b / a the 
plasma elongation) and by fitting this expression to an 
as large as possible set of experimental data obtained 
on different tokamaks. 
 
Note (i) that the engineering quantities can be 
replaced by a set of non-dimensional ones which are 
assumed to express the physics of confinement (e.g. 
ρ*, β, ν *, a / R, κ, q, Mi ) [3] and (ii) that other 
expressions can be considered to fit to the 
confinement database (as e.g. the linear offset 
scaling: see § II.B). 
 
II.B. Confinement scaling of ohmically and additionally 
heated tokamaks 
 
 Following the presentation of B.B.Kadomtsev 
[4] the usual confinement of ohmic and additionally 
heated discharges can be summarised as following 
(see Fig. 2): 
 
(A) In ohmically heated discharges, at low plasma 
densities, the energy confinement is proportional to 
the plasma density and can be expressed by the so-
called Neo-Alcator or Linear Ohmic Confinement (LOC) 
scaling law (here given for the circular case i.e. κ = 1
): 
  
τNA ∝ n eoR

2aqαMi
0.5

 (7) 
 
where n eo  is the central line-averaged density, R and a 
resp. the major and minor radius. We added a 
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dependence on the atomic mass Mi of the plasma 
ions which is often observed [5]; q is the safety 
factor at the edge with 0.5 < α < 1.0, depending on 
the machine. For TEXTOR it has been shown [6] that 
0.5 < α < 0.8 and for the sake of simplicity, we take α 
= 0.5. The Neo-Alcator scaling is considered as the 
experimental optimal mode for confinement in 
tokamaks [4]. Above a certain density ns, a 
saturation of the ohmic confinement can occur. This 
Saturated Ohmic Confinement regime (also called 
SOC) has a low density dependence and can often be 
described by taking the L-mode scaling law for 
additional heated discharges (see equation (8) in the 
next section), where Ptot  is substituted by the ohmic 
heating power, POH  [7].  

Using an adequate procedure for the conditioning 
of the wall [8] or pellet injection it is possible to 
restore a Neo-Alcator scaling for confinement at high 
densities. This regime, which has been called Improved 
Ohmic Confinement (IOC) is the prolongation of τNA
 above  = ns as shown in Fig. 2. Practically, on 
TEXTOR at high densities, the ohmic confinement lies 
between τNA  and τSOC  depending upon the machine 
condition. 
 
 C1

 
ι ρ α β ν π k μ 

GOLDSTON 
[9] 

3.68 ×10-2 1.00 1.75 -0.37 0.00 0.00 -0.50 0.50 0.50 

KAYE-
GOLDSTON 
[10] 

3.02 ×10-2 1.24 1.65 -0.49 -0.09 0.26 -0.58 0.28 0.50 

ITERL-89P 
[11] 

4.80 ×10-2 0.85 1.20 0.30 0.20 0.10 -0.50 0.50 0.50 

ITERL-97P 
[12] 

3.40 ×10-2 0.96 1.89 -0.06 0.03 0.40 -0.73 0.64 0.20 

ITERH-92P(Y) 
[13] 

3.40 ×10-2 0.90 1.90 -0.20 0.05 0.30 -0.65 0.80 0.40 

IPB98(y,2) 
[14] 

3.65×10-2 0.93 1.39 0.58 0.15 0.41 -0.69 0.78 0.19 

ITERH-93P 
[15] 

3.60×10-2 1.06 1.90 -0.11 0.32 -0.17 -0.67 0.66 0.41 

ITERH-97P 
[16] 

3.10×10-2 0.95 1.84 0.08 0.25 0.35 -0.67 0.63 0.42 

 

Table I: Coefficients for confinement scaling 
expressions of the form 

τ = C1 Ip
ι Rρaα Bt

β nν Ptot
π κ k Mi

μ
 

with units (s, MA, m, m, T, 1019m-3, MW, -, -) 

(B) When additional heating is applied, the basic mode 
of confinement is L-mode. If one looks at the values of 
the exponents for different empirical scalings (see 
Table I), one observes that to a good approximation:
ι ≅ 1, β ≅ 0, ν ≅ 0, α ≅ 0 ,ρ ≅ 1.5, π ≅ −0.5, k = 0.5,μ ≅ 0.5
Therefore Equ. (6) can be approximated as : 
τ = f H C1 Ip R

1.5 Ptot
−0.5 κ Ai( )0.5 (8) 

where f H  is an enhancement factor with respect to 
the considered scaling. It is characterised by a low-
density dependence, a linear increase with current and 
a degradation with the total applied heating power. 

Illustrations of the low-density dependence and of the 
power degradation of the L-mode are given on Figs. 
3a and 3b. 
 The L-mode scaling can also be described 
approximately by the T-10 scaling ([4], p.141): 
 

τT −10 = τSOC
POH
Ptot

≅τL  (9)  

 
Many improved confinement schemes have roughly 
the same parametric dependence, and can be 
characterised by their enhancement factor f H  with 
respect to L-mode scaling. The best known is the H-
mode regime, for which f H = 1.5 to 2 (see the 
ITERH-93P scaling of Table I for ELM-free H-mode 
discharges which has a parametric dependence similar 
to the L-mode scalings). 
 
 The H-mode is an improved confinement 
regime which is observed in divertor machines above a 
certain threshold for the additional heating power. The 
H-Mode is characterised by the following features: 
existence of a transition between the usual 
confinement regime (L-mode) and the H-mode with a 
reduction of the Hα light at the transition, formation 
of a density and/or temperature pedestal at the 
plasma edge and an improvement of the energy and 
particle confinement time. During the H-mode, MHD 
events called ELMs (Edge Localised Modes) can occur 
and the confinement improvement will depend on their 
repetition rate. Moreover, at high density a further 
degradation is often observed, and it is difficult to 
maintain the H-mode or even L-mode confinement up 
to the density limit of the machine (cfr. the discussion 
of the Greenwald limit in § I).  
 
 The largest confinement is obtained in the 
absence of ELMs but this confinement regime leads to 
non-stationary discharges ending with the onset of 
MHD phenomena and with a tendency of impurity 
accumulation in the centre of the plasma (see Fig. 4a). 
Stationary conditions can be obtained in ELMy H-Mode 
discharges (see Fig. 4b). Confinement in such plasmas 
is somewhat lower than in ELM-free H-Modes and can 
be roughly characterised by: 
 
τELMy H −mode = 0.85 × τ ITERH −93P  (10) 

 
The ELMy H-mode regime is presently considered as 
the favourite operational regime for ITER to reach 
ignition.  
 
 The extrapolation of ELMy H-Mode 
confinement, as given by equation (10), to the 
parameters of ITER is shown in Fig. 5. 
 

Additionally heated discharges can also be 
described, especially for the transition from OH to 
predominantly additionally heated conditions, by the 

neo

48



 

 

linear offset scaling [6]: 
 

τOL =
τOHPOH +τ inc (Ptot − POH )

Ptot
 (11) 

 
with τOH  being the ohmic confinement time and equal 
to τNA  or τSOC , depending on the machine conditions. 
The incremental confinement time τ inc is proportional 
to Ip [6] and is relatively insensitive to Ptot  and  
for not too high values of these quantities. At high 
values of Ptot , τ inc  decreases as given by Equ (8). Fig. 
6a shows the evolution of E = PtotτOL  as a function 
of n eo  compared to the behaviour of the ohmic 
energy EOH = POHτOH . For n eo > ns  the increase in 
plasma energy, τ inc (Ptot − POH ) , can take place with 
respect to the Neo-Alcator scaling (or its extension 
above ns, IOC) instead of the SOC. Starting from SOC, 
one would find an apparent large τ inc

*  (see Fig. 6a). In 
fact, the total increase of energy is not only due to 
the heating effect (as described by τ inc ) but also by 
the restoration of the non-saturated ohmic 
confinement regime by the additional heating (e.g. by 
its action on the plasma boundary) [6]. This is 
illustrated in Fig. 6b. 
 
II.C. Triple fusion product scaling  
 
From equations (8) and (1) one can derive an 
approximate expression for the triple fusion product:

nTτ = C2

f H
q

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

2

aBt( )2Mi = C3

R

a
Ip

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 
2

f H
2Mi   (12) 

 
where f H  is the enhancement factor of the 
considered discharge regime with respect to a 
standard L or H mode scaling. The constants C2 and 
C3 depend on the scaling chosen. 
 Expression (12) shows that the value of the 
triple fusion product required for ignition nτT( )ignition  
is more easily obtained at a large current and aspect 
ratio R / a, and with a large enhancement factor f H . 
For a given value of aBt (characterising the toroidal 
field coils) the ignition condition is strongly dependent 
on the ratio f H / q  which is considered as a figure of 
merit for ignition margin [8]. 
 
 Equation (12) also shows that the usual 
power degradation observed for confinement ∝ Ptot

−0.5  
leads to a scaling of the triple fusion product 
independent of the additional heating power.  
 

Fig. 1 shows the values obtained for nτT  
versus T  in different experiments. The ‘parabolic’ 
lines indicate the domains corresponding to ignition 
(reactor conditions) or breakeven (fusion power 
≅ additional power supplied to the plasma).  
 

I I I . PLASMA THERMALISATION 
 
 For fusion reactions to occur, the kinetic 
energy of the ions has to be sufficiently large. The 
amount of energy transferred to ions and electrons 
depends on the heating method. Heating methods 
that deliver mainly energy to the plasma ions, can lead 
to the formation of energetic ion tails. 
 
 With neutral beam injection energetic ion 
beams are injected into the plasma. These beams have 

slowing down times proportional to 
Te
1.5

ne
 [17]. An 

equal amount of energy is transferred of from this 
energetic ion beam to the plasma ions and electrons if 
the beam energy Eb  equals the so-called critical 
energy Ec ∝ Te  [17]. For Eb > Ec the beam energy 
is predominantly delivered to the electrons. The α-
particles produced in fusion reactions mainly heat the 
electrons because their large energy (3.5 MeV) is 
much higher than Eb . The various heating scenarios 
used for ICRH heating (minority heating, wave 
conversion, ion harmonic cyclotron damping) often 
lead to the formation of hot energetic ion tails, and 
depending on the conditions the heating power is 
shared differently between plasma electrons and ions 
[17]. The fusion reactions due to the presence of ion 
energetic tails or beams can generate an appreciable 
part of the total fusion power, due to head-on 
collisions of the fast ions with slower or counter 
circulating fast ions (originating from counter beam 
injection). This is the case for tritium or deuterium 
neutral beam injection in a D-T plasma. The fusion 
power is then due to thermal, beam-target, and beam-
beam reactions (see also § IV.C). 
  

The ratio of the ion and electron thermal 
energy Ei  resp. Ee  can be derived from the energy 
balance equation of  
 
(i) the total energy E = Ee + Ei 
 

dE

dt
+
E

τ
= POH + Padd = Ptot  (13) 

where the global energy confinement time τ , takes 
into account the losses due to conduction, 
convection, radiation and charge exchange,  
 
(ii) the electron energy 

dEe

dt
+
Ee

τe
= POH + Padd ,e − Pe,i  (14) 

and (iii) the ion energy 
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dEi

dt
+
Ei

τ i
= Padd ,i + Pe,i  (15) 

where τe  and τ i  are respectively the electron and ion 
confinement time and Pe,i  is the power transferred 
from electrons to ions through Coulomb collisions. 
From (8) and (9) we have 

1

τ
=
1

τe

Ee

E
+
1

τ i

Ei

E
 (16) 

In stationary conditions one can easily derive from 
Equations (14) and (15) the ratio between Ee  and 
Ei . Taking into account that Pe,i can be expressed as 
Ee − Ei( )
τequi

 where τequi  is an effective equipartition 

time between the electrons and ions due to Coulomb 
collisions, we have: 
 
Ei

Ee

=
POH + Padd ,e + Padd , i (1+

τequi
τe )

Padd , i + (POH + Padd ,e )(1+
τequi

τ i )
  (17) 

 

τequi  is proportional to 
Te
1.5Mi

neZeff

 where Mi is the ion 

atomic mass number and Zeff  is the effective charge 
of the ions of the plasma. 
 
When τequi  is small with respect to τe  and τ i  (i.e. at 

sufficiently high plasma density), we have a thermal 
plasma with Ee =E i=

1
2 E  and Equ. (16) becomes: 

τ = 2 τe
−1 +τ i

−1( )−1 (18) 

Note also that at high density the presence of 
energetic tails in the plasma becomes negligible and 
they thus contribute only to a small extent to the 
total plasma energy. Operational regimes with a 
(much) larger ion temperature than electron 
temperature are called "hot-ion modes". 

 
IV. CONFINEMENT RESULTS IN PRESENT 
TOKAMAKS 
 
In this section some recent some more details on 
recent confinement results are summarised. In Sect. 
2.3 we indicated that a burning D-T fusion reactor, 
where the plasma heating is performed by the 
energetic α-particles produced in the fusion reactions, 
requires a sufficiently large confinement time 
(expressed by f H / q and a sufficiently large β 
(expressed byβN / q). A large β is achieved at a 
sufficiently large plasma density i.e. at a sufficiently 
large Greenwald number. 
 

In addition, these requirements have to be fulfilled in 
stationary conditions with a low central pollution of 
the D-T plasma by impurities or ash (i.e. α-particles) 
from the fusion reactions. This last condition is 
equivalent with requiring a sufficiently low He particle 
confinement. The heating power delivered to the 
plasma by the α-particles will finally reach the walls of 
the machine and must then be evacuated. Without 
special precautions, this power will lead to a too large 
power flux in hot spots, resulting in large localised 
erosion or sputtering of the limiter or the divertor 
plates. Attempts are presently made to solve this 
problem by radiating homogeneously a large part of 
this power either in the plasma edge or in the divertor 
region, thus reducing to a serious extent the peak 
heat load values to the first wall. 
 
In the next paragraphs a summary is given of different 
tokamak scenarii. They are presently under 
investigation to check their ability to simultaneously 
(i) reach high values for f H  and βN  (ii) solve the 
heat exhaust problem (iii) reach stationary conditions 
and (iv) to show evidence of plasma heating by 
α−particles in D-T plasmas. 
 
 
IV.A. H-mode discharges 
 
Confinement characteristics of the H-Mode regime are 
summarised in § II.B. Fig. 4a shows an ELM-free H-
mode discharge in JET that has led to a record 
neutron yield in D-D plasmas. This mode of operation 
is non-stationary and is limited in time by the 
occurrence of MHD phenomena (specifically for the 
discharge shown in the last figure: onset of MHD 
turbulence followed by a giant ELM). The ELMy 
H-mode regime is the favoured operational scenario 
for ITER because of its stationarity and good 
confinement characteristics (i.e. a sufficiently large 
f H ). An example of such a discharge is shown in Fig. 

4b [18]. Current investigations of this regime are 
related to its applicability to a reactor; more 
specifically (i) to reduce the uncertainty concerning 
the threshold heating power which has to exceeded in 
the reactor to obtain the transition from L to H mode 
(ii) to try to obtain this regime at sufficiently large 
densities (equal to or above the Greenwald density, 
without loss of the good confinement properties) (iii) 
to solve the problem of heat exhaust, particularly in 
the presence of large ELMs. A way to solve this last 
problem is to seed impurities to produce edge 
radiation. 
 

Recent experiments at JET [28, 29] have shown 
that it is possible to reach the ITER operational data 
for density and confinement simultaneously with (a) 
increasing the triangularity of the plasma, (b) by 
impurity seeding in low and high triangular plasmas 
and (c) by an adapted pellet fuelling cycle. 
Triangularity of a plasma can be roughly described as 
the "pointedness" of the plasma, and one 
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distinguishes in principle an upper δU and lower δL 
triangularity (Fig. 4c). Very often only the average 
triangularity δ = (δU + δL)/2 of the plasma is used. High 
triangularity is beneficial to increase confinement at 
high densities, as shown in Fig. 4d. These discharges 
are also quite robust to strong gas puffing (needed to 
reach the high density), provided sufficient heating 
power to keep Type I ELMs [30, 31]. The amount of 
power needed increased with decreasing triangularity. 
On the other hand, in low triangularity discharges high 
confinement and high density can be reached 
simultaneously by applying Ar seeding, as illustrated in 
Fig. 4e. This discharge shows a so-called "puff" and 
"after-puff" phase. In the puff phase strong gas puff is 
applied to raise the density to values around the 
Greenwald limit, but confinement degrades. This is 
restored in the afterpuff phase, i.e. when the strong 
gas puff is suddenly interrupted, and where only a 
gentle D and Ar puffing is continued, to keep density 
and radiation high. An adapted pellet fuelling cycle, 
where first a fast pellet train enters the plasma, 
followed by a second much slower pellet train (Fig. 
4f), allows to reach high densities without degrading 
confinement too much. The philosophy here is much 
similar to the one applied in the low triangularity 
discharges with puff and afterpuff: first build up the 
density (irrespective of other quantities) and lateron 
try to keep the high density without degradation of 
confinement, by a much gentler fuelling procedure.  
 
IV.B. Discharges with edge radiation cooling and 
improved confinement 
 
At a large radiated power fraction γ, it has been 
possible to achieve improved L-mode conditions with a 
confinement quality close to or even exceeding that of 
ELM-free H-mod [23]. In the next section examples of 
this regime are discussed. 
A new confinement regime [24] has been established 
on TEXTOR-94, a tokamak with a circular cross-section 
and equipped with a toroidal pump limiter. This regime 
is obtained by appropriate impurity seeding during the 
heating phase of the discharge and has been called 
the Radiative I-mode (or RI-mode). It is characterised 
by its ability to simultaneously realise the following 
features, important for the extrapolation to a reactor: 
(i) quasi-stationarity of the plasma parameters, (ii) 
high confinement with a quality close to that of the 
ELM-free H-mode, (iii) high plasma density near or 
even above the Greenwald limit, (iv) high normalised 
beta ( βN  up to 2), (v) strong edge radiation (

γ =
Prad
Ptot

 up to 95 % where Prad  is the edge radiated 

power) (vi) the possibility to operate at low edge q 
values (down to 2.8), leading to reactor relevant 
values of the figure of merit for ignition f H / q , (vii) 
no decrease of the plasma fusion reactivity due to the 
seeded impurity.  
 
An example of the quasi-stationarity achieved in the 
RI-Mode is shown by the discharge in Fig. 7, which has 

a high confinement phase of more than 7s, limited 
only by technical constraints of the machine. 
Remarkable in this figure is the evolution of the 
diamagnetic plasma energy Edia  and of the associated 
enhancement factor f H 93 , which compares the 
experimentally obtained energy confinement time 
versus ELM-free H-mode confinement as given by the 
scaling law ITERH-93P (see Table I). Soon after the 
start of Ne seeding a confinement transition takes 
place, when γ ≅ 50%, resulting in a sudden increase of 
Edia  and f H 93 . Note the long duration of the high 
confinement phase which is about 160 confinement 
times (τE  ≅ 50ms) and equivalent to to several skin 
resistive times. We remark in passing that the ratio of 
the burn time to the projected confinement time of 
ITER (Final Design Report [25]) is also equal to 160! 
Note also that improved confinement at these high 
densities is not due to fast particle contributions 
(because of the high density reached) confirmed by 
the comparison of the measurements of the MHD 
EMHD  and diamagnetic energy Edia . 
 
The energy confinement in the RI-Mode improves with 
density and thus shows a totally different density 
behaviour as the usual L- or H-mode. This is illustrated 
in Fig. 8, where the evolution of Edia  is plotted versus 
n eo for ohmic discharges and discharges heated by 
the combination of NBI-co+ICRH with Ptot ≅ 2.25 MW 
at Ip = 350 kA. The diamagnetic energy in ohmic 
discharges follows the Neo-Alcator scaling ENA  until 
n eo ≈ 3.0 × 1019 m−3 where a saturation sets in. For 
additionally heated discharges at low densities, Edia  
follows roughly the L-mode scaling, or can be 
described by a linear offset scaling 
EOL = ENA +τ inc (Ptot − POH ) where POH  is the 
ohmic heating power taken in a corresponding ohmic 
discharge and τ inc  is the incremental confinement 
time, which is roughly constant for not too high Ptot  
or  and for a given Ip. A clear confinement 
transition occurs at n eo ≈ 4.0 × 1019 m−3 , where the 
Edia  values obtained differ substantially from L-mode 
scaling, resulting in a τinc which increases strongly 
with density for n eo > 4.0 × 1019 m−3 , as shown in 
Fig. 9. Discharges corresponding to these conditions 
belong to the RI-Mode, and are obtained as soon as γ 
exceeds about 50%. Furthermore, if f H 93  values are 
plotted as a function of n eo / n eo,GR  (for different 
plasma currents and for a wide range of Ptot  and γ) we 
find [24] not only that (i) f H 93  increases 
approximately linearly with density but moreover that 
(ii) this result is independent of the plasma current. 
Therefore, the confinement time in RI-Mode discharges 
τRI  is proportional to n eo / n eo,GR( ) × τITERH 93−P . A 
detailed analysis shows that the proportionality factor 
is close to 1 and we have thus to a very good 
approximation that: 
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τRI =
n eo

n eo,GR

× τITERH 93−P   (19) 

 
Striking in this formula is the linear density 
dependence (as for the ohmic Neo-Alcator scaling) 
and the absence of a current dependence, contrasting 
with the usual scalings for additionally heated 
discharges. The comparison of the global confinement 
time of the RI-mode with the L- and the ohmic LOC-
regimes is shown in Fig. 2b. As low edge q operation 
(qa = 2.8) presents no stability problems, this leads 
then in a natural way to high values for the figure of 
merit for ignition margin fL 89 / qa  equal to 0.65 at 
high density which is the value requested for the 
reactor. One still has to demonstrate that this regime 
can maintain its interesting features on larger and 
reactor size machines without significant central 
plasma pollution by the seeded impurity. 
 

Confinement of the RI-Mode can be conveniently 
compared with confinement in the L- and H-Mode 
regime, independent of heating power or plasma 
current, in a normalised confinement diagram. Instead 
of plotting the confinement time τ versus density (see 
e.g. Fig. 2a and 2b), one plots the quantity τP1.5 / Ip  
versus the Greenwald factor n eo / n eo,GR . The effect of 
such a transformation of variables is graphically 
depicted in Fig. 10b. The resulting diagram for RI-
Mode data is given in Fig. 10c. One sees very clearly 
the L- and RI-Mode part in the data. One also sees that 
at the highest densities, RI-Mode confinement 
supersedes H-Mode confinement. 

Discharges with a radiative mantle have now also 
been obtained at JET, with good confinement and 
density values using Ar as seeding impurity, as 
indicated in the previous section. A summary of main 
latest results obtained on JET can be found in [26]. 
Non noble gas impurities have been used (N2), leading 
to Type III discharges with rather small ELMs, but with 
degraded density (compared to the Greenwald density 
n eo / n eo,GR ) and confinement ( f H 93 ≈ 0.7 ). 
 
IV.C. D-T operation 
 
A preliminary D-T fusion experiment has been 
performed on JET in 1991 in plasmas with a mix of 
10%T and 90%D [27] resulting in a fusion power 
output of about 1.7MW. In the period end 1993-
beginning 1997, TFTR has been routinely operated 
with D-T discharges [28]. The operational regime in 
the high performance D-T discharges in TFTR was a 
(limiter) hot ion mode (Tio > Teo) and was obtained 
with NBI heating, consisting of a mix of tritium and 
deuterium injection (to provide the necessary tritium 
fuelling of the discharge), resulting in a maximum 
fusion output of 10.7 MW. A second D-T experimental 
campaign has been performed in JET in September-
November 1997. ELM-free H-Mode hot-ion modes, 

optimised shear regimes and steady-state ELMy H-
modes were used, heated by NBI or NBI combined with 
ICRH [29], again with part of the injectors being 
operated with tritium in order to provide at the same 
time the T fuelling. These experiments have resulted in 
the demonstration of near-break-even conditions: Q = 

Pfusion / Pheating = 0.62  transiently, with an output 
power from fusion reactions of more than 16 MW; 
under quasi-stationary conditions Q = 0.35 was 
obtained with a fusion power of about 5 MW. Fig. 11a 
gives a summary of the JET high performance D-T 
results and compares them to the results obtained 
previously on TFTR. Fig. 11b shows the time traces of 
the electron and ion temperatures of the record D-T 
fusion shot of JET. Maximum temperatures obtained 
for ions and electrons are resp. 28 keV and 14 keV. 
Fig. 11c shows the time trace of the different 
contributions to the neutron production as modelled 
by TRANSP [30]. This shot was heated by 22.3MW 
NBI and 3.1MW of ICRH. The total heating power in 
this discharge is also in part (about 3MW or nearly 
10%) delivered by the α particles generated in the 
fusion reactions. Note that the largest part of the 
fusion power output is due to reactions of thermal 
neutrons, with the rest mainly produced in beam-
target reactions and only a small fraction due to 
beam-beam reactions. Due to their large energy the α 
particles deposit their energy mainly to the electrons. 
Most of the ion heating is produced by the NBI and 
the largest part of the electron heating is due to the 
equipartition power between the hotter ions and the 
electrons. Note that for an ignited reactor the total 
heating power must be produced by the fast α 
particles. These experiments have nevertheless 
demonstrated the effectiveness of α-particle heating 
without significant plasma micro-instabilities.   
 
Combined NBI-ICRH heating of D-T plasmas has also 
been performed on TFTR (and also recently on JET 
[31]) with direct heating of T ions at the second 
harmonic frequency for tritium 2ωCT . A small amount 
(2 %) of 3He was added to the discharge to increase 
the single pass absorption by 3He minority heating 
[18]. In these experiments Tio was increased from 26 
to 36 keV and Teo from 8 to 10.5 keV by the addition 
to 23 MW NBI of 5.5 MW of ICRH.  
 
IV.D. Improved confinement through the formation of 
an Internal Transport Barrier (ITB) 
 

After the L- to H-mode transition, the 
improvement in confinement is due to the formation 
of a transport barrier at the edge of the plasma [32] 
attributed to a transport reduction through ExB 
velocity shear decorrelation of the turbulence [32]. 
The VH-mode regime is linked to the penetration of 
the transport barrier deeper into the plasma. 
 
 ExB shear decorrelation of micro-instabilities 
(as e.g. in ITG modes) is not the only mechanism 
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which decreases transport. A reduction of transport 
(e.g. by reduction of MHD modes) is also possible by 
choosing an adequate value of the magnetic shear 

s =
r

q

dq

dr
. Such confinement improvement schemes 

are obtained by tailoring the current density resulting 
in  
(i) discharges with a high internal inductance li 
(obtained e.g. by realising a highly peaked current 
density profile) 
(ii) discharges with negative central magnetic shear 

i.e. with s =
r

q

dq

dr
< 0  in the centre of the plasma 

resulting in a non-monotic q-profile. The q value on 
the magnetic axis in that case is not the minimum q 
value in the q(r) profile. Such reversed shear plasmas 
are obtained in the presence of large non-inductive 
currents (bootstrap current, non-inductive current 
drive by e.g. LH) or by heating the plasma during the 
initial current ramp of the discharge. The formation of 
the Internal Transport Barrier (ITB) is due to a 
synergetic effect of transport reduction through 
adequate magnetic shear and ExB shear. 
  

An example of a discharge on DIII-D with an 
ITB inside the plasma obtained with this last technique 
is shown in Fig. 12a. The minimum q is off-axis and the 
value for the safety factor in the centre of the plasma 
q0  is much larger than 1. A large confinement 
improvement is observed at the step in the neutral 
beam power, as evidenced by a large increase in the 
central Ti together with a peaking of the density 
profile. The effect of the formation of an ITB on the 
ion temperature profile of JET is shown in Fig. 12b.  
 
 The problem to extrapolate such these 
regimes to a reactor is to realise it in steady state and 
at sufficiently high density. An example of the 
achievement in TORE SUPRA [34] of a steady-state 
confinement improvement attributed to the presence 
of a large bootstrap current IBS is shown in Fig. 13. 
The figure shows also the profile of the bootstrap 
current density profile and the obtained scaling of  
 

IBS ∝ Ipβp
a

R
= qaβN Ip

R

a
   (20) 

 
REFERENCES 
 

[1] M. Greenwald, J.L. Terry et al., Nucl. Fusion 228, 
2199 (1988). 

 
[2] "Technical basis for the ITER interim design 

report, cost review and safety analysis" ITER 
EDA documentation series n° 7, IAEA, Vienna, 
1996. 

 
[3] J.G. Cordey, B. Balet et al., Plasma Physics 

Control. Fusion 338, A67-A75 (1996). 
 
[4] B.B. Kadomtsev, "Tokamak Plasma : a complex 

physical system", Plasma Physics Series, IOP 
Publishing Ltd, Bristol and Philadelphia, 1992, pp 
100-101. 

 
[5] F. Wagner, U. Stroth, Plasma Physics Control. 

Fusion 335, 1321 (1993). 
 
[6] R.R. Weynants, Control. Fusion and Plasma 

Physics (Proc. 14th Eur. Conf. Madrid, 1987), 
11D, Part I, EPS, Geneva (1987) 197. 

 
[7] G. Bracco, K. Thomsen, Report JET-R(96)03 

(1996).  
 
[8] M. Bessenroth-Weberpals, et al., Report MPI-IPP 

Garching 1/248 (1989). 
 
[9] R.J. Goldston, Plasma Physics and Control. 

Fusion 226 (1984) 87. 
 
[10] S.M. Kaye and R.J. Goldston, Nucl. Fusion 225 

(1985) 65. 
 
[11] P.N. Yushmanov et al., Nucl. Fusion 330 (1990) 

1999 
 
[12] S.M. Kaye and and the ITER Confinement 

Database Working Group, Nucl. Fusion 337 
(1997) 1303. 

 
[13] O.Kardaun and the ITER H-Mode Database 

Working Group, Plasma Physics and Controlled 
Nuclear Fusion Research (Proc 14th Int. Conf. 
Würzburg.1992) Vol 3 (Vienna:IAEA) 251. 

 
[14] ITER Expert Working Groups and the ITER JCT 

and Home Teams, ITER Physics Basis Document, 
Nucl. Fusion, 339, 2137 (1999) 

 
[15] D.Schissel and the H-Mode Database Working 

Group (Proc. 20th EPS Conf. Lisbon (1993)) Vol 
17C (1993), Part I, 103; K.Thomsen, Nucl. 
Fusion 334 (1994) 131. 

 
[16] Cordey J.G. and the ITER Confinement Database 

Working Group, Plasma Phys. Control. Fusion 339 
(1997) B115.  

 
[17] See presentations by E.Lerche and D.Van Eester, 

these proceedings. 
 
[18] JET Team, in Plasma Physics and Control. Fusion, 

Nuclear Research 1997, IAEA Vienna, in print, 
paper IAEA-CN-64/O1-4 

 
[19] J.Ongena et al, Plasma Physics Control. Fusion, 

43, A11-A30 (2001) 
 

53



 

 

[20] W.Suttrop et al.,, Phys. Plasmas 99 2103 (2002) 
 
 
[21] G.Saibene et al, Proc. EPS Conference Funchal 

(Madeira), 18-24 June 2001 
 
[22] R.Sartori et al., Proc. EPS Conference on Plasma 

Physics and Controlled Fusion, Funchal (Madeira) 
18-24 June 2001. 

 
[23] J. Neuhauser et al., Plasma Physics Control. 

Fusion 337 (1995) A37. 
 
[24]  A.M. Messiaen, J. Ongena et al., Phys. Plasmas 

4, 1690 (1997). 
 
[25] Technical Basis for the ITER Final Design Report, 

ITER Documentation Series 15 and 16 (IAEA, 
Vienna, 1998) 

 
[26] J.Ongena et al., Fusion Science and Technology, 

53, No 4, 891 (2008). 
 
[27] JET Team,  Nuclear Fusion 332 (1992) 187. 
 
[28] D.W. Johnson et al., Plasma Physics Control. 

Fusion 337 (1995) A69. 
 
[29] J.Jacquinot and the JET team, Plasma Physics 

Control. Fusion, 441 (1999) A13 
 
[31] JET Team, in Control. Fusion and Plasma Physics 

(Proc. 24th Eur. Conf. Berchtesgaden 1997), 
21A, Part IV, EPS, Geneva (1997) 1865. 

 
[32] K.H. Burrell, Phys. Plasmas 44 (1997) 1499. 
 
[33] S. Allen and R.A. Moyer, private communication. 
 
[34] Tore Supra Team, Plasma Phys. Control. Fusion 

38 (1996) A251. 

 
 

54



SOC

LO
C

IO
C

RI-M
ode

neo

JG
05

.4
88

-2
a

Saturated Ohmic Scaling

H-Mode

L-Mode

GREENWALD

NEOALCATOR
SCALING

neons

� s

L-Mode
Rl-Mode

Ptot = 2.35MW

TEXTOR-94

50

60

40

30

20

10

0
1 2 3 4 5 6 70

Line averaged density (1019 m-3)

JG
05

.4
88

-2
b

OH (LOC)

ITER H93-P

ITER L89-P

RI-Mode OH

� E 
(m

s)

Scaling

Fig. 1: Fusion triple product achieved in different tokamaks a function of the ion temperature. The breakeven Q = Pf/(Ptot - P� ) = 1 and
the ignition regions are shown. In the inaccessible region the Bremsstrahlung radiated power is too large and in the reactor relevant
region we have Ti �  Te (� equ <<< � )

Fig. 2a: Schematic representation of the energy confinement time
as a function of the density for ohmic discharges (at constant Ip
and Bt) and for additionally heated discharges (at constant Ip, Bt
and Ptot) in the L-, H- and RI-Mode regime.

Fig. 2b: Same as Fig. 2a but with experimental results from
TEXTOR-94 pertaining to OH(LOC), L-mode and RI-mode
conditions (Ip = 350kA, Bt = 2.25T, Ptot (for L and RI-Mode) =
2.35 MW).

Fig. 3a:  Plasma energy as a function of central line averaged
density neo for OH (LOC + start of SOC) and neutral beam heated
discharges (L-Mode compared to the ITER L89-P scaling).

Fig. 3b: Confinement time degradation with Ptot. Comparison with
L-mode scalings (G and K-G) and linear offset scalings (J and T)
[6].

70

60

50

40

30

� E
(m

s)

20

10

0
1 2

3 4 5
60

Line averaged density (10
19 m-3)

JG
05

.4
88

-3
a

OH
L-Mode
Ptot = 1.35MW

TEXTOR-94

66963-67009C

ITER L89-P

Ptot (MW)

OH

Ip = 480kA
ne = 3.95 × 1013 cm-3100

80

60

40

20

0
0.5 1.0 1.5 2.00

JG
05

.4
88

-3
b

T

J
G

� E
(m

s)

Pulse No: 33643
20

10

0

0

0.5

0

5.0

0

0.5

10

0
20
10
0 12 13 14

Time (s)

(k
eV

)
(M

J)
(1

020
m

–3
)

(1
016

s–1
)

(a
.u

.)
(M

W
)

Ti (0)

Te (0)

WDIA

<ne>

Neutrons

D�

PNBI

B�

JG
96

.2
51

/6
c

•

2.5

3.8MA / 3.4T

0
2
4

0.4

0.6

0.8
0

0.5
1.0
1.5

11 12 13 14 15 16

JG
96

.5
27

/1
2c

(M
W

)
(x

10
19

m
–3

)
(k

eV
)

H
93

N
eu

tro
n 

ra
te

(1
016

s–
1 )

(1
02

0 •
m

–3
• s

• k
eV

)

Time (s)

T4.3/AM57.403783 :oN esluP

nD (0)� ETI

Te

Ti

20

10
0
8
6
4
2

10
5

nD

ne

PIN

PRAD

18MW

Fig. 4a: Hot ion H-mode discharge in JET. The D�  signal shows
the occurence of the ELM’s. Between t = 12.7 s and t = 13.4 s
there is an ELM-free period which ends with the onset of MHD
turbulence followed by a giant ELM. During this phase there is a
continuous increase of density, energy and neutron yield, which
reaches record values.

Fig. 4b: Steady-state ELMy H-Mode in JET with ITER-like core
plasma conditions. Note the value reached by NT�  and f

H93
. Also

neo/n
GR

 ~ 0.75.
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Fig 4c  Different shapes for the plasma cross section which can be realised in JET. 
From left to right the average triangularity is increasing.

Fig 4d  Confinement (fH98(y,2)) versus the Greenwald factor (n/nGW) for
different triangularities. For each triangularity, with increasing density, 

confinement degrades. However, increasing triangularity helps to increase 
confinement for a given density. For the highest triangularities the ITER 

values are reached.

Fig. 5 Experimental confinement time (for thermal energy confinement) as a function of 0.85 × �
ITERH93-P

 for different divertor machines.
The needed extrapolation to ITER is also shown (corresponding to �  = 6.1s and neo = 1.3 1020m-3 and P

tot
 = 190 MW). Note that if �  is

lower by 30%, no ignition takes place and Q = 10.
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Fig 4f  Example of a discharge with an adapted pellet fuelling cycle. 
The dashed lines correspond to a reference discharge without pellet 
fuelling (and without gas puffing). The black squares indicate the 
pellet timing. In the second part of the fuelling cycle (at a injection 
frequency of 6 Hz) high density is realised above the Greenwald limit
with good confinement as seen from the diamagnetic energy and beta
values.
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Fig. 6a: Schematic representation of the behaviour of the plasma
energy content as a function of density, for discharges with ohmic
and additional heating.

Fig. 6b: Corresponding experimental points of TEXTOR for ohmic
discharges (where the start of the SOC regime appears) and for
ICRH discharges in presence of Neon injection at Ip = 350 kA.
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Fig. 9: Incremental confinement time versus neo for the
additionally heated discharges shown in Fig. 8. The corresponding
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 values are indicated.
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Fig. 11a): Fusion power development in the D-T campaigns of JET and TFTR. (I) Hot-ion modes, (II)  Optimised shear and (III)  steady-
state ELMy H-Modes. b) Time traces of the highest performance JET D-T hot-ion H-Mode discharge producing a record fusion output
of 16 MW and Q = 0.62. c) Time evolution of the observed total neutron yield compared with a simulation by the TRANSP code for the
shot of Fig. 11b. Also shown are the thermal, beam-thermal and beam-beam contributions to the neutron yield as predicted by TRANSP.

15

5

10

00 1.0 2.0 3.0 4.0 5.0 6.0
Time (s)

Fu
si

on
 p

ow
er

 (M
W

)
JET steady-state

(1997)

JET
(1997)

JET
(1991)

TFTR
(1994)

JG
99

.3
6/

2c

TFTR
steady-state

(1995)

12.0
0

6

4

2

Pulse No: 42976 (D—T)

12.5
Time (s)

13.0 13.5

N
eu

tro
n 

yi
el

d 
(x

10
18

s—
1 )

JG
98

.5
94

/3
c

Beam-beam

Beam-thermal

Thermal
TRANSP

Measured

JET

30

20

10

0

30

20

10

0

1.0

0.5

0
12.0 12.5 13.0

Time (s)
13.5 14.0

JET Pulse No: 42976       4.2MA/3.6T

16MW

28keV

14keV

0.9

0.6

PIN (MW)

Pfus (MW)

Tio (keV)

Teo (keV)

Qtot

Pfus /PIN

JG
98

.3
72

/3
c

58



Fig. 12a: Discharge in DIII-D with early heating during the current
ramp leading to the formation of an ITB. Shown versus time are
Ip, PNBI, q(o) and the off-axis minimum q value qmin, the
enhancement factor H with respect to the L-mode scaling (ITER
L89P), the central ion and electron temperatures and the density
at two locations of �  = r/a. [24]

Fig. 12b: Evolution of the ion temperature profile in JET after the
formation of an ITB (at R �  3.5 m) due to an early heating scenario
(of NBI + ICRH).
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ABSTRACT

The motion of charged particles in slowly varying electro-
magnetic fields is analyzed. The strength of the magnetic
field is such that the gyro-period and the gyro-radius of the
particle motion around field lines are the shortest time and
length scales of the system. The particle motion is described
as the sum of a fast gyro-motion and a slow drift velocity.

I. INTRODUCTION

The interparticle forces in ordinary gases are short-ranged,
so that the constituent particles follow straight lines between
collisions. At low densities where collisions become rare,
the gas molecules bounce up and down between the walls of
the containing vessel before experiencing a collision.

High-temperature plasmas, however, cannot be con-
tained by a material vessel, but only by magnetic fields. The
Lorentz forces that act on the particles tie them to the mag-
netic field and force them to follow the field lines. In order to
confine the particles in a bounded volume, the magnetic field
must be curved and inhomogeneous. In addition, it must be
strong. So strong, that the Lorentz force dominates all other
forces. Therefore, charged particles do not follow straight
lines between collisions but follow strongly curved orbits
under the influence of the magnetic field. In fact, many
properties of a magnetically confined plasma are dominated
by the motion of the particles subject to the Lorentz force
qv × B. Here B is the macroscopic field, i.e., the sum
of externally applied field and the fields generated by the
plasma particles collectively, but excluding the microscopic
variations of the fields due to the individual particles.

The particle motion in the macroscopic field is the sub-
ject of this lecture. The microscopic fields, i.e., the interac-
tions between individual particles (“collisions”), cause devi-
ations from these particle orbits. Collisions in a plasma are
caused by Coulomb interactions between the particles, with
properties that are very different from collisions in a gas.

Firstly, the cross-section of Coulomb collisions is a
strongly decreasing function of the energies of the interact-
ing particles. Hence, the mean free paths of charged particles
in high-temperature fusion devices are very long and the par-
ticles will trace out their trajectories over distances that can
be comparable to or even larger than the size of the device
before they are swept out of their orbits by collisions.

Secondly, the Coulomb force is a long range interaction.
In a well-ionized plasma, particles rarely suffer large-angle
deflections in two-particle collisions. Rather, their orbits are
deflected through weak interactions with many particles si-
multaneously. Hence, the effects of collisions can be best
described statistically, in terms of distributions of particles.
The kinetic equation for the particle distribution function
will be discussed at the end of this chapter, with emphasis
on the role of the particle orbits, not the collisions.

The equations of motion of a particle with mass m and
charge q in electromagnetic fields E(x, t) and B(x, t) are,

ẋ = v, v̇ =
q
m
(E + v ×B), (1)

where the dot denotes the time derivative. Each of the N
plasma particles satisfies such equations. The solutions to
the 6N equations are the particle trajectories. These trajec-
tories determine the local charge and current density which
are the sources in Maxwell’s equations and which determine
the electromagnetic fields E and B. In turn, these fields de-
termine the particle trajectories. This self-consistent picture
is extremely complex.

However, as illustrated above, in a weakly collisional
plasma one can first study the behaviour of test particles in
given fields E(x, t) and B(x, t). The role of the particles
as sources of charge density and current in Maxwell’s equa-
tions is disregarded. The fields E and B of course obey the
subset of Maxwell’s equations,

∇×E = −∂B/∂t, ∇·B = 0. (2)

II. GYRATION AND DRIFT

A. Motion in a Constant Magnetic Field

Let us first consider the motion of a charged particle in the
presence of a constant magnetic field B,

mv̇ = q(v ×B).

The kinetic particle energy remains constant because the
Lorentz force is always perpendicular to the velocity and can
thus change only its direction, but not its magnitude. The
particle velocity can be decomposed into components paral-
lel and perpendicular to the magnetic field, v = v‖b + v⊥,
where b ≡ B/B is the unit vector in the direction of
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Figure 1: Definition of the gyro-angle φ (a) and guiding center (b).

B. The Lorentz force does not affect the parallel motion:
v‖ = constant. Only v⊥ interacts with B, leading to a
circular motion perpendicular to B. The centrifugal force
mv2⊥/r balances the Lorentz force qv⊥B for a gyration ra-
dius r equal to the “Larmor radius”

ρ ≡ mv⊥

|q|B .

If we set 1
2mv

2
⊥ = kT for the two dimensional thermal mo-

tion ⊥ B, we obtain ρ = (2mkT )1/2/|q|B. In a typical
fusion plasma (kT = 10 keV, B = 5T) the electrons have a
gyroradius of 67µm and deuterons 4.1mm.

The frequency of the gyration, called cyclotron fre-
quency ωc, follows from v⊥ = ωc ρ,

ωc = qB/m.

In fusion experiments the electron cyclotron frequency is
of the same order of magnitude as the plasma frequency.
Alhough the particle motion in a constant field is elemen-
tary, the following notation will also serve more complicated
cases. Let e1, e2 be unit vectors perpendicular to each other
and to b, and define co-rotating unit vectors (Fig. 1(a)):

e⊥(t) = e1 cos φ+ e2 sin φ,

eρ(t) = e2 cos φ− e1 sin φ, φ = φ0 − ωct.

As illustrated in Fig. 1(b), the particle position x can be de-
composed into a guiding center position R that moves with
velocity v‖b, and a rotating gyration radius vector ρ,

x = R+ ρ, (3a)

ρ = − m
qB2v ×B = ρ sgn(q) eρ, (3b)

v⊥ = ρ̇ = v⊥e⊥. (3c)

The particle trajectory is a helix around the guiding center
magnetic field line (Fig. 2).

ions electrons

magnetic
field

Figure 2: Orientation of the gyration orbits of electrons and ions in
a magnetic field. The guiding center motion is also shown.

Figure 3: ion and elec-
tron drifts mg/qB in a
gravitational field.

ion

electron

FgB

ρρρ

B. Drift due to an Additional Force

If, in addition to the Lorentz force, a constant force F acts
on the charged particle, the equation of motion is

mv̇ = q (v ×B) + F . (4)

The motion of the particle due to F can be separated from
the gyration due to B by using the guiding center as refer-
ence frame. Again the guiding center position R, the posi-
tion of the particle x, and the gyration radius vector ρ are
related as in Eq. (3). The velocity of the guiding center can
be obtained by differentiating the equation R = x− ρ,

vg ≡ Ṙ = ẋ− ρ̇

= v +
m
qB2 v̇ ×B

= v +
1
qB2 (qv ×B + F )×B.

Using (v×B)×B = −v⊥B
2 and v−v⊥ = v‖b we obtain

vg = v‖b+
F ×B
qB2 .

Thus, one sees that any force with a component perpendic-
ular to B causes a particle to drift perpendicular to both F
and B. The basic mechanism for a drift in this direction is
a periodic variation of the gyro-radius. When a particle ac-
celerates in a force field, the gyroradius increases and when
it slows down its gyroradius decreases, leading to the non-
closed trajectories shown in Fig. 3. The net effect is a drift
perpendicular to the force and the magnetic field.

A force parallel to B does not lead to a drift, but simply
causes a parallel acceleration as can be seen from Eq. (4).
Summarizing,

vg,⊥ =
F⊥ ×B
qB2 ,

dvg,‖
dt

=
F‖

m
. (5)

An example is the drift due to a constant gravitational
force Fg = mg perpendicular to the magnetic field. The re-
sulting drift velocity, vg = mg/qB, is in opposite directions
for electrons and ions (see Fig. 3). The net effect is a current
density. However, in laboratory plasmas vg is far to small to
be of importance (2×10−8m/s in a magnetic fieldB = 5T).

C. E ×B Drift

A different situation arises in the presence of a constant elec-
tric force qE. Since the electric force is in opposite direc-
tions for electrons and ions, the resulting drift velocity,
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Figure 4: E × B drift
of ions and electrons.

ion

electronE
B

vE =
E ×B
B2 , (6)

does not depend on the sign of the charge or the particles. It
is also independent of the particle mass and therefore iden-
tical for ions and electrons. Hence, this drift leads to a net
flow of the plasma, not to a current.

D. Polarization Drift

If the electric field is spatially constant but depends on time,
∂E/∂t 6= 0, the E × B drift (6) is not constant. Instead,
there is an acceleration ⊥ B which can be thought of as
being caused by a force

F = m
dvE

dt
=

m
B2

∂E
∂t

×B.

This force, according to Eq. (5), yields yet another drift,

vp =
F ×B
qB2 =

m
qB2

∂E
∂t

.

This secondary drift is the polarization drift, which depends
on the charge and the mass of the particle. The associated
current density is

jp =
ρm
B2

∂E
∂t

,

where ρm = mene+mini is the mass density. The electron
contribution to this current density is a factor O(me/mi)
smaller than the contribution from the ions.

E. Particle Drift in Inhomogeneous Magnetic Fields

For spatially slowly varying magnetic fields, Eq. (5) can still
be applied if the relative variation of B along one gyration
of the particle is small.

One type of field inhomogeneity that gives rise to a drift
is curvature of the magnetic field lines. For a particle that
moves along a curved magnetic field line the separation of
its velocity into v⊥ and v‖ changes with its position. This ef-
fect will be taken into account systematically in Section IV.
In the present section we will give an intuitive argument that
shows how field line curvature can cause drift motion. The
curvature is given by ∇‖b = −Rc/R

2
c , a vector ⊥ B. Here

∇‖ ≡ b ·∇ is the gradient along B and Rc is the curva-
ture radius shown in Fig. 5. A particle which follows the
curved field line with velocity v‖ experiences a centrifugal
force F c = mv2‖ Rc/R

2
c , which is responsible for the drift

velocity

vc =
mv2‖
qB2 B ×∇‖b. (7)

Figure 5: Inhomogeneous mag-
netic field. Relation between the
curvature radius and the field gra-
dient in a force-free magnetic field
(∇×B ‖ B).

B

Rc

grad B

The other inhomogeneity that results in a drift is the
transverse gradient of the magnetic field strength. The parti-
cle orbit has a smaller radius of curvature on that part of its
orbit located in the stronger magnetic field. This leads to a
drift perpendicular to both the magnetic field and its gradi-
ent. The drift is not the result of a constant force, and hence
Eq. (5) cannot be applied directly.

Instead we discuss the averaged effect of ∇B on the
gyro-orbit by considering the current I = qωc/2π associ-
ated with the gyro-motion of a charged particle. The mag-
netic moment is defined as the product of the current and the
area which is surrounded by the current. Since the area en-
compassed by the gyro-orbit equals πρ2, the magnetic mo-
ment per unit particle mass is

µ = πρ2
I
m

= πρ2
q2B

2πm2 =
v2⊥
2B

. (8)

The gyro-averaged force equals the force on a magnetic
dipole in a magnetic field gradient,

F∇B = −mµ∇B. (9)

Application of Eq. (5) to this force yields the ∇B-drift,

v∇B =
mv2⊥
2qB3 B ×∇B. (10)

The curvature and ∇B drifts are often comparable. In
a plasma in equilibrium one has approximately ∇×B ‖B.
For a pressure gradient ∇p = 0 this relation is exact. It
implies a relation between the curvature vector and ∇B, il-
lustrated in Fig 5,

∇‖b =
∇⊥B
B

. (11)

Using this relation, the ∇B and curvature drifts (10) and (7)
can be combined to

vc + v∇B =
m
qB3 (v

2
‖ + 1

2v
2
⊥)B ×∇B. (12)

Averaged over a thermal velocity distribution, this drift ve-
locity equals 2T/qBRc = 2vthρth/Rc.

As a first example of these drifts, consider the electrons
and protons captured in the earth’s magnetic field (trapping
in a magnetic field will be discussed in the next section).
Due to the gradient and curvature of the earth’s magnetic
field, the electrons and protons captured in this field drift
around the equator, the electrons from west to east and the
protons in the opposite direction, producing the so-called
‘electron current’ shown in Fig 6.
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trapped particle orbit

turning point

electron drift
proton drift magnetic field line

Figure 6: Electron and proton drifts in the Earth magnetic field.

F. Plasma Diamagnetism

The current of a gyrating particle generates a magnetic field
in the direction opposite to the given field B, so that a
plasma is diamagnetic. The contributions to the current den-
sity of neighbouring gyrating particles cancel each other in
a homogeneous plasma. The magnetization of the medium
is found by summing over all particles, M = −n〈mµ〉b. In
a thermal plasma 〈12mv2⊥〉 = T and therefore 〈mµ〉 = T/B
and M = −bp/B. Here n is the particle density and p the
pressure. If the pressure is not constant, the magnetization
causes a diamagnetic current

jD = ∇×M = −∇p×B

B2
.

This current precisely agrees with the force balance in a con-
ducting fluid, ∇p = j ×B. Here, the force per unit volume
j×B is the Lorentz force qv×B summed over all particles,
making use of j =

∑
nqv. If one views the electrons and

ions in the plasma as separate fluids, the diamagnetism is
found to give different contributions to the ion and electron
fluid velocities, the diamagnetic velocities,

vD,i = −∇pi ×B

qinB2
, vD,e =

∇pe ×B

enB2
,

which resemble drift velocities of the form (5). Their rela-
tion to the diamagnetic current is jD = niqivD,i−neevD,e.

III. ADIABATIC INVARIANTS

When a system performs a periodic motion, the action in-
tegral I =

∮
P dQ, taken over one period, is a constant

of motion, where P is a generalized momentum and Q the
corresponding coordinate. For slow changes of the system
(compared with the characteristic time of the periodic mo-
tion) the integral I remains constant and is called an ‘adia-
batic invariant’. More precisely: if the system changes on a
timescale τ , and the frequency of the periodic motion is ω,
then changes to I of the order ∆I ∼ e−ωτ can be expected.

A. Magnetic Moment

The first adiabatic invariant is the magnetic moment µ =
v2⊥/2B defined in Eq. (8), which is proportional to the mag-
netic flux πρ2B enclosed by the gyro-orbit. The periodic

Figure 7: Reflected
particle orbit in a
magnetic mirror.

grad B

plane of
reflection

particle orbit

B
<F>

F

motion is the Larmor gyration, P is the angular momentum
mv⊥ρ and the coordinateQ is the angle φ. We get

∮
P dQ =

∮
mv⊥ρ dφ = 2πρmv⊥ = 4π

m2

q
µ.

Note that µ is no longer a constant of motion if the charge q
changes, for instance due to ionization or charge exchange,
which preferentially occurs at the edge of the plasma.

B. Particle Trapping

The invariance of µ plays a role in magnetic mirrors. The
mirror effect occurs when a particle guiding center moves
towards a region with a stronger magnetic field. As Fig. 7
shows, field lines encountered by the particle gyro-orbit con-
verge. Hence the Lorentz force has a gyro-averaged compo-
nent opposite to ∇B. This mirror force ‖ B is precisely the
force on a magnetic dipole of strength µ in a gradient ∇‖B,
given by Eq. (9). According to Eq. (5) this force causes a
parallel deceleration

v̇‖ = −µ∇‖B. (13)

Since the particle experiences a magnetic field change Ḃ =
v‖∇‖B, Eq. (13) and the conservation of energy ǫ = 1

2v
2
⊥ +

1
2v

2
‖ = µB + 1

2v
2
‖ imply that the magnetic moment µ is

constant. In general, the change of the parallel velocity of a
particle in a (spatially or temporally) varying magnetic field
can be determined from the constancy of µ and ǫ in

v‖(B) = ±
√
2(ǫ− µB).

Figure 8 shows the principle of particle confinement in a

Figure 8: Magnetic field
lines of a simple axisym-
metric magnetic mirror.

coil coil B

B=Bmin B=Bmax

v ,0 vII,0

mirror machine. The criterion for the particle passing the
high field ends of the mirror machine (v‖ > 0) is

ǫ = 1
2v

2
‖,0 + µBmin > µBmax, (14)

where v‖,0 is the parallel velocity in the low field region. If
we divide equation (14) by µBmin = 1

2v
2
⊥,0, we obtain

v‖,0

v⊥,0
>

√
Bmax/Bmin − 1 (15)
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Figure 9: Vertical drifts
and associated E × B

drift in a toroidal field.
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as the criterion for particle loss. In laboratory plasmas
the mirror principle yields too large plasma losses at the
open ends to be a promising candidate for fusion reactors.
Coulomb collisions and certain instabilities cause a continu-
ous transfer of trapped particles into the loss region (15).

The earth’s magnetic field is also an example of a mag-
netic mirror. It forms two belts of confined charged particles
originating from the solar wind (see Fig. 6).

A second adiabatic invariant, the longitudinal invariant
J =

∮
mv‖ dℓ, is defined as the integral over the periodic or-

bit for trapped particles in mirror geometries. Defining the
lengthL between two turning points and the average longitu-
dinal velocity 〈v‖〉, the constant of motion is J = 2m〈v‖〉L.
When L decreases, 〈v‖〉 increases. This is the basis of the
Fermi acceleration principle of cosmic radiation.

C. Toroidal Systems: the Tokamak

The end losses inherent to mirror devices are avoided in the
closed geometry of toroidal systems. It is important to real-
ize that in a simple toroidal magnetic field (Fig. 9), the mag-
netic field curvature and gradient (Fig. 5) give rise to vertical
drifts that are in opposite directions for ions and electrons.
The resulting charge separation causes an outward E × B
drift for electrons and ions alike. A plasma in a toroidal field
alone will thus be unstable.

This conclusion can also be reached by considering the
Lorentz force j×B on the plasma as a whole instead of the
individual particle orbits. With the current density given by
j = ∇×B/µ0, it can be shown that this force cannot “point
inward” everywhere to confine a plasma in a purely toroidal
field.

Therefore, in toroidal plasma devices additional mag-
netic field components are required in order to reach a steady
state where the plasma pressure is balanced by magnetic
forces (∇p = j ×B). The required twisted magnetic field
is produced in tokamaks by the toroidal plasma current. As
a consequence, particles approximately move on closed to-
roidal surfaces labelled by the poloidal magnetic flux ψ.

The vertical drifts average to zero over one poloidally
closed particle orbit, as can be seen as follows. Because of
the toroidal symmetry of B, the canonical angular momen-
tum associated to the toroidal angle is conserved exactly,

Ptor = (mvtor − qAtor)R

= mRvtor − qψ

≃ mRv‖ − qψ = constant. (16)

R
r

ψ=constant

B=Btp

B=Bmax

(a) (b)

Figure 10: Projection of circulating (a) and trapped (b) particle
orbits on the poloidal plane. R is the distance to the vertical axis.

Hence, because v‖ remains in the range determined by ǫ and
µ, the particle remains in a bounded ψ zone and does not
escape in the vertical direction.

In a tokamak, the field strength has its maximum value
at the inside of the torus. A particle travelling along a field
line feels a periodic mirror force. If the energy and magnetic
moment of this particle have values such that ǫ > µBmax, the
particle is not reflected but continues its course and encircles
the torus. These are circulating or transit particles.

On the other hand, if ǫ < µBmax the particle is reflected
at the point where ǫ = µBtp (see Fig. 10). The particle
is trapped between magnetic mirrors and bounces between
turning points. Thus, in leading order the particle executes a
periodic motion along a field line.

The topology of the trajectories of trapped and circu-
lating particles are quite different. While transit particles
encircle the torus in the toroidal as well as in the poloidal
direction, trapped particles may encircle the torus in the to-
roidal direction but be poloidally confined to the low field
side of the torus. Due to this difference in topology, trapped
and circulating particles often behave as different species.

Equation (16) shows that, because v‖ of a trapped par-
ticle changes sign, its orbit is more strongly affected by the
vertical drift than is a transit particle orbit. The projection of
a trapped particle orbit on the poloidal plane of an axisym-
metric torus is sketched in Fig. 10. The flux surfaces are
assumed to have circular cross-sections. The width of this
orbit can easily be calculated from Eq. (16). It follows that
the total width, ∆r = ∆ψ/(∂ψ/∂r), of the orbit is

∆r = 2
mRv‖

q ∂ψ/∂r
= 2

v‖m

qBp,m/m
, (17)

where r is the cylindrical radius and v‖m is the value of the
parallel velocity at the midplane. Note that the denominator
in (17) is the gyro-frequency in the poloidal field at the mid-
plane Bp,m. More about the particle orbits in tokamaks can
be found in Refs. [1,2,3].
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KINETIC PLASMA THEORY (KT-1)

S. Poedts

Centre for mathematical Plasma Astrophysics, Dept. of Mathematics
KU Leuven, Celestijnenlaan 200 B, 3001 Leuven, Belgium

Abstract
First, the place of kinetic theory among other mathemati-
cal models to describe plasma physics is discussed. Next,
some basic kinetic concepts are introduced and the kinetic
plasma equations are described. The use of these equa-
tions is then demonstrated considering electron plasma
oscillations, a simple example of collective behaviour,
and deriving a fundamental plasma parameter, viz. the
plasma frequency, a fundamental plasma parameter. The
a surprising fundamental phenomenon Landau damping
is briefly discussed.

1 Introduction: theoretical models
in plasma physics

Different mathematical models exist for different kinds of
plasma processes. The model to be used or applied de-
pends on the kind of phenomenon to be studied. Three
kinds of theoretical description can be distinguished on
the basis of the chosen approach [1]:

1. the theory of the motion of individual charged par-
ticles in given magnetic and electric fields; e.g. the
motion of a charged, non-relativistic particle is de-
scribed by

m
dv

dt
= q(E + v ×B) , (1)

where E(r, t) and B(r, t) are given solutions of the
Maxwell’s equations, and one has to solve for the
particle velocity v(r, t). This model is useful to
describe gyration of particles in a magnetic field
and adiabatic invariants of this cyclotron motion, the

magnetic mirror effect, drifts, etc. But plasmas usu-
ally contain a lot of particles, e.g. a large Corona
Mass Ejection on the Sun involves up to 1030 par-
ticles, requiring a different model approach;

2. the kinetic theory of a such collections of charged
particles, describing plasma behavior on a micro-
scopic scale by means of particle distribution func-
tions fe,i(r,v, t), the evolution of which is most gen-
erally described by the Boltzmann dissipative equa-
tion (see below). There exists an alternative Particle-
In-Cell (PIC) approach, however, in which the par-
ticles are modelled as ’super particles’ or ’particle
clouds’ which are accelerated by the forces (Lorentz,
gravitational, etc.). This alternative approach will
described in module KT-2;

3. the fluid theory (MHD), describing plasma behavior
on a macroscopic scale in terms of averaged (over
v) functions of only r and t. The three basic steps
to get from kinetic theory to the plasma model are
discussed in the last section of this contribution.

Clearly, this is a rough division of model approaches and
there exist combinations, like hybrid models with one
or more species described in the fluid theory and other
species described in kinetic theory. Here, we will focus
on the kinetic plasma theory.

Why kinetic theory?

In the single particle orbit theory mentioned above, the in-
teractions between the particles is ignored. This is a valid
assumption only when the density of the charged parti-
cles is low enough. Plasmas, however, exhibit collective
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behaviour because of the large amount of interacting par-
ticles involved. As a result, a statistical approach can be
used to analyse its dynamics and this is precisely what
kinetic plasma theory does. In this sense, the kinetic de-
scription of plasma is fundamental. The position of par-
ticles is known in phase space, the space of all possible
values of position and momentum variables, making even
the electron scale accessible.

Of particular importance are kinetic or micro-
instabilities. These are short wavelength - high frequency
modes of the system that may grow in amplitude when the
charged particle species in a collisionless plasma posses
a non-maxwellian velocity distribution. In other words,
these modes are driven unstable by the kinetic anisotropy
of the plasma particles which provides a source of free
energy. The velocity distributions (microstates) measured
in-situ in space plasmas, for instance, often show de-
partures from thermodynamic (Maxwellian) equilibrium
in the form of temperature anisotropy, plasma flows or
beams (’strahls’), suprathermal tails, etc. These deviations
from thermal equilibrium and the micro-instabilities they
induce can be described only with a kinetic approach.

Here, we will not elaborate on the derivation of the
equation(s) describing the evolution of the plasma, which
was introduced by Ludwig Boltzmann in 1872 and con-
stitutes a vast amount of theoretical analysis (See, e.g. the
comprehensive treatise by Balescu [2]), but merely ex-
ploit the Boltzmann equation, one of the end results of
this work.

Closely following Goedbloed and Poedts [1], we will
first introduce some basic kinetic concepts (Section 4) and
consider a simple example of collective behaviour (Sec-
tion 5), viz. electron plasma oscillations, and derive the
plasma frequency, a fundamental plasma parameter. The
(Landau) damping of these oscillations through kinetic ef-
fects is then discussed briefly in Section 5. It will also be
discussed in modules KW-1 and KW-2 in this school. In
module KT-2, numerical simulation models based on ki-
netic theory will be discussed and some of the impressive
results will be demonstrated there.

2 Some basic plasma parameters
In Eq. (1) we did not specify the mass m and the charge
q of the particles. Clearly, they correspond to either elec-

trons (m = me , q = −e) or ions with mass number A
and charge number Z (i.e. multiples of the proton mass
and charge: m = mi = Amp , q = Ze). When we
consider such a charged particle in a constant magnetic
field in the z-direction, in the absence of an electric field:
B = Bez , E = 0 , we can get some insight by perform-
ing two simple vector operations on Eq. (1). First project
this equation B and using vector identities, we get that
v‖ = const because

m
dv‖
dt

= 0 . (2)

When we project the same equation on v, we get

d

dt
( 1
2mv

2) = 0 → 1
2mv

2 = const , (3)

which in combination with (2) yields that also v⊥ =
const. because

1
2mv

2
⊥ = const. (4)

Solving Eq. (1) more systematically, using v = dr/dt =
(ẋ, ẏ, ż), we get two coupled differential equations de-
scribing the motion in the perpendicular plane:

ẍ− Ω ẏ = 0 ,
(5)

ÿ + Ω ẋ = 0 ,

where

Ω ≡ |q|B
m

, (6)

is the gyro- or cyclotron frequency.
We here do not elaborate on the derivation (see [1]), but

the helical orbit consists of gyration (a periodic circular
motion) ⊥ B about a the guiding centre and with a the
gyro- or cyclotron radius

R ≡ v⊥
Ω

= const , (7)

and inertial motion ‖ B. The magnetic field B thus deter-
mines the geometry of the plasma.

Remarks that electrons and ions gyrate in opposite di-
rections (Fig. 1). Due to their mass difference, their gyro-
frequencies and gyro-radii are quite different:

Ωe ≡
eB

me
� Ωi ≡

ZeB

mi
,

(8)
Re ≡

v⊥,e
Ωe

� Ri ≡
v⊥,i
Ωi

(assuming Te ∼ Ti) .
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Figure 1: Gyration of electrons and ions in a mag-
netic field (source: [1]).

Inserting a magnetic field B = 3 T (= 30 kgauss), typical
for tokamaks, and the values for e, me, and mp, we find
for the angular frequencies of protons and electrons

Ωe = 5.3× 1011 rad s−1 (i.e., a freq. of 84 GHz) ,
(9)

Ωi = 2.9× 108 rad s−1 (i.e., a freq. of 46 MHz) .

Considering particles with thermal speed v⊥ = vth ≡√
2kT/m we can estimate the gyro-radii. For electrons

and protons at T̃ = 10 keV, i.e. Te = Ti = 1.16× 108 K,
we obtain

vth,e = 5.9× 107 m s−1 ⇒ Re ≈ 0.1 mm ,
(10)

vth,i = 1.4× 106 m s−1 ⇒ Ri ≈ 5 mm .

Adding a constant background electric field perpendic-
ular to the magnetic field, i.e. B = Bez , E = Eey ,
only slightly complicates the analysis. However, in this
case the gyration is superposed with a constant ’drift’ in
x−direction. Hence, the perpendicular electric field re-
sults in the so-called E×B drift (see [1]).

3 Kinetic model equations
The equations of the kinetic model consist of equa-
tions for the particle distribution functions combined with
Maxwell’s equations (13) which determine the electric
and magnetic fields E(r, t) and B(r, t).

3.1 The Boltzmann equation
Let us consider a plasma that consists of electrons and one
kind of ions. Clearly, the information on the individuality
of the particles is lost in the statistical description. How-
ever, the time-dependent distribution functions fα(r,v, t)
for the electrons and ions (α = e, i) contain relevant physi-
cal information on the plasma as a whole. The distribution
functions express the density of the representation points
of particles of type α in the six-dimensional phase space
which is formed by the three position coordinates (x, y, z)
and the three velocity coordinates (vx, vy, vz) (see, e.g.,
Bittencourt [3]). In other words, fα(r,v, t) d3r d3v rep-
resents the probable number of particles of type α in
the six-dimensional volume element d3r d3v centred at
(r,v). We here assume that the total number of parti-
cles, Nα ≡

∫∫
fαd

3r d3v , is constant. This is, of course,
not valid for plasmas that are in thermal and/or chemical
non-equilibrium, like the partially-ionized plasmas in the
lower solar atmosphere (photosphere and lower chromo-
sphere) and thermonuclear plasmas in which fusion reac-
tions create and annihilate particles. In such cases, more
than two distribution functions are needed, e.g. also one
for neutrals in the case of the solar photosphere, and the
respective total number of particles will not be constant.

We now make a distinction between the motion of in-
dividual particles and the motion of a collection of their
representative points in phase space, which is somehow
similar to the motion of a swarm of bees (versus the mo-
tion of a particular bee in the swarm). The ’swarm’ of
representative points is described by the the distribution
function fα(r,v, t), and its motion is given the total time
derivative of fα, using the chain rule we get:

dfα
dt
≡ ∂fα

∂t
+
∂fα
∂r
· dr
dt

+
∂fα
∂v
· dv
dt

=
∂fα
∂t

+v· ∂fα
∂r

+
qα
mα

(E + v ×B)· ∂fα
∂v

,(11)

where Eq. (1) has been used inserted in the second line.
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Here, the scalar products involving derivatives with re-
spect to the vectors r and v simply denote sums over
the products of the vector components, i.e. v · ∂/∂r ≡
vx ∂/∂x+vy ∂/∂y+vz ∂/∂z , and idem for the term with
∂/∂v . Notice also the subtle difference between d/dt for
the total time derivative and d/dt for ordinary time deriva-
tives. Liouville’s theorem ([5])states that, in the absence
of binary interactions between particles, dfα/dt = 0, i.e.
the density of representative points in phase space remains
constant.

Clearly, the behaviour of a collection of particles only
becomes interesting when these particles collide with
each other, i.e. interact. In 1872, Ludwig Boltzmann
derived an equation describing the time variation of the
distribution functions of electrons and ions. This kinetic
equation, called the Boltzmann equation reads:

∂fα
∂t

+v · ∂fα
∂r

+
qα
mα

(E + v ×B) · ∂fα
∂v

=

(
∂fα
∂t

)

coll

.

(12)
Note that here E(r, t) and B(r, t) consist of the contribu-
tions of the external fields plus that of the averaged inter-
nal fields originating from the long-range inter-particle in-
teractions. The right-hand side represents the effect of an
unspecified collision term which should model the short-
range inter-particle interactions, or ’collisions’. These are
the large-angle Coulomb collisions resulting from the cu-
mulation of the many small-angle velocity changes. A
first important objective of kinetic theory is to distinguish
between different (long- and short-range) interactions and
binary collisions and to determine on what ranges they
are valid, yielding different forms of this collision term.
One choice leads to the Landau collision integral (1936)
[7]. And when only the accumulated effects of the small-
angle collisions are taken into account, the above equa-
tion leads to the Fokker–Planck equation; and neglecting
all collisions, i.e. setting the RHS equal to zero, leads to
the Vlasov equation (1938) [12]. Another choice leads to
the Landau collision integral (1936) [7].

3.2 Maxwell’s equations
In order to obtain a closed system of equations the Boltz-
mann equation (12) (or the Vlasov equation in case
collisions can be ignored) for the distribution functions
fα(r,v, t) , are combined with Maxwell’s equations (13),

determining the electric and magnetic fields E(r, t) and
B(r, t) , and providing expressions (14) for the charge and
current density source terms τ(r, t) and j(r, t) . In mksA
units these equations are given by:





∇×E = −∂B
∂t

(Faraday) ,

∇×B = µ0j+
1

c2
∂E

∂t
(‘Ampère’), c2 = (ε0µ0)−1,

∇ ·E =
τ

ε0
(Poisson) ,

∇ ·B = 0 (no magnetic monopoles) .

(13)
We have ignored polarisation and magnetisation effects,
i.e. ε = ε0 and µ = µ0 so that D = ε0E and H =
(µ0)−1B , since these effects are absorbed in the defini-
tions of charge and current density:





τ =
∑
α qαnα

(α = e, i).
j =

∑
α qαnαuα

(14)

Here, nα and uα are the particle density and the macro-
scopic velocity of particles of type α.

The charge and current density source terms τ(r, t) and
j(r, t) are related to the particle densities and the average
velocities:

nα(r, t) ≡
∫
fα(r,v, t) d3v ,

and τ(r, t) ≡
∑

qαnα , (15)

uα(r, t) ≡ 1

nα(r, t)

∫
vfα(r,v, t) d3v ,

and j(r, t) ≡
∑

qαnαuα . (16)

This completes the microscopic equations.
Solving these kinetic equations in seven dimensions

(with the details of the single particle motions entering the
collision integrals) is a formidable task, even with the help
of present-day supercomputers. Hence, whenever possi-
ble, i.e. when the physical phenomenon that is studied al-
lows it, modelers will look for a macroscopic reduction.
Here, however, we will stick to the kinetic equations and
take up the challenge of solving them.
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4 Moment reduction
Macroscopic equations, i.e. equations that do not involve
details of velocity space any more can be obtained by ex-
panding in a finite number of moments of the Boltzmann
equation (12). These moments are obtained by first mul-
tiplying the equation with a function χ(v) and then inte-
grating over velocity space. The function χ consists of
powers of the velocity:

χ(v) =





1, zeroth moment;
v, first moment;
v2, second moment;
. . . ,

(17)

and the procedure is truncated after a finite number (5,
10, 20. . . ) of such moments. Clearly, taking moments
of the Boltsmann equation involves the moments of the
distribution function itself. For instance, the zeroth mo-
ment is associated with the particle density nα(r, t) and
the first moment is associated with the average velocity
〈v〉α ≡ uα(r, t), defined above. This expansion in mo-
ments clearly needs to be truncated in order to be prac-
tical. A popular truncation occurs already after the five
moments (one scalar + one vector + one scalar) indicated
explicitly in Eq. (17). This truncation is justified in the
transport theory. Macroscopic variables 〈g〉α(r, t) gen-
erally appear as averages of some phase space function
g(r,v, t) over the velocity space, i.e.

〈g〉α(r, t) ≡ 1

nα(r, t)

∫
g(r,v, t) fα(r,v, t) d3v .

(18)
Clearly, this definition assumes or requires that the distri-
bution functions fα decrease fast enough with v → ∞ in
order to yield a finite answer.

The systematic procedure of taking moments of the
Boltzmann equations also involves the determination of
the different moments of the collision term in the RHS.
The collision operator

(
∂fα
∂t

)

coll

≡ Cα , (19)

represents evolution of fα due to local collisions. It can
be decomposed in contributions Cαβ due to collisions of
particles α (e.g. electrons) with particles β (i.e. electrons

as well as ions):

Cα =
∑

β

Cαβ . (20)

So, e.g.Ci is the sum of the intraspecies collision operator
Cii, which represents the effect of ion-ion collisions, and
the interspecies collision operator Cie, which represents
the effect on the ions of ion-electron collisions. Cα is
thus an operator which maps functions of velocity space,
fi(v) and fe(v), to a function of velocity space, Cα(v).

The collision of course respect some constraints. For
instance, in the absence of fusion reactions, there is con-
servation of mass, i.e. the total number of particles α at a
certain position does not change by collisions with parti-
cles β: ∫

Cαβ d
3v = 0 . (21)

In a similar way, conservation of momentum yields
∫

vCii d
3v = 0 , (22)

and ∫
||v||2(Ci + Ce) d

3v = 0 ; (23)

while conservation of energy yields
∫

vCii d
3v = 0 , (24)

and ∫
||v||2(Ci + Ce) d

3v = 0 . (25)

More details of the derivation of these expressions and
on the procedure in general can be found in Goedbloed
and Poedts [1]. In order to give an idea of the proce-
dure, we will here only derive the lowest moment equa-
tion, which describes mass conservation.

As mentioned above, the zeroth moment is obtained by
integrating the Boltzmann equation (Eq. (12)) over veloc-
ity space. Doing this term by term, we get subsequently:

∫
∂fα
∂t

d3v =
∂nα
∂t

(def. (15)) ,
∫

v · ∂fα
∂r

d3v = ∇ · (nαuα) (def. (16)) ,
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∫
qα
mα

(E+v×B)· ∂fα
∂v

d3v = 0 (int. by parts),
∫
Cα d

3v = 0 (summing Eq. (21)) .

The continuity equation for particles of species α is ob-
tained by adding these four expressions, yielding

∂nα
∂t

+∇ · (nαuα) = 0 . (26)

Similarly, the first moment of the Boltzmann equation is
obtained by multiplying it with mαv and integrating this
expression over the velocities. This yields the momentum
equation:

∂

∂t
(nαmαuα) +∇·

(
nαmα〈vv〉α

)
−qαnα(E+uα×B)

=

∫
Cαβmαv d

3v . (27)

The scalar second moment of Eq. (12) is then obtained
by multiplying with 1

2mαv
2 and integrating over velocity

space. This yields the energy equation:

∂

∂t

(
nα

1
2mα〈v2〉α

)
+∇·

(
nα

1
2mα〈v2v〉α

)
−qαnαE·uα

=

∫
Cαβ

1
2mαv

2 d3v . (28)

See [1] for the explicit steps in the derivation of these
equations.

This chain of moment equations can be continued in-
definitely. Notice that each moment introduces a new un-
known whose temporal evolution is described by the next
moment of the Boltzmann equation. However, the infi-
nite chain must be truncated to be useful. In fluid theories
truncation is just after the above five moments: the conti-
nuity equation (26) (scalar), the momentum equation (27)
(vector), and the energy equation (28) (scalar), by mak-
ing additional assumptions. In (very) broad outlines, the
procedure can be summarized as follows:
(a) First, split the particle velocity v into an average part
uα and a random part ṽα, i.e.

ṽα ≡ v − uα , where 〈ṽα〉 = 0 . (29)

In this way thermal quantities can be defined, like

Tα(r, t)≡ mα

3k
〈ṽ2α〉 (temperature) , (30)

Pα(r, t)≡nαmα 〈ṽαṽα〉 = pαI + πα ,

pα ≡ nαkTα (stress tensor),(31)

hα(r, t)≡ 1
2nαmα 〈ṽ2αṽα〉 (heat flow) , (32)

Rα(r, t)≡mα

∫
Cαβṽαd

3v (momentum transfer),(33)

Qα(r, t)≡ 1
2mα

∫
Cαβ ṽ

2
α d

3v (heat transfer) . (34)

Note that in this notation I is the unit tensor, i.e. πα rep-
resents the off-diagonal terms of the pressure tensor P.
For instance, the Maxwell distribution for thermal equi-
librium:

f0α(r,v, t) = nα

(
mα

2πkTα

)3/2
exp

(
−mαṽ

2
α

2kTα

)
, (35)

is consistent with these definitions and makes the LHS of
the Boltzmann equation (12) vanish. This means that the
collision term on the RHS should vanish too, i.e. when the
two distributions have equal average velocities (ue = ui)
and temperatures (Te = Ti). The deviations from this
thermal equilibrium and the way in which collisions cause
relaxation to thermal equilibrium, is what plasma kinetic
theory is concerned with (Braginskii [4]).

(b) The temperature evolution equation is then trans-
formed into a pressure evolution equation by introducing
the ratio of specific heats, γ ≡ Cp/Cv = 5/3. The re-
sulting equations for nα, uα, and pα then appear rather
macroscopic, but still hide unsolved kinetic dependences
involving higher order moments and variables which in-
volve the unspecified collision operator.

(c) The obtained truncated set of moment equations is
then finally closed by exploiting the transport coefficients
derived by transport theory (Braginskii [4], Balescu [2]),
which concerns the deviations from local thermodynamic
equilibrium, expressed by Eq. (35). In this theory the dis-
tribution functions are developed in powers of a small pa-
rameter measuring these deviations. This results in trans-
port coefficients, determining relations between the ther-
mal quantities defined in Eqs. (30)–(34) and the gradients
of the macroscopic quantities. The second objective of ki-
netic theory is to provide these coefficients, which is again
a formidable task.
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Following [1], we will now present an application of
the two-fluid description (Section 5). It will be highly
simplified in the sense that most of the complicated terms
discussed above do not occur. Yet, this simple application
illustrates a very important basic physical mechanism at
work, namely collective electrostatic oscillations. After
that, we will return to the kinetic description in terms of
distribution functions and discuss how velocity space ef-
fects lead to Landau damping, a surprising kinetic phe-
nomenon (Section 6).

5 Collective phenomena: plasma os-
cillations

Chen [6] defines a plasma as a quasi-neutral gas of
charged and neutral particles which exhibits collective
behaviour. The typical size of a region in the plasma over
which charge imbalance due to thermal fluctuations may
occur, is the Debye length. In the present section, we will
extend these electric field concepts. We will first study
perturbations of quasi-neutrality in a cold plasma by typi-
cal plasma oscillations which are called Langmuir waves
(1929) 1. We then study how these oscillations are af-
fected by finite temperatures; first by including a finite
pressure, next by taking into account velocity space ef-
fects by applying the kinetic equations, which will lead to
the concept of Landau damping.

5.1 Cold plasma oscillations
We start by considering a highly simplified case, viz. that
of a cold plasma in the absence of a magnetic field (B =
0). In other words, all thermal effects are neglected (Pα,
hα, Rα, and Qα vanish). As a result, all the complicated
terms in the equations of motion vanish and the energy
equations can be dropped. For cold plasma oscillations
we thus just need to consider the continuity equations,

∂nα
∂t

+∇ · (nαuα) = 0 (α = e, i) , (36)

and the simplified (B = 0) momentum equations,

mα

(∂uα
∂t

+ uα · ∇uα
)

= qαE (α = e, i) . (37)

1named after the author who also introduced the term ‘plasma’ in
1923

The Poisson equation (13)(c) then enables us to deter-
mine the electric field in a self-consist manner, where the
charge density is obtained from Eq. (14)(a):

∇ ·E =
τ

ε0
=

e

ε0
(Zni − ne) . (38)

Remark that these equations form a complete set for the
variables ne,i(r, t), ue,i(r, t), and E(r, t) which describe
the problem of electrostatic oscillations.

One of the most fundamental properties of plasmas is
that they maintain approximate charge neutrality. As a
matter of fact, charge imbalances on a macroscopic scale
L would create huge electric fields (E ∼ τL/ε0) which
would accelerate the electrons and thus neutralise these
imbalances extremely fast. As a result, the plasma main-
tains almost perfect charge neutrality.

Charge imbalances do occur, however, on a finer time
and length scale, viz. in the form of typical oscillations.
For these plasma oscillations, we can consider the heavy
ions (mi � me) as a fixed (ui = 0) neutralising back-
ground in which only the light electrons move (ue 6= 0).
When a small region inside the plasma is then perturbed,
by displacing the electrons in that region, the charge neu-
trality is disturbed (ne 6= Zni). The problem is then com-
pletely determined by the electron variables (the two ion
equations (36) and (37) for α = i may be dropped):

ne ≈ n0 + n1(r, t) ,
(39)

ue ≈ u1(r, t) ,

whereas the ion variables simplify to

ni ≈ n0/Z = const , ui ≈ 0 . (40)

Here, the subscripts 0 and 1 refer to the constant back-
ground and the (small) perturbations, respectively. The
small density perturbation |n1(r, t)| � n0 occurs in a
small region of the plasma. We can thus linearize the
equations, i.e. we can neglect terms involving products
of perturbations since these are much smaller than the lin-
ear terms. As a result, the small electric field E1 that is
created is proportional to n1 and creates a small electron
flow velocity u1 , which is also proportional to n1.

A complete set of equations is thus obtained, consisting
of the linearized electron density equation (36), the mo-
mentum equation (37) (both with α = e), and the Poisson
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equation (38):

∂n1
∂t

+ n0∇ · u1 = 0 ,

me
∂u1

∂t
= −eE1 , (41)

∇ ·E1 =
τ1
ε0

= − e

ε0
n1 .

Eliminating u1 and E1 then yields a single wave equation
for n1:

∂2n1
∂t2

= −n0∇·
∂u1

∂t
=
n0e

me
∇·E1 = − n0e

2

ε0me
n1 . (42)

5.2 Plasma frequency and Debye length
The solutions of the wave equation (42) can be written
in the form n1(r, t) = n̂1(r) exp(−iωt). They represent
plasma oscillations, which are electron density oscilla-
tions with a characteristic frequency, called the electron
plasma frequency:

ω = ±ωpe , ωpe ≡
√
n0e2

ε0me
. (43)

This frequency is one of the fundamental parameters of
a plasma and is usually very high (because me is very
small). It provides a diagnostic for the determination
of the plasma density since it depends only the plasma
density. In tokamak plasmas, a typical density n0 =
1020 m−3 gives

ωpe = 5.7× 1011 rad s−1 (i.e. 91 GHz) ,

which is of the same order of magnitude as the electron
cyclotron frequency for tokamaks with very strong mag-
netic fields (B ∼ 3 T).

Remark that in cold plasma theory the spatial form of
the amplitude n̂1(r) of the plasma oscillations is not de-
termined. This is different for ‘warm’ plasmas, where de-
viations from charge neutrality due to thermal fluctuations
occur in small regions of a size of the order of the Debye
length

λD ≡
√
ε0kBTe
n0e2

=
vth,e√
2ωpe

. (44)

Note that we here indicate the Boltzmann constant with a
subscript, kB, to distinguish it from the wave number k of

the waves that now enters the analysis. For thermonuclear
plasmas, with T̃ = 10 keV, vth,e = 5.9 × 107 m s−1,
ωpe = 5.7× 1011 rad s−1 gives

λD = 7.4× 10−5 m ≈ 0.07 mm ,

i.e. the Debye length is of the order of the electron gyro-
radius Re.

5.3 (Finite pressure) Plasma oscillations
In warm plasmas, the frequency of the plasma oscilla-
tions becomes dependent on the wavelength because of
the above-mentioned thermal fluctuations. The thermal
contributions may be computed by means of the two-fluid
equations for an unmagnetised plasma (B = 0), assum-
ing an isotropic pressure and neglecting heat transport and
collisions. Assuming immobile ions again and linearising
these equations for the electrons, like we did before for a
cold plasma, we now get a modified eigenvalue problem
where the pressure p0 = n0kBT0, i.e. the temperature, of
the background plasma enters:

∂n1
∂t

+ n0∇ · u1 = 0 , (45)

n0me
∂u1

∂t
+∇p1 = −en0E1 , (46)

∂p1
∂t

+ γp0∇ · u1 = 0 , (47)

∇ ·E1 = − e

ε0
n1 . (48)

Assuming plane waves in the x-direction, and ignoring
spatial dependencies in the y- and z-directions,

n1(x, t) = n̂1ei(kx−ωt), (49)

(and similar expressions for u1, p1, E1), the gradients
∇ → ikex and the time derivatives ∂/∂t → −iω, so that
Eqs. (45)–(48) become an algebraic system of equations
for the amplitudes n̂1, û1, p̂1, and Ê1. The dispersion
equation is obtained from the determinant and reads

ω2 = ω2
pe(1 + γk2λ2D) . (50)

Notice that here, since the oscillations are one-
dimensional, we should exploit the value γ = 3 (see
Chen [6], Chapter 4). Remark that the (c)old result (43)
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is recovered for long wavelengths, where k2λ2D � 1, but
there is a large effect now on the oscillations for wave-
lengths of the order of or smaller than the Debye length.
However, However, this thermal correction of the depen-
dence of ω on k turns out to be incomplete as misses the
damping obtained in the proper kinetic derivation. We
will discuss this briefly in the next section.

6 Collective phenomena: Landau
damping

Following Goedbloed and Poedts [1], we remark that a
more refined analysis of longitudinal plasma oscillations
for ‘warm’ plasmas should take velocity space effects
into account, exploiting the Vlasov, or collisionless Boltz-
mann, equation (12) (with vanishing RHS) for the per-
turbations f1(r,v, t) of the electron distribution function.
Considering again plane wave solutions ∼ exp i(k · r −
ωt), one immediately runs into a mathematical problem:

∂f1
∂t

+v · ∂f1
∂r

= −i(ω−k ·v) f1 =
e

me
E1 ·

∂f0
∂v

, (51)

so that inversion of the operator ∂/∂t + v · ∂/∂r, to ex-
press f1 in terms of E1, leads to singularities for every
ω − k · v = 0 . Landau (1946) [8] performed a proper
treatment of the related initial value problem, and showed
that these singularities give rise to damping of the plasma
oscillations, now called Landau damping. Since there is
no dissipation as we are considering a purely collisionless
medium here, this is a surprising phenomenon! Twenty
years later, Malmberg and Wharton [9] verified the phe-
nomenon of Landau damping experimentally. In fact,
later (1968) these authors also demonstrated that the in-
formation contained in the initial signal may be recovered
by means of plasma wave echos, i.e. it is not lost.

Van Kampen (1955) [10, 11] considered a complemen-
tary approach to the electrostatic plasma oscillations by
means of a normal mode analysis. In this approach, the
singularities ω − k · v = 0 lead to a continuous spec-
trum of singular, δ-function type, modes (the Van Kam-
pen modes), which constitute a complete set of ‘improper’
eigenmodes for this system. Damping occurs because of
phase mixing, a package of those modes rapidly loses its
spatial phase coherence.

6.1 Landaus solution of the initial value
problem

For a more careful analysis, which is beyond the level
of this introductory chapter, we refer to Goedbloed and
Poedts [1].

Landau’s careful study of the initial value problem of
electrostatic plasma oscillations shows that there is an im-
portant contribution of the singularities v = vph ≡ ω/k
where the particles are in resonance with the phase veloc-
ity of the waves. For a Maxwell distribution, the solution
of the dispersion equation (obtained by Landau) for long
wavelengths (kλD � 1) is given by

ω ≈ ωpe
{

1 + 3
2k

2λ2D

− i
√

π
8 (kλD)−3 e−

1
2 (kλD)−2− 3

2

}
, (52)

where the imaginary part represents damping of the
waves. For long wavelengths, this damping is exponen-
tially small. For short wavelengths (kλD ∼ 1), the damp-
ing becomes very strong so that wave motion with wave-
lengths smaller than the Debye length becomes impossi-
ble.

7 From kinetic theory to fluid de-
scription

In this section we come back to the text of Goedbloed
and Poedts [1]. We have seen that kinetic theory involves
the detailed evolution of the distribution functions on very
short length and time scales, such as the Debye length λD
and the plasma frequency ωpe. The development of the
fluid picture of plasmas from the kinetic theory involves
three major steps, illustrated in Fig. 2:

(a) Collisionality The formulation of the lowest mo-
ments (26)–(28) of the Boltzmann equation in Section 4
and the transport closure relations mentioned there, was
the first step, yielding a system of two-fluid equations in
terms of the ten variables ne,i, ue,i, Te,i. To establish the
two fluids, the electrons and ions must undergo frequent
collisions:

τH � τi

[
� τe

]
, (53)
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Figure 2: Different theoretical plasma models and
their connections.

with τH the time scale on which the hydrodynamic de-
scription is valid, while τe and τi indicate the collisional
relaxation times of the electrons and ions respectively.

(b) Macroscopic scales Since the two-fluid equations
still involves the small length and time scales of the funda-
mental phenomena we have encountered, viz. the plasma
frequency ωpe, the cyclotron frequencies Ωe,i, the Debye
length λD, and the cyclotron radii Re,i, the essential sec-
ond step towards the magnetohydrodynamics (MHD) de-
scription of plasmas is to consider large length and time
scales:

λMHD ∼ a� Ri , τMHD ∼ a/vA � Ω−1i . (54)

Hence,the larger the magnetic field strength, the more
easy these conditions are satisfied. On these scales, the
plasma is considered as a single conducting fluid without
distinguishing its individual species.

(c) Ideal fluids The third and final step is to consider
the plasma dynamics on time scales faster than the slow
dissipation connected with the decay of the macroscopic
variables, in particular the resistive decay of the magnetic
field:

τMHD � τR ∼ a2/η . (55)

This condition is well satisfied for the relatively small
sizes of fusion machines, and very easily for the huge
sizes of astrophysical plasmas, and leads to the model of
ideal MHD.
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Kinetic Plasma Simulation:
Particle In Cell Method
Giovanni Lapenta Center for mathematical Plasma Astrophysics, KU Leuven, Belgium

The classical or relativistic description of the nat-
ural world is based on describing the interaction of
elements of matter via force fields. The example that
will guide the discussion is that of a plasma com-
posed of charged particles but the discussion would
be similar and easily replicated for the case of gravi-
tational forces. In the case of a plasma, the system is
composed by charged particles (for example negative
electrons and positive ions) interacting via electric
and magnetic fields.

If we identify each particle with a label p and their
charge with qp, position with xp, position with vp,
the force acting on the particles is the combination
of the electric and magnetic (Lorentz) force:

Fp = qpE(xp) + vp ×Bp(xp) (1)

The force acting on the particles is computed from
the electric and magnetic fields evaluated at the
particle position.

The electric and magnetic fields are themselves cre-
ated by the particles in the system and by additional
sources outside the system (for example magnets
around the plasma or external electrodes). The fields
are computed by solving the Maxwell’s equations:

∇ ·E =
ρ

ε0
∇×E = −∂B

∂t

∇ ·B = 0 ∇×B = µ0J + µ0ε0
∂E

∂t

(2)

1 Types of interacting systems

A key point in the derivation of the particle in cell
method is the consideration of how the sources in
the Maxwell’s equations ought to be computed. In
principle since the system is made of a collection

of particles of infinitesimal size, the sources of the
Maxwell’s equations are distributions of contribu-
tions one for each particle.

Figure 1 summarises visually the situation. Let us
consider a system made by a collection of particles,
each carrying a charge situated in a box with the
side of the Debye length, λD (the box is 3D but
is depicted as 2D for convenience). We choose the
Debye length because a basic property of plasmas is
to shield the effects of localized charges over distances
exceeding the Debye length. Of course the shielding
is exponential and the effect is not totally cancelled
over one Debye length, but such a length provides
a conventional reasonable choice for the interaction
range. The electric field in each point of the box is
computed by the superposition of the contribution
of each particle.

Figure 1: A strongly coupled system.

Let us conduct an ideal thought experiment based
on using a experimental device able to detect the
local electric field in one spatial position. Such an ex-
perimental device exists, but the determination of the
local electric field remains a difficult but not impos-
sible task. At any rate we try to conduct a thought
experiment where in no step any law of physics is

1

76



Giovanni Lapenta Particle In Cell Method giovanni.lapenta@wis.kuleuven.be

violated but where the difficulties of experimental
work are eliminated.

If we consider the configuration in Fig. 1, we note
that within the domain there are few particles and
the measurement obtained by our fantastic electric
field meter would be very jumpy. The particles in
the box move constantly, interacting with each other
and agitated by their thermal motion. As a particle
passes by the detector, the measurement detects a
jump up and when a particle moves away it detects
a jump down. On average at any given time very
few particles are near the detector and their specific
positions are key in determining the value measured.
The effect of a given particle on the electric field at
the location of measurement decays very rapidly with
the distance and only when the particle is nearby
the effect is strong.

The same effect is detected by each of the particles
in the system. The electric field each particle feels
is a the sum of the contributions of all others but
only when another particle passes by the electric
field would register a jump: in common term this
event is called a collision. The particle trajectories
would then be affected by a series of close encounters
registered as jumps in the trajectory.

The system described goes in the language of ki-
netic theory as a strongly coupled system, a system
where the evolution is determined by the close en-
counters and by the relative configuration of any two
pairs of particles. The condition just described is
characterised by the presence of few particles in the
box: ND = nλ3

D is small.

The opposite situation is that of a weakly coupled
system. The corresponding configuration is described
in Fig. 2.

Figure 2: A weakly coupled system.

Now the system is characterised by being com-
posed by an extremely large number of particles. In
any given point, the number of particles contributing
to the electric field is very large. Regardless of the

particle motion, the field is given by the superposi-
tion of many contributions. As a consequence, by
simple averaging of the effects of all the particles
contributing to the measurement, the measurement
is smooth and does not jump in time. Similarly the
trajectory of a particle is at any time affected by a
large number of other particles. The trajectory is
smooth and witjout jumps. These systems are called
weakly coupled. If in the strongly coupled system,
the characteristic feature was the presence of a suc-
cession of collisions, in the weakly coupled system,
the characteristic feature is the mean field produced
by the superposition of contributions from a large
number of particles.

2 Description of interacting
systems

The discriminant factor in the previous discussion
was the number of particles present in the box under
consideration. If we choose the conventional box
with side equal to the Debye length, the number of
particles present is

ND = nλ3
D (3)

where n is the plasma density.

A system is considered weakly coupled when ND

is large and strongly coupled when ND is small.

This concept can be further elaborated by con-
sidering the energies of the particles in the system.
The particles in the box are distributed in a non-
uniform, random way, but on average, the volume
associated with each particle is simply the volume
of the box, λ3

D, divided by the number of particles
in the box, ND. This volume, Vp = n−1, can be
used to determine the average interparticle distance,

a = V
1/3
p ≡ n−1/3. This relation provides an average

statistical distance. The particles are distributed
randomly and their distances are also random, but
on average the interparticle distance is a.

The electrostatic potential energy between two
particles with separation a is

Epot =
q2

4πε0a
(4)

where we have assumed equal charge q for the two
particles. Conversely, from statistical physics, the
kinetic energy of the particles can be computed to
be of the order of

Eth = kT (5)
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where k is the Boltzmann constant.

A useful measure of the plasma coupling is given by
the so-called plasma coupling parameter, Λ, defined
as:

Λ =
Eth
Epot

=
4πε0akT

q2
(6)

Recalling the definition of Debye length (λD =
(ε0kT/ne

2)1/2) and the value of a obtained above, it
follows that:

Λ =
4πε0kT

q2n1/3
≡ 4πN

2/3
D (7)

The plasma parameter gives a new physical mean-
ing to the number of particles per Debye cube. When
many particles are present in the Debye cube the
thermal energy far exceed the potential energy, mak-
ing the trajectory of each particle little influenced
by the interactions with the other particles: this is
the condition outlined above for the weakly coupled
systems. Conversely, when the coupling parameter
is small, the potential energy dominates and the tra-
jectories are strongly affected by the near neighbour
interactions: this is the condition typical of strongly
coupled systems.

3 Computer simulation

A computer simulation of a system of interacting
particles can be conducted in principle by simply
following each particle in the system. The so-called
particle-particle (PP) approach describes the motion
of N particles by evolving the equations of Newton
for each of the N particles taking as a force acting
on the particle the combined effect of all the other
particles in the system.

The evolution is discretized in many temporal
steps ∆t, each chosen so that the particles move
only a small distance, and after each move the force
is recomputed and a new move is made for all the
particles. If we identify the particle position and
velocity as, respectively, xp and vp, the equations of
motion can be written as:

xnewp = xoldp + ∆tvoldp

vnewp = voldp + ∆tFp

(8)

The main cost of the effort is the computation of
the force which requires to sum over all the particles
in the system,

Fp =
∑
p′

Fpp′ (9)

where Fpp′ is the interaction force between two par-
ticles p and p′. For example in the case of the elec-
trostatic force,

Fpp′ =
qpqp′

4πε0|xp − xp′ |2
·
xp − xp′

|xp − xp′ |
(10)

where in practice all forces are computed with the old
values of the particle positions available at a given
time. Once the force is computed the new velocities
can be computed. Then the new positions can be
computed and the cycle can be repeated indefinitely.

For each particle, the number of terms to sum to
compute the force is N − 1, and considering that
there are N particles, but that each pair needs to
be computed only once, the total number of force
computations is N(N − 1)/2.

For strongly coupled systems, where the number of
particles per Debye cube is small, the PP approach
is feasible and forms the basis of the very success-
ful molecular dynamics method used in condensed
matter and in biomolecular studies. We refer the
reader to a specific text on molecular dynamics to
investigate the approach more in depth [FS02]. The
approach is also used in the study of gravitational
interactions, for example in the cosmological studies
of the formation and distribution of galaxies. In that
case, specifically the dark matter is studied with
a PP approach. The PP approach can be made
more efficient by using the Barnes-Hut or tree al-
gorithm [BH86] that can reduce the cost (but not
without loss of information) to O(N logN).

Even with the reduced cost of the tree algorithm,
PP methods cannot be practical for weakly coupled
systems where the number of particles is very large.
As the number of particles increases, the cost scales
quadratically (or as N logN) and makes the com-
putational effort unmanageable. In that case, one
cannot simply describe every particles in the system
and a method must be devised to reduce the descrip-
tion to just a statistical sample of the particles. This
is the approach described in the next section.

4 Finite size particles

The key idea behind the simulation of weakly coupled
systems is to use as building block of the model not
single particles but rather collective clouds of them:
each computational particle (referred to sometimes
as superparticle) represents a group of particles and
can be visualised as a small piece of phase space.
The concept is visualized in Fig. 3.

The fundamental advantage of the finite-size par-
ticle approach is that the computational particles,

XII Carolus Magnus Summer School on Plasma and Fusion Energy Physics Page 3 of 10
78



Giovanni Lapenta Particle In Cell Method giovanni.lapenta@wis.kuleuven.be

Figure 3: Finite size particle.

being of finite size, interact more weakly than point
particles. When two point particles interact, for ex-
ample via coulombian force, the repulsive or attrac-
tive force grows as the particles approach, reaching
a singularity at zero separation. Finite size particles
instead, behave as point particles until their respec-
tive surfaces start to overlap. Once overlap occurs
the overlap area is neutralized, not contributing to
the force between the particles. At zero distances
when the particles fully overlap (assuming here that
all particles have the same surface) the force be-
come zero. Figure 4 shows the force between two
spherical charged particles as a function of their dis-
tance. At large distances the force is identical to the
Coulomb force, but as the distance becomes smaller
than the particle diameter, the overlap occurs and
the force starts to become weaker than the corre-
sponding Coulomb force, until it becomes zero at
zero separation.

Figure 4: Interactions between finite size particles. Re-
produced from [Daw83].

The use of finite-size computational particles al-
lows to reduce the interaction among particles. Re-
calling the definition of plasma parameter, the use of
finite-size particles results in reducing the potential

energy for the same kinetic energy. The beneficial
consequence is that the correct plasma parameter
can be achieved by using fewer particles than in the
physical system. The conclusion is that the correct
coupling parameter is achieved by fewer particles
interacting more weakly. The realistic condition is
recovered.

5 Particle in Cell Method

The idea of the particle in cell (PIC, also referred
to as particle-mesh, PM) method is summarised in
Fig. 5. The system is represented by a small number
of finite-size particles all interacting via the correct
potential at distances beyond the overlap distance,
but correcting the effect of fewer particles at small
distances by the reduced interaction potential.

Figure 5: A system of finite size particles.

The end result is that the electric field fluctuations
in the system are correctly smooth as they should
be in a weakly coupled system. The reason now is
not that at any time a very large number of particles
average each other but rather that the effect of the
few particles close to the measure point is weak.

Similarly the trajectory of particles are smooth as
in the real system but not because each particle is
surrounded by a very large number of near neigh-
bours. Rather the few near neighbours produce weak
interactions.

The collective effect is still correct as the long range
interaction is unmodified and reproduces correctly
the physical system.

6 Mathematical Derivation of the
PIC method

We consider there the procedure for deriving the PIC
method. Two classic textbooks [HE81, BL04] and a
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review paper [Daw83] report a heuristic derivation
based on the physical properties of a plasma. We
consider here a different approach aimed at making
a clear mathematical link between the mathematical
model of the plasma and its numerical solution. To
make the derivation as easy as possible, while retain-
ing all its fundamental steps we consider the following
1D electrostatic and classical plasma. The extension
to 3D electromagnetic plasmas is no more difficult
but clouded by the more complicated notation.

The phase space distribution function fs(x, v, t)
for a given species s (electrons or ions), defined as
the number density per unit element of the phase
space (or the probability of finding a particle in a dx
and dv around a certain phase space point (x, v)), is
governed by the Vlasov equation:

∂fs
∂t

+ v
∂fs
∂x

+
qsE

ms

∂fs
∂v

= 0 (11)

where qs and ms are the charge and mass of the
species, respectively.

The electric field in the electrostatic limit is de-
scribed by the Poisson’s equation for the scalar po-
tential:

ε0
∂2ϕ

∂x2
= −ρ (12)

where the net charge density is computed from the
distribution functions as:

ρ(x, t) =
∑
s

qs

∫
fs(x, v, t)dv (13)

6.1 Numerical Approach

The PIC method can be regarded as a finite element
approach but with finite elements that are them-
selves moving and overlapping. The mathematical
formulation of the PIC method is obtained by assum-
ing that the distribution function of each species is
given by the superposition of several elements (called
computational particles or superparticles):

fs(x, v, t) =
∑
p

fp(x, v, t) (14)

Each element represents a large number of physical
particles that are near each other in the phase space.
For this reason, the choice of the elements is made in
order to be at the same time physically meaningful
(i.e. to represent a bunch of particles near each
other) and mathematically convenient (i.e. it allows
the derivation of a manageable set of equations).

The PIC method is based upon assigning to each
computational particle a specific functional form for

its distribution, a functional form with a number of
free parameters whose time evolution will determine
the numerical solution of the Vlasov equation. The
choice is usually made to have two free parameters in
the functional shape for each spatial dimension. The
free parameters will acquire the physical meaning of
position and velocity of the computational particle.
The functional dependence is further assumed to be
the tensor product of the shape in each direction of
the phase space:

fp(x, v, t) = NpSx(x− xp(t))Sv(v − vp(t)) (15)

where Sx and Sv are the shape functions for the
computational particles and Np is the number of
physical particles that are present in the element
of phase space represented by the computational
particle.

A number of properties of the shape functions
come from their definition:

1. The support of the shape functions is compact,
to describe a small portion of phase space, (i.e.
it is zero outside a small range).

2. Their integral is unitary:∫ ∞
−∞

Sξ(ξ − ξp)dξ = 1 (16)

where ξ stands for any coordinate of phase space.

3. While not strictly necessary, Occam’s razor sug-
gests to choose symmetric shapes:

Sξ(ξ − ξp) = Sξ(ξp − ξ) (17)

While these definitions still leave very broad free-
dom in choosing the shape functions, traditionally
the choices actually used in practice are very few.

6.2 Selection of the particle shape

The standard PIC method is essentially determined
by the choice of Sv, the shape in the velocity direction
as a Dirac’s delta:

Sv(v − vp) = δ(v − vp) (18)

This choice has the fundamental advantage that
if all particles within the element of phase space
described by one computational particle have the
same speed, they remain closer in phase space
during the subsequent evolution.

The original PIC methods developed in the 50’s
were based on using a Dirac’s delta also as the shape
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function in space. But now for the spatial shape
functions, all commonly used PIC methods are based
on the use of the so-called b-splines. The b-spline
functions are a series of consecutively higher order
functions obtained from each other by integration.
The first b-spline is the flat-top function b0(ξ) defined
as:

b0(ξ) =

{
1 if |ξ| < 1/2
0 otherwise

(19)

The subsequent b-splines, bl, are obtained by succes-
sive integration via the following generating formula:

bl(ξ) =

∫ ∞
−∞

dξ′b0(ξ − ξ′)bl−1(ξ′) (20)

Figure 6 shows the first three b-splines.

Figure 6: First three b-spline functions.

Based on the b-splines, the spatial shape function
of PIC methods is chosen as:

Sx(x− xp) =
1

∆p
bl

(
x− xp

∆p

)
(21)

where ∆p is the scale-length of the support of the
computational particles (i.e. its size). A few PIC
codes use splines of order 1 but the vast majority
uses b-splines of order 0, a choice referred to as
cloud in cell because the particle is a uniform square
cloud in phase space with infinitesimal span in the
velocity direction and a finite size in space.

7 Derivation of the equations of
motion

To derive the evolution equations for the free param-
eters xp and vp, we require that the first moments
of the Vlasov equation to be exactly satisfied by

the functional forms chosen for the elements. This
procedure require some explanations:

1. The Vlasov equation is formally linear in fs and
the equation satisfied by each element is still
the same Vlasov equation. The linear superposi-
tion of the elements gives the total distribution
function and if each element satisfies the Vlasov
equation, the superposition does too. A caveat,
the electric field really depends on fs making the
Vlasov equation non-linear. As a consequence
the electric field used in each Vlasov equation for
each element must be the total electric field due
to all elements, the same entering the complete
Vlasov equation for fs:

∂fp
∂t

+ v
∂fp
∂x

+
qsE

ms

∂fp
∂v

= 0 (22)

2. The arbitrary functional form chosen for the
elements does not satisfy exactly the Vlasov
equation. The usual procedure of the finite
element method is to require that the moments
of the equations be satisfied.

We indicate the integration over the spatial and
velocity domain by the symbol < . . . >≡

∫
dx
∫
dv.

7.1 Moment 0

The zeroth order moment (< V lasov >) gives:

∂ < fp >

∂t
+

〈
v
∂fp
∂x

〉
+

〈
qsE

ms

∂fp
∂v

〉
= 0 (23)

where we used the interchangeability of the integra-
tion in dxdv and of the derivation over time. The
second and third term are zero, as:∫

∂fp
∂x

dx = fp(x = +∞)− fp(x = −∞) = 0

where the last equality follows from the compact sup-
port of fp, assumed in the definition of the elements.
A similar calculation holds for the term with the
derivative over v. Recalling that < fp >= Np, it
follows:

dNp

dt
= 0 (24)

The application of the first zeroth order moment
leads to the establishment of the conservation of
the number of physical particles per computational
particle.
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7.2 Moment 1x

The application of the first order moment in x, (<
x · V lasov >) gives:

∂ < fpx >

∂t
+

〈
vx
∂fp
∂x

〉
+

〈
x
qsE

ms

∂fp
∂v

〉
= 0 (25)

The last term is still zero by virtue of integration
over v, the other terms, instead, are new. The first
term is:

< fpx >= Np

∫
Sv(v − vp)dv

∫
xS(x− xp)dx

where the first integral is 1 by definition of Sv as
a function of unitary integral and the second ex-
presses the first order moment of Sx. Recalling the
assumption of symmetry of Sx, that moment equals
xp:

< fpx >= Npxp

The third term requires the integration of:∫
vdv

∫
x
∂fp
∂x

dx =

∫
v [fp(x = +∞)− fp(x = −∞)]xdv −

∫
vfdxdv =

− < fpv >

where integration by part has been used. The integral
can be computed as above, reversing the roles of x
and v:

< fpv >= Np

∫
vSv(v−vp)dv

∫
S(x−xp)dx = Npvp

using the parity of Sv. The end result of applying
the first order moment in x is:

dxp
dt

= vp (26)

7.3 Moment 1v

The application of the first order moment in v, (<
v · V lasov >) gives:

∂ < fpv >

∂t
+

〈
v2∂fp
∂x

〉
+

〈
v
qsE

ms

∂fp
∂v

〉
= 0 (27)

The second term is still zero by virtue of integration
over x, as in the case of the zeroth order moment.
The first term has already been computed above.
The remaining term must be computed:∫

qsE

ms
dx

∫
v
∂fp
∂v

dv = −
∫
qsE

ms
dx

∫
fsdv =

〈
qsE

ms
fs

〉

using again integration by part and the finite support
of the elements.

The remaining integral defines a new important
quantity, the average electric field acting on a com-
putational particle, Ep:〈

qsE

ms
fs

〉
= −Np

qs
ms

Ep

where the electric field on a computational particle
is:

Ep =

∫
Sv(v − vp)dv

∫
Sx(x− xp)E(x)dx (28)

Recalling the property of Sv, the formula for Ep
simplifies to:

Ep =

∫
Sx(x− xp)E(x)dx (29)

The first order moment in v gives the final equa-
tion:

dvp
dt

=
qs
ms

Ep (30)

7.4 Equations of motion for the
computational particles

The equations above give the following complete set
of evolution equations for the parameters defining
the functional dependence of the distribution within
each element:

dNp

dt
= 0

dxp
dt

= vp

dvp
dt

=
qs
ms

Ep

(31)

It is a crucial advantage of the PIC method that
its evolution equations resemble the same Newton
equation as followed by the regular physical particles.
The key difference is that the field is computed as
the average over the particles based on the definition
of Ep.

Naturally, the electric field is itself given by
Maxwell’s equations which in turn need the charge
density (and for complete models also the current
density). The particle in cell approach described
above provides immediately the charge density as
the integral over the velocity variable of the distri-
bution function:

ρs(x, t) = qs
∑
p

∫
fp(x, v, t)dv (32)
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Using the functional form for the distribution func-
tion of each computational element, the charge den-
sity becomes:

ρs(x, t) =
∑
p

qsNpSx(x− xp) (33)

The set of equations above provide a closed de-
scription for the Vlasov equation. Once accompanied
by an algorithm to solve Maxwell’s equations the full
Vlasov-Maxwell system can be solved.

8 Field Equations

The solution of the field equations can be done with
a wide variety of methods. The majority of the
existing PIC methods relies on finite difference or
finite volume, a choice we follow here to provide
an example of the interfacing with the numerical
solution of the Poisson and Vlasov equations.

Assuming the finite volume approach, a grid of
equal cells of size ∆x is introduced with cell centres
xi and cell vertices xi+1/2. The scalar potential is
discretized by introducing the cell-averaged values
ϕi. The discrete form of the field equation is ob-
tained by replacing the Laplacian operator (i.e. the
simple second derivative in 1D) with a corresponding
discretized operator.

In the simplest form, the Poisson’s equation can
be discretized in 1D using the classic three point
formula:

ε0
ϕi+1 − 2ϕi + ϕi−1

∆x2
= −ρi (34)

where the densities ρi are similarly defined as average
over the cells:

ρi =
1

xi+1/2 − xi−1/2

∫ xi+1/2

xi−1/2

ρ(x)dx (35)

A most convenient formulation of the density av-
eraged over each cell can be obtained recalling the
definition of the b-spline of order 0∫ xi+1/2

xi−1/2

ρ(x)dx =

∫ ∞
−∞

b0

(
x− xi

∆x

)
ρ(x)dx (36)

and recalling the expression of the density:∫ xi+1/2

xi−1/2

ρ(x)dx =
∑
p

∫ ∞
−∞

b0

(
x− xi

∆x

)
S(x− xp)dx

(37)

The standard nomenclature of the PIC method
defines the interpolation function as:

W (xi − xp) =

∫
Sx(x− xp)b0

(
x− xi

∆x

)
(38)

It is crucial to remember the distinction between
the shape function and the interpolation function.
The interpolation function is the convolution of
the shape function with the top hat function of
span equal to the cell. The usefulness of the
interpolation functions is that they allow a direct
computation of the cell density without the need
for integration. Defining the average cell density as,
ρi =

∫ xi+1/2

xi−1/2
ρ(x)dx/∆x, it follows that:

ρi =
∑
p

qp
∆x

W (xi − xp) (39)

where qp = qsNp.
From the definition of the shape functions based

on the b-spline of order l, it follows that if the shape

function Sx = 1
∆p
bl

(
x−xp
∆p

)
a very simple expression

can be derived when the particle size equals the cell
size, ∆p = ∆x:

W (xi − xp) = bl+1

(
xi − xp

∆p

)
(40)

that follows trivially from the generating definition
of the b-splines.

The solution of the Poisson equation can be con-
ducted with the Thomas algorithm given appropriate
boundary conditions. Once the solution is obtained,
the potential is known in each cell, but in the form
of the discrete values of the cell-averaged potentials
ϕi. To compute the fields acting on the particles,
the field is needed in the continuum. A procedure is
needed to reconstruct it.

First, the electric field is computed in the cell
centres from the discrete potentials as:

Ei = −ϕi+1 − ϕi−1

2∆x
(41)

where centred difference are used. Then the con-
tinuum electric field is reconstructed using the
assumption that the field is constant in each cell
and equal to its cell-averaged value

E(x) =
∑
i

Eib0

(
x− xi

∆x

)
(42)

From the definition of Ep it follows that:

Ep =
∑
i

Ei

∫
b0

(
x− xi

∆x

)
Sx(x− xp) (43)

and recalling the definition of interpolation function,
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Ep =
∑
i

EiW (xi − xp) (44)

9 Discretization of the equations of
motion

The equations of motion derived in paragraph 1.3.4
are simple ordinary differential equations with the
same form as the regular Newton equations. Of
course, in the literature there are many algorithms
to achieve the goal of solving the Newton equations.
For the PIC algorithm a efficient choice is to use
simple schemes: given the very large number of par-
ticles used (billions are now common in published
works), the use of complex schemes may result in
prohibitively long simulations. However, if more ad-
vanced schemes allow one to use large time steps, the
additional cost per time step may be compensated
by taking longer time steps.

The simplest algorithm and by far the most used
in the so-called leap-frog algorithm based on stag-
gering the time levels of the velocity and posi-
tion by half time step: xp(t = n∆t) ≡ xnp and

vp(t = (n + 1/2)∆t) ≡ v
n+1/2
p . The advancement

of position from time level n to time level n+ 1 uses

the velocity at mid-point v
n+1/2
p , and similarly the

advancement of the velocity from time level n− 1/2
to n + 1/2 uses the mid point position xnp . This
stepping of velocity over position and position over
velocity recalled some of the early users of the chil-
dren’s game bearing also the name leap-frog (see
Fig. 7).

Figure 7: Visual representation of the leap-frog algo-
rithm.

The scheme is summarised by:

xn+1
p = xnp + ∆tvn+1/2

p

vn+3/2
p = vn+1/2

p + ∆t
qs
ms

Ep(x
n+1
p )

(45)

where Ep is computed solving the Poisson equation
from the particle positions given at time level n.

Note that technically the leap-frog algorithm is
second order accurate, when instead the regular ex-
plicit Euler-scheme is only first order. Nevertheless,

the two differ in practice only for the fact that the
velocity is staggered by half time step. This stagger-
ing is achieved by moving the initial velocity of the
first time cycle by half a time step using an explicit
method:

v1/2
p = v0

p + ∆t
qs
ms

Ep(x
0
p)

10 Recapitulation

Collecting the steps gathered so far, the PIC al-
gorithm is summarised by the series of operations
depicted in Fig. 8.

Figure 8: Summary of a computational cycle of the PIC
method.

10.1 Algorithm of the PIC method,
electrostatic case in 1D

i The plasma is described by a number of com-
putational particles having position xp, velocity
vp and each representing a fixed number Np of
physical particles.

ii The equations of motion for the particles are
advanced by one time step using,

xn+1
p = xnp + ∆tvn+1/2

p

vn+3/2
p = vn+1/2

p + ∆t
qs
ms

En+1
p

using the particle electric field from the previous
time step.

iii The charge densities are computed in each cell
using:

ρi =
∑
p

qp
∆x

W (xi − xp)

iv The Poisson equation is solved:

ε0
ϕi+1 − 2ϕi + ϕi−1

∆x2
= −ρi

and the electric field Ei in each cell is computed:

Ei = −ϕi+1 − ϕi−1

2∆x
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v From the field known in the cells, the field acting
on the particles is computed as

En+1
p =

∑
i

EiW (xi − xn+1
p )

which is used in the next cycle

vi The cycle restarts.

The algorithm above is implemented in the MAT-
LAB code provided (see Lapenta’s web site). The
b-spline of order 0 is used for the shape functions
and consequently of order 1 for the interpolation
function.
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ABSTRACT

This lecture treats the magnetohydrodynamic (MHD) equi-
librium of axisymmetric plasmas, as given by the Grad-
Shafranov equation. In a brief introduction, equilibrium pa-
rameters such as the q-profile, the internal inductance, and
the poloidal beta are introduced. The properties of these
quantities will be illustrated in the case of the tokamak, by
applying the large aspect ratio tokamak approximation. The
properties of a non-circular plasma cross-section and the role
of the vertical field will also be discussed in this approxima-
tion. Some attention is given to the (numerical) problem
of solving the equilibrium equation and of reconstructing a
plasma equilibrium from external measurements. The nu-
merical methods themselves are presented in [1].

I. INTRODUCTION

Magnetic confinement experiments in fusion research have
a rich history in which a variety of magnetic configura-
tions [2, 3] have been tried, like stellarators, mirror machines
and pinch experiments. The first considerations were to con-
fine a plasma with as high as possible pressure in a magnetic
field that is limited in terms of required currents and external
forces. The confinement properties in many of these ‘op-
timized’ plasmas were below expectations due to instabili-
ties. As the theoretical understanding of plasma instabilities
grew, magnetic confinement devices that avoided these in-
stabilities were designed. More refined devices would often
be plagued by slightly more subtle instabilities. The toka-
mak emerged relatively late on the scene. Tokamaks are
characterized by a strong toroidal magnetic field. However,
as we will see, the force exerted by a purely toroidal field
is not pointed towards the plasma in all points. It cannot
prevent a toroidal plasma from expanding its major radius.
Therefore a poloidal field is required as well. The poloidal
field does not have to be as large as the toroidal field and in a
typical tokamak it is considerably smaller, by a factor which
scales with the aspect ratio (ratio of major radius to minor
radius) of the device. A poloidal field inside the plasma
is required for local force balance, and an external vertical
field has to be added to prevent the plasma as a whole from
increasing its major radius. The internal poloidal field can
only be created by a large toroidal plasma current. This cur-
rent is primarily created inductively, by the flux change in a

transformer yoke through the torus. An important disadvan-
tage of this scheme is that the flux can be changed only for a
finite duration, so that stationary operation is not possible. A
large research effort is presently being undertaken to drive a
major fraction of the plasma current by means of injected
radiofrequency waves and by the so-called bootstrap cur-
rent, created during the rather complex loss processes that
a high pressure tokamak plasma suffers. Another apparent
flaw of the tokamak design is the wastefully large toroidal
field, compared to the poloidal field and the plasma pres-
sure it can confine. The important advantage of the tokamak
is the inherent stability provided by both the strong toroi-
dal field and the large plasma current. The immunity of a
tokamak against some very fundamental and fast plasma in-
stabilities can easily be shown, but it seems that many less
straightforward plasma modes are naturally stabilized by the
‘robustness’ of this magnetic configuration.

In addition, some disruptive instabilities nowadays can
be avoided thanks to the increased experimental experience
with tokamak operation, and instabilities of the plasma posi-
tion are tackled with improved magnetic control techniques,
for instance. As a consequence, the most important insta-
bilities that are persistent in modern tokamaks have a rather
complicated spatial structure [2, 3, 4] and are likely to in-
volve subtle interactions between the kinetics of individual
particles and collective plasma motion.

On short timescales a tokamak plasmas show a vari-
ety of oscillations and turbulent phenomena. On sufficiently
long timescales (which depend on the size of the machine,
resistivity of the plasma, etc.) the plasma behaviour is gov-
erned by gradual changes in the magnetic configuration (in-
ternal or imposed by the coils) and by changes of the plasma
heating, the diffusive losses, and the ratios between particle
species. We will consider situations where there exists an
intermediate timescale on which the tokamak plasma is in
“equilibrium”. On this timescale, the plasma pressure and
the magnetic forces must balance. The proper equations for
this situation are provided by ideal MHD, which treats the
plasma as an idealy conducting fluid, subject to the low-
frequency Maxwell equations (no displacement current in
Ampère’s law: j = ∇ ×B). Ideal MHD equilibria satisfy
the force balance

∇p = j ×B . (1)

Together with the constraints ∇·B = 0 and ∇·j = 0, this
implies (according to a result from topology called Hopf’s
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theorem) that in a volume where ∇p 6= 0, the surfaces of
constant pressure are tori (either simply nested or in braids),
and one sees immediately from Eq. (1) that the field lines of
B and j lie in these surfaces [5]. The field lines can either
close in themselves after a finite number of revolutions, or
fill a magnetic surface ergodically. The third possibility, that
a field line fills a finite volume in space stochastically, can
happen in ideal MHD only if ∇p = 0 (and indeed, in a less
idealized plasma model, such a volume exhibits fast losses
of particles and energy). These results are applicable to all
closed confined plasma configurations and can even be gen-
eralized to cases with stationary plasma flow (rotation) or an
anisotropic pressure tensor. In the following, we will restrict
ourselves to magnetic fields that form a single set of nested
toroidal flux surfaces around a circular magnetic axis.

From the above we can conclude that closed flux sur-
faces are required to support a pressure gradient ∇p 6= 0,
i.e., to confine the plasma. This is also what one expects
after considering the microscopic picture, since individual
particles stick to a given flux surface as long as they con-
tinue gyrating around the same field line.

The constraint ∇·B = 0 implies that on a given mag-
netic surface field lines cannot cross each other. Therefore,
if one follows a field line around the torus, the ratio between
the numbers of toroidal and poloidal revolutions of the field
line converges to a constant q for n → ∞. The quantity q
is called the safety factor because of its importance in stabil-
ity criteria for a wide range of MHD modes. It is related to
the average pitch of the helical field on a magnetic surface.
Specifying the q values of all magnetic surfaces describes
the complete topology of the magnetic field lines. In partic-
ular, the q value of a magnetic surface with closed field lines
is a rational number, since each field line closes after integer
numbers of toroidal and poloidal revolutions.

II. THE GRAD-SHAFRANOV EQUATION

In order to describe axisymmetric MHD equilibria we will
initially use the right-handed cylinder coordinates (R, φ, Z),
where φ is the angle of symmetry and R measures the dis-
tance to the axis of symmetry (the major radius in a toroidal
system). Using

0 = ∇·B =
1
R

∂
∂R

(RBR) +
1
R

∂Bφ
∂φ

+
∂BZ
∂Z

, (2)

and the symmetry (∂/∂φ = 0 when acting on a a scalar) one
can write B in terms of a stream function ψ,

B = Bp +Btφ̂ ; Bp = ∇ψ ×∇φ ,

where φ̂ = R∇φ and where Bt and ψ do not depend on φ.
Whenever Bp 6= 0, the magnetic field lines lie on surfaces
of constant ψ. They are called flux surfaces because ψ is re-
lated to the poloidal flux ψp, for instance through an annulus
in the equatorial plane defined by

S = {Z = 0, R(ψ1) < R < R(ψ2)} . (3)

We write the poloidal field as Bp = ∇ × (ψ∇φ). The po-
loidal flux through the surface S is

ψp =

∫

S

Bp ·dA =

∫

S

∇× (ψ∇φ)·dA

=

∮

∂S

ψ∇φ·dℓ = 2π(ψ2 − ψ1) . (4)

The total poloidal flux (vacuum as well as plasma field)
through the circular magnetic axis is found by taking for ψ1

and ψ2 the values on the magnetic axis and at R = 0), re-
spectively.

The current density is given in terms of the magnetic
field by Ampère’s law,

j = ∇×B = ∇× (∇ψ ×∇φ+RBt∇φ)
= −△∗ψ∇φ+∇(RBt)×∇φ . (5)

where the elliptic, Laplacian-like Grad-Shafranov operator
△∗ is defined by

△∗ψ = R2∇·
(∇ψ
R2

)
= R

∂
∂R

(
1
R
∂ψ
∂R

)
+
∂2ψ

∂Z2 . (6)

(In the last step in (5) one can use the dyadic identity
R2∇∇φ = −∇R∇φ−∇φ∇R.) The final ingredient is the
momentum balance equation (1). We will discuss its three
vector components formed by taking the scalar products of
Eq. (1) with B, j, and ∇ψ, respectively. The first compo-
nent, B·∇p = 0, implies that the flux surfaces are surfaces of
constant p(ψ) (“p is a flux function”). Using this result, the
second component of the force balance, j·∇p = 0, tells that
the current flows along the flux surfaces. For expression (5)
it has the consequence thatRBt is a surface quantity as well.
We write

RBt = F (ψ) . (7)

This quantity F (ψ) is related to the poloidal current through
the surface S, given in Eq. (3). It follows from (7) that the
poloidal current density, which is the second term in expres-
sion (5), can be written as jp = ∇ × (F∇φ). Hence, the
total current through S can be derived as an integral similar
to the one for the poloidal flux (4), is

Ip =

∫

S

jp ·dA =

∫

S

∇× (F∇φ)·dA

=

∮

∂S

F∇φ·dℓ = 2π
(
F (ψ2)− F (ψ1)

)
.

If one takes R(ψ1) = 0, Ip includes the current flowing in
the toroidal field coils as well as the poloidal plasma current.
Finally, in terms of the two flux functions p(ψ) and F (ψ),
the force balance in the ∇ψ direction gives

△∗ψ = −R2 dp
dψ

− F
dF
dψ

. (8)
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This 2-dimensional partial differential equation in ψ is called
the Grad-Shafranov equation [6, 7, 8]. For given functions
p(ψ) andF (ψ), it is an elliptic second order nonlinear differ-
ential equation for ψ. Sufficient boundary conditions would
be to specify ψ everywhere on a closed contour, by speci-
fying the shape of one flux surface, for instance. If a fixed
outer surface of the plasma is specified, then in essence the
plasma-vacuum boundary is replaced by the surface of a per-
fect conductor (on which ψ is necessarily constant). This
is a fixed boundary condition, which defines ψ in the en-
tire plasma. By specifying a flux surface in the vacuum
region, one has a free boundary problem. Taking into ac-
count the currents in the coils leads to a somewhat different
approach [9]. One can use the known currents in the coils
and an assumed plasma current distribution to compute ψ
on a boundary which is convenient for the computations, a
rectangle, say. With these Dirichlet boundary conditions one
then solves the Grad-Shafranov equation in the interior. This
leads to a different plasma current distribution than origi-
nally assumed, and one iterates the procedure. As an al-
ternative, or in addition to considering the coil currents and
computing B in the metal parts as well as the vacuum, po-
loidal field measurements can be available close to the coils
or near the plasma. This makes the set of boundary condi-
tions altogether more inhomogeneous and a very adaptable
equilibrium solver is required. The system can even be over-
determined and to a certain extent the functions p(ψ) and
F (ψ) can then be computed.

III. FLUX COORDINATES

Of great importance in equilibrium calculations, but also in
the modelling of plasma transport and in stability analyses,
are flux coordinates (r, θ, φ). Here φ is the usual toroidal
angle. The radial coordinate r(ψ) labels the flux surfaces.
It can be the flux itself, or the volume enclosed by each
flux surface, or can be chosen to closely resemble the mi-
nor radius (distance to the magnetic axis). One possibility
is the minor radius at Z = 0. Another definition takes the
square root of the area of the cross section. The differences
between such definitions are easy to account for and usu-
ally not very important. The various definitions [10, 11, 12]
used for the poloidal angle θ, however, are convenient in
very specific applications: (i) the proper geometrical angle
can be used when the geometry is fixed, for instance in to-
mographic diagnostic methods, (ii) an orthogonal coordinate
system (∇r ·∇θ = 0) is convenient in ballooning stabil-
ity analysis and in solving the Grad-Shafranov equation by
means of the conformal mapping method [13], (iii) and most
universally applied, especially in stability studies, are coor-
dinates in which the field lines appear straight [14]. In these
coordinates the pitch dφ/dθ of the field lines is a constant
on each flux surface. This constant, of course, is precisely
q(ψ).

Figure 1: Flux coordinate systems. Left: proper poloidal angle;
center: straight fieldline coordinates; right: orthogonal coordinates

For general flux coordinates (r, θ, φ) the Jacobian is

J ≡ |∇r ×∇θ ·∇φ|−1 =
R

|∇r|
dℓ
dθ
.

The general line element and the metric tensor are now given
by

ds2 = grrdr
2 + 2grθdr dθ + gθθdθ

2 + gφφdφ
2 ,

grr =
J2

R2 |∇θ|2 , grθ = − J2

R2∇θ ·∇r ,

gθθ =
J2

R2 |∇r|2 , gφφ = R2 .

By applying the general operator identity

∇ = ∇r ∂
∂r

+∇θ ∂
∂θ

+∇φ ∂
∂φ

=
1
J

( ∂
∂r

∇r + ∂
∂θ

∇θ + ∂
∂φ

∇φ
)
J

to the operator △∗, we can derive the Grad-Shafranov equa-
tion in flux coordinates,

R2

J
ψ′
[
∂
∂r

(gθθψ′

J

)
− ∂
∂θ

(grθ
J

)
ψ′
]
+R2p′+FF ′ = 0 , (9)

where a prime denotes d/dr. This expression can immedi-
ately be adapted to any particular flux coordinate system. In
particular, we will use it in the next section, where we will
employ approximate flux coordinates to describe flux sur-
faces with almost circular poloidal cross sections.

We will now use the coordinate system to express the
safety factor q(ψ) in terms of the magnetic field. Due to
toroidal symmetry, the ratio between toroidal and poloidal
revolutions of the field lines can be found with an integral of
dφ/dθ over just one poloidal revolution,

q(ψ) =
1
2π

∫ 2π

0

dφ
dθ

dθ =
1
2π

∮
Bt
R

dℓ
Bp

.

Here we have used that the pitch of the field lines is locally
given by the ratio between the toroidal and poloidal field
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components. By writing B = ∇ψ × ∇φ + F (ψ)∇φ the
safety factor can be written as

q(ψ) =
F
2π

∮
dℓ

R|∇ψ| =
F

2πψ′

∮
J
R2 dθ . (10)

The last definition we introduce here in general flux coor-
dinates is the flux surface averaged value 〈X〉 of a given
quantity X . In order to be compatible with volume inte-
grals,

∫
〈X〉d3x =

∫
Xd3x, it is a suitably weighed integral

over the flux surface,

〈X〉 = lim
∆V→0

1
∆V

∫ ψ+∆ψ

ψ

X dV =

∮
X
dℓ
Bp

∮ dℓ
Bp

=

∫ 2π

0 XJ dθ
∫ 2π

0
J dθ

.

Here, V (ψ) is the volume enclosed by the flux surface given
by ψ. The integral in (10) can be written as a flux average,

q =
F
4π2

〈 1
R2

〉dV
dψ

.

IV. LARGE ASPECT RATIO EXPANSION

All tokamak equilibria have some global properties in com-
mon, which can be discussed either qualitatively or quan-
titatively, but in the latter case this generally requires nu-
merical solutions of the Grad-Shafranov equation. Instead,
we will restrict ourselves to a discussion of equilibria with
almost circular poloidal cross sections and a small inverse
aspect ratio ε, so that a purely analytic treatment is pos-
sible [2, 10, 11]. Thus we will discuss some properties of
plasma shaping effects (deviations from circular cross sec-
tions) and the outward shift, called Shafranov shift), of the
plasma centre under the influence of high plasma pressure.

Our flux coordinates will be θ, the geometric angle with
respect to the Shafranov shifted [10] center of each flux sur-
face (R,Z) = (R0 − ∆(ψ), 0), and r(ψ), the θ-averaged
minor radius of the flux surface. The distance ρ to the centre
of a flux surface will be subject to shaping functions Sm(r)
(m ≥ 2),

R = R0 −∆(r) + ρ cos θ

Z = ρ sin θ

ρ = r −
∑

m≥2

Sm(r) cos mθ .

The relation to the generally used notation

R = R0 + a cos(θ − δ sin 2θ)

Z = κa sin θ

is that the elongation is κ = 1+ 2S2/r and the triangularity
is δ = 4S3/r. Our approximation is ε = a/R0 ≪ 1; hence
we use the ordering r = O(εR). Deviations from centered
circles are taken to be one order smaller, ∆ = O(ε2R), and

Sm = O(ε2R). We will neglect smaller terms, O(ε3R),
throughout. In order to express the Grad-Shafranov equation
in these coordinates we need

grθ =
∂Z
∂r

∂Z
∂θ

+
∂R
∂r

∂R
∂θ

= r∆′ sin θ +
∑

m

mSm sin mθ +O(ε2r) ,

gθθ =
(∂Z
∂θ

)2
+
(∂R
∂θ

)2

= r2 − 2r
∑

m

Sm cos mθ +O(ε2r2) ,

J = R
(∂R
∂θ

∂Z
∂r

− ∂R
∂r

∂Z
∂θ

)

= −rR0

[
1 +

( r
R0

−∆′) cos θ

−
∑

m

(
S′
m +

Sm
r

)
cos mθ +O(ε2)

]
.

Substituting these expressions in Eq. (9), and keeping only
leading order and O(ε) terms in the result, we obtain

ψ′2

r

{
1 + (r∆′′ +∆′ − r

R0
) cos θ

+
∑

m

[
r2S′′

m + rS′
m + (1−m2)Sm

]
cos mθ

}

+ ψ′ψ′′
{
1 + 2∆′ cos θ + 2r

∑

m

S′
m cos mθ

}

+R2
0

(
1 + 2

r
R0

cos θ
)
p′ + FF ′ = 0 . (11)

The leading order terms do not depend on θ and form the
radial force balance,

1
2r2

(
r2ψ′2)′ +R2

0p
′ + FF ′ = 0 . (12)

It is the balance between the forces exerted by the plasma
pressure (∇p) and by the magnetic pressure (∇1

2B
2), and

describes how the poloidal and toroidal magnetic fields pre-
vent the plasma from expanding in the ∇r direction. It
would be the exact force balance if the plasma column were
a cylinder. We will define now the quantity poloidal beta, in
an arbitrary flux surface enclosing a volume V0 as

βp(r0) =
2
V0

∫ V0

0 p dV

〈B2
p〉0

,

In the case of circular cross sections this becomes

βp(r0) = −2
R4

0q
2

F 2r40

∫ r0

0

p′r2dr . (13)

Multiplication of Eq. (12) by r2 and integrating yields

βp(r0) = 1 +
1

r20ψ
′2

∫ r0

0

dF 2

dr
r2 dr .
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One sees that if βp > 1, then dF 2/dr > 0 and the toroidal
field contributes to confinement of the pressure. If βp < 1,
however, the toroidal field counters confinement since then
dF 2/dr < 0. However, due to the toroidal shape of the
configuration, radial confinement is not sufficient, since θ-
dependent terms unavoidably appear in the force balance
equation. They are the factors R that appear in the Grad-
Shafranov equation (10) and the operator (6). Consequently,
Eq. (11) contains O(ε) terms proportional to cos θ. This
component of the Grad-Shafranov equation yields a radial
equation for the Shafranov shift [10],

∆′′ +
(
2
ψ′′

ψ′ +
1
r

)
∆′ − 1

R0
+ 2

rR0p
′

ψ′2 = 0 . (14)

This equation expresses how the poloidal field prevents the
flux surfaces from expanding in the ∇R direction. Since
the shift ∆ is always smaller than the plasma minor radius,
this equation limits the pressure to values of the order of
RB2

p/a, which for Bp ∼ εBt implies that the pressure is
O(ε) smaller than the magnetic pressure,

β =
2p

B2 = O(ε) ,

which is called the high-β tokamak ordering. In our order-
ing, ∆′ = O(εr), which corresponds to the low-β tokamak
ordering,

β =
2p

B2 = O(ε2) .

Equation (14) can be integrated after writing ψ′ =
−rF/qR0 +O(ε2) and multiplying by r3/q2. This yields

∆′ = r
R0

(
βp +

1
2ℓi

)
, (15)

where the normalized internal inductance at a flux surface
with r = r0 and enclosed volume V0 is defined by

ℓi(r0) =
2Li
R0

=
4

I2p (r0)R0

∫ V0

0

1
2B

2
p dV . (16)

The plasma internal and external inductances are given by

1
2LiI

2
p =

∫

plasma

1
2B

2
p dV ,

1
2LeI

2
p =

∫

plasma

1
2B

2
p dV .

In the case of a circular cross section Eq. (16) gives approx-
imately

ℓi(r0) = 2
q2

r40

∫ r0

0

r3

q2
dr .

Equation (15) describes force balance in the ∇R direction in
the interior of the plasma. The first term to the right arises
because the plasma pressure tries to increase the plasma vol-
ume. Since V ≈ 4π2r20R, this can be done not only by
increasing the minor radius of a flux surface (p′-term in
Eq (12)) but also by increasing its major radius. The second

term on the right is due to the toroidal current. It is the hoop
force due to the self-inductance of a current carrying circuit.
The balancing term on the left is caused by the compression
of the flux surfaces, i.e., compression of the poloidal flux, at
the low field side of the torus.

At the plasma surface r = a, the horizontal force bal-
ance is not automatically satisfied. At the plasma surface the
poloidal field is

Bp =
|∇ψ|
R

=
ψ′g1/2θθ

J

= − ψ′

R0

[
1 +

a
R0

(
βp +

1
2ℓi − 1

)
cos θ

]
. (17)

These values of Bp on the surface should match the solu-
tion in the surrounding vacuum region. The vacuum field
satisfies ∇ × B = 0, i.e., △∗ψ = 0. It is possible to inte-
grate the vacuum equation outward starting with the initial
values (17). The dominant contribution in (17), the poloidal
field generated by the plasma current, vanishes for R → ∞.
The cos θ terms in (17) and in △∗ do not vanish at infin-
ity, however. The asymptotic value of Bp is proportional to
cos θ, i.e., it is a vertical field. In other words, the surface
poloidal field (17) cannot be generated by the plasma cur-
rent alone. An external vertical field is required. This field
can be provided by vertical field coils, but for short tokamak
discharges a conducting shell sufficiently close to the plasma
can provide the force balance. The poloidal flux is then com-
pressed between the plasma and the conducting shell when
the plasma shifts outward during heating. In practical situ-
ations the calculation of the external fields can be compli-
cated, but by computing the integrated quantity 〈Bp cos θ〉
from Eq. (17) one can arrive after some manipulations at the
following identity given by Freidberg [2],

2πR0IpBv =
1
2I

2
p
∂
∂R0

(Le+Li)−2π2

∫
dr r2

(
p′− FF ′

R2
0

)
.

The term on the left-hand side is the inward force of the ver-
tical field acting on the toroidal plasma current. It balances
the four outward forces on the right. The first two of these
represent the hoop force of the plasma current via the self-
inductance, to which the poloidal fluxes inside and outside
the plasma contribute. The third term is the tire tube force
due to the pressure gradient, and the last term is the (1/R)
magnetic force, directed outward if βp < 1 and inward if
βp > 1 (see comments below Eq. (13)).

Equation (17) also expresses that the quantity βp + 1
2ℓi

of the entire plasma can be deduced from the external poloi-
dal field, without knowing the pressure and current distribu-
tion in the plasma. However, this measurement alone does
not provide the total plasma pressure (as expressed in βp)
separately.

More information can be extracted from the vacuum
field if the plasma has a non-circular cross section. Equa-
tion (11) contains the higher poloidal harmonics due to shap-
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ing coefficients. The cos mθ terms are

S′′
m +

(
2
ψ′′

ψ′ +
1
r

)
S′
m +

1−m2

r2
Sm = 0 . (18)

Near the plasma centre, ψ′ is approximately proportional to
r so that this equation becomes

S′′
m +

3
r
S′
m +

1−m2

r2
Sm = 0 ,

which has solutions Sm ∼ r±m−1. Only the solution
∼ rm−1 is regular in r = 0. If one integrates Eq. (18)
outward, starting with the regular solution at r = 0, one
obtains Sm and S′

m at the plasma boundary. These values
can be determined by external measurements. Since equa-
tion (18) involves ψ′ ∼ r/q, these measurements provide
(crude) information about the q(r) profile. This gives an es-
timate of ℓi. Concluding, βp can be obtained directly from
magnetic measurements if there is sufficient plasma shaping,
especially elongation.

V. EQUILIBRIUM IDENTIFICATION

For several purposes it is required to know the equilibrium
configurations of tokamak plasmas, i.e., the current profile,
the pressure profile, and the positions and shapes of the flux
surfaces (or, alternatively, the direction and magnitude of
the poloidal magnetic field). Primarily, this information has
to be deduced from the known coil currents and magnetic
measurements well outside the plasma, typically near the
coils. The problem is to find a smooth solution of the Grad-
Shafranov equation that best fits the measurements (Neu-
mann conditions on a closed boundary) [9]. Smoothing, and
the inclusion of assumptions on ”reasonable” profiles is nec-
essary because the reconstruction problem is inherently ill-
posed: small changes (errors, inconsistencies) in the mag-
netic measurements outside the plasma cause changes in the
solution that inflate dramatically further inward.

When accuracy rather than speed and automatic opera-
tion is the issue, a lot can be gained by using additional in-
formation: density and temperature measurements provide
information on the pressure profile, motional Stark effect or
Faraday rotation give poloidal field values inside the plasma,
and hence information about the current density. In addition
there can be discrete pieces of information: is the plasma
touching the limiter? Do observed plasma oscillations give
the radius of a specific rational-q surface?

Much depends on the specific purpose of the reconstruc-
tion. Here we list a few.
1. Fast reconstruction during the discharge. During a dis-
charge, immediate knowledge about the plasma position is
often required for control. This requires good modelling
of the vacuum boundary conditions, the coils, and the iron
around the machine. The modelling of the plasma equilib-
rium itself need not be as accurate as in other applications.

Therefore crude assumptions about the plasma current and
pressure profiles may be used.
2. Interpretation of some plasma measurements. Some
tokamak diagnostics measure quantities inside the plasma
integrated over a line of sight. If the original quantity is a
flux function (for instance the electron density as measured
by an interferometer system), additional information is re-
quired to deduce this flux function from the set of line in-
tegrated measurements. This is required for instance if one
has to combine different flux quantities (density and tem-
perature in order to obtain the pressure). For such a profile
reconstruction one needs to know both the positions of the
lines of sight and the shapes and positions of the flux sur-
faces. Since the problem is entirely geometrical, accuracy
of the pressure and current profiles in the Grad-Shafranov
equation is only important insofar the shapes of the flux sur-
faces are concerned.
3. Plasma energy, heating and transport simulations. To
study transport rates and local power balance in the plasma
it is important to get optimal information about the plasma
pressure from magnetic and other measurements. For cor-
rect interpretation of the data, the presence of impurity par-
ticle species and non-thermal particle populations may have
to be accounted for.
4. Stability analysis. In order to analyze the stability of
plasmas (planned or experimentally produced), knowledge
of the current density (q-profile) and local pressure gradi-
ents is important. For many numerical stability calculations,
a precise numerical solution of the Grad-Shafranov-equation
is more important than an accurate fit to all available exper-
imental data.
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ABSTRACT

A general introduction to ideal magnetohydrodynamic
(MHD) stability of tokamak plasmas is given, using linear
perturbations of the ideal MHD equations. Subsequently the
Energy Principle for ideal MHD instabilities is derived. The
specific instabilities which are then discussed are loosely di-
vided into two categories. Under the name “current driven
instabilities”, external and internal kink modes, which are
modes with a large radial extent, are discussed. The in-
ternal m = 1 kink mode is responsible for sawtooth col-
lapses and fishbone oscillations in tokamaks. Under the
header “pressure driven instabilities”, more localized modes
are presented. These modes may limit the pressure gradient
in the plasma without causing sizeable disruptions. The bal-
looning limit and the Mercier criterion are presented. The
Troyon limit is mentioned as a synthesis of several of these
stability boundaries.

I. GENERAL THEORY OF MHD INSTABILITIES

A. The stability problem

In magnetically confined plasmas, the optimization of the
plasma density and temperature for fusion energy produc-
tion has lead to a wide range of plasma instabilities. The
adaptation of current and pressure profiles to avoid one type
of instability can lead to yet another type of instability.
The fastest instabilities in magnetically confined plasmas are
usually MHD instabilities, and part of this lecture describes
how to avoid them.

The main question in MHD stability theory is to con-
sider an MHD equilibrium (measured or computed), and to
predict if it is stable or unstable. The obvious approach is
to simulate the evolution of the plasma numerically. The
simulation may show growing instabilities and their long-
term fate: saturation, triggering of other instabilities, or tur-
bulence. However, this essentially nonlinear modelling is
computationally expensive, especially when a wide range of
length or time scales are involved.

The present lecture focusses on linear instabilities in-
stead. This approach is systematic and decides if infinites-
imal perturbations of an equilibrium are stable (wave-like,
oscillating) or unstable (exponentially growing).

However, many other (usually slower) instabilities have
been discovered that depend on physics ingredients that are

not part of ideal MHD: electric resistivity, drift waves, and
energetic (not thermalized) particles [1]. Yet, these insta-
bilities often look very much like MHD instabilities if one
considers the plasma motion, electric currents, and magnetic
field perturbations. The second purpose of this lecture is
therefore, to learn about the structure of MHD instabilities.
In experiments, this helps to understand how a variety of in-
stabilities show up in diagnostic signals.

B. Ideal MHD

Starting point is the set of equations of resistive MHD:

∂ρ
∂t

= −∇·(ρU) ,

∂p
∂t

= −U ·∇p− γp∇·U , γ = 5/3 ,

ρ
(∂U
∂t

+U ·∇U
)
= j ×B −∇p ,

∂B
∂t

= −∇×E ,

E = ηj −U ×B ,

j = ∇×B .

In addition there is Gauss’ law ∇·B = 0 which, once sat-
isfied, is conserved by Faraday’s law. In hot plasmas, the
electric resistivity η is negligible for sufficiently fast plasma
processes. Taking η = 0 in Ohm’s law, we obtain the
ideal MHD model. Introducing the total time derivative
d/dt ≡ ∂/∂t + U · ∇, the ideal MHD equations can be
written as

ρ
dU
dt

= B ·∇B −∇
(
sργ + 1

2B
2
)
, (1)

dρ
dt

= −ρ∇·U , (2)

ds
dt

= 0 , s ≡ p
ργ

, (3)

dB
dt

= B ·∇U −B∇·U . (4)

where s is the entropy density of the plasma. The mo-
mentum balance equation (1) is central to the MHD physics:
it gives the evolution of the plasma flow U in terms of the
density ρ, the magnetic field B, and the entropy s (or pres-
sure p = sργ).

An important property of the MHD model is that the
other three equations (the mass continuity equation (2), the
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energy equation of state (3), and Faraday’s law (4)), give the
evolution of ρ, s (or p), and B due to the plasma flow as
local conservation laws.

This is most easily seen for the energy equation (3),
which merely states that the entropy density s is conserved
in each point as it moves along with the plasma velocity U .
For the other conservation laws, we first specify how an in-
finitesimal line element dx moves with the plasma flow U ,

d
dt
dx =

d
dt
(x+ dx)− dx

dt
= U(x+ dx)−U(x)

= dx·∇U .

By constructing infinitesimal surface and volume elements
out of line elements, d2x = dx1 × dx2 and d3x = dx1 ×
dx2 ·dx3, we obtain

d
dt
d2x = −(d2x×∇)×U

= d2x∇·U − (∇U)·d2x , (5)
d
dt
d3x = d3x∇·U . (6)

Combining expression (6) with (2), one finds the mass con-
servation law in integral form,

d
dt

∫
ρ d3x = 0 , (7)

for any volume that moves with the plasma flow. In the same
way we can combine Eqs. (4) and (5) to give

d
dt

∫
B d2x = 0 . (8)

This equation states that the magnetic flux through an arbi-
trary surface that moves with the plasma is conserved.

To understand the consequences of this flux conserva-
tion law, consider the surface of a thin tube that surrounds
a stretch of magnetic field line. By construction, there is
zero magnetic flux crossing the surface. In addition, Gauss’
law states that the flux that enters one end of the tube equals
the flux that leaves the other end. Let this tube flow with
the plasma velocity as time proceeds. The flux conservation
law dictates that the flux that crosses the tube will remain
zero and that the flux through the tube will remain the same.
Hence, also at later times, the moving tube will precisely sur-
round a magnetic field line. We can therefore say that mag-
netic field lines move with the plasma flow in ideal MHD. It
follows that in an ideal MHD plasma, magnetic field lines
cannot be created or annihilates, nor can they break up and
reconnect. The magnetic topology is conserved, “frozen in
the fluid”, so to speak.

Strictly speaking, ideal MHD instabilities cannot
change the magnetic topology of nested toroidal surfaces in
a tokamak plasma. Thus, in a very hot (e.g. fusion-) plasma
with negligible resistivity, ideal MHD instabilities may not

seem to be dangerous to plasma confinement. However, as
we shall see later, MHD instabilities may involve “magnetic
resonant surfaces” in the plasma, where the plasma motion
induces a narrow layer with very high current density. In
such a layer, even very low resistivity may be sufficient to
cause magnetic reconnection. Although this reconnection of
field lines is confined to a thin layer, these field lines may
extend into regions where they are far apart. Therefore, lo-
calized reconnection may have global consequences for par-
ticle and energy confinement.

The topological constraints can prevent ideal MHD in-
stabilities altogether, even if there is plenty of (magnetic and
kinetic) free energy to drive instabilities, as is often the case
in magnetically confined (fusion-) plasmas. In such cases
there may be a much slower, resistive MHD-instability, for
which magnetic reconnection (again, taking place in a thin
resonant layer) is essential. One such instability is the tear-
ing mode, presented in another lecture [2].

Another important property of the ideal MHD system is
that it can be derived from Hamilton’s principle: the plasma
motion U(x, t) that makes the action

S =

∫ t1

t0

Ldt

stationary, where the Lagrangian is [3, 4]

L =

∫
d3x

(
1
2ρU

2 − p
γ − 1

− 1
2B

2
)
, (9)

is the true dynamical motion that satisfies the MHD equa-
tions. Here, it is understood that the plasma motion deter-
mines the evolution of ρ, p, and B through Eqs. (2), (3),
and (4), respectively.

In order to demonstrate that Hamilton’s principle for
the Lagrangian (9) indeed produces the MHD momentum
equation (1), we investigate how the action S changes if
the MHD fields are perturbed. Since all MHD quantities
respond to the plasma motion, the primary perturbation is
an arbitrary infinitesimal displacement ξ(x, t) of the plasma
fluid. We introduce the operator δξX , the Lagrangian pertur-
bation of a variable X , which is the change in the quantity
while following the perturbed plasma motion. For instance,
δξx = ξ. It is helpful to introduce also the Eulerian pertur-
bation δEξ ≡ δξ − ξ ·∇, which gives the perturbation at a
fixed point in space, δEξ x = 0. It therefore commutates with
partial space and time derivatives,

δEξ ∇ = ∇δEξ , δEξ
∂
∂t

=
∂
∂t
δEξ .

While the Lagrangian perturbation does not commutate with
∇ and ∂/∂t, it commutates with the total derivative instead,

δξ
d
dt

=
d
dt
δξ , since δξU =

dξ
dt
.

An infinitesimal line element varies as δξdx = dx·∇ξ. With
these tools, one can obtain the perturbed density, pressure,
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and magnetic field from Eqs. (7), (3), and (8) respectively,

δξρ = −ρ∇·ξ , (10)
δξp = −γp∇·ξ , (δξs = 0) (11)
δξB = B ·∇ξ −B∇·ξ . (12)

The perturbed volume element is given by δξ d3x = d3x∇·ξ.
Now we can obtain the perturbed Lagrangian from Eq. (9),

δξL =

∫
d3x

[
(∇·ξ)

(
1
2ρU

2 − p
γ − 1

− 1
2B

2
)

+ δξ
(
1
2ρU

2 − p
γ − 1

− 1
2B

2
)]

=

∫
d3x

[
ρU · dξ

dt
+ (p+ 1

2B
2)∇·ξ −B ·(B ·∇ξ)

]

=

∫
d2x·ξ(p+ 1

2B
2) +

d

dt

∫
d3x ρU ·ξ

−
∫
d3x ξ·

(
ρ
dU
dt

− j ×B +∇p
)
. (13)

In the last step we have used the mass conservation equa-
tion (2). The first term in (13) vanishes upon integration if
one considers only internal perturbations, i.e., ξ ·n = 0 on
the plasma boundary (also ρ = 0 and B ·n = 0 there).
Hamilton’s principle can be extended to free-boundary per-
turbations (with ξ ·n 6= 0) by adding to the Lagrangian the
vacuum magnetic energy that surrounds the plasma. The
second term in (13) does not contribute to the perturbed ac-
tion δξS =

∫
δξLdt if the perturbation is zero at t = t0

and t = t1. The term vanishes altogether if one considers
perturbations of a static equilibrium. The third term van-
ishes for arbitrary ξ if and only if the momentum balance
equation (1) is satisfied. In this way Eq. (1) follows from
Hamilton’s principle.

C. The linearized MHD equations

We now posess the tools to study MHD waves and instabil-
ities. Perturbing the momentum equation (1) gives us the
equation of motion for ξ,

0 = δξ
(
ρ
dU
dt

− j ×B +∇p
)

= ρ
d2ξ

dt2
− F (ξ) , (14)

where the linear force operator F is defined as

F (ξ) = δξ(j ×B −∇p) + ρ
dU
dt

∇·ξ
= (∇×Q)×B + (∇×B)×Q+

∇(ξ ·∇p+ γp∇·ξ) +∇·
(
ρξ
dU
dt

)
, (15)

and where
Q ≡ δEξ B = ∇× (ξ ×B) .

Since Eq. (14) is linear in ξ, it determines eigenfunctions
ξ(x, t) = ξ(x)e−iωt

The force operator F possesses the important property
that it is self-adjoint, i.e., given any two vector fields ξ and
ζ, the operator satisfies

∫
ζ ·F (ξ)d3x =

∫
ξ·F (ζ)d3x . (16)

Direct proofs of the self-adjointness of F can be found in
many texts [5, 3, 6, 7, 8, 9]. Most proofs require lengthy vec-
tor manipulations that seem to lack direction. We will there-
fore take a more instructive approach.

The key element of our proof is that the Lagrangian per-
turbations form a Lie algebra. Consider the commutator of
two perturbations, (δζδξ − δξδζ)x = δζξ − δξζ ≡ η. This
is equal to another perturbation of the position, η = δηx.
Since the perturbations of all MHD quantities derive from
the displacement vector, we have the general operator iden-
tity

δζδξ − δξδζ = δη, η ≡ δζξ − δξζ,

which defines the Lie algebra. Now consider the double vari-
ation of the Lagrangian (13) and use the boundary condi-
tions,

δζδξL = δζ

∫
d3x

[
∂
∂t

(ρU ·ξ)− ξ·
(
ρ
dU
dt

− j ×B +∇p
)]

=

∫
d3x

[
∂
∂t

(
ρ
dζ
dt

·ξ
)
− ξ ·

(
ρ
d2ζ

dt2
− F (ζ)

)]

= 2K(ζ, ξ)− 2δW (ζ, ξ) , (17)

where we have defined the kinetic and potential energy func-
tionals [5],

K(ζ, ξ) = 1
2

∫
ρ
dζ
dt

· dξ
dt
d3x ,

δW (ζ, ξ) = − 1
2

∫
ζ ·F (ξ) d3x .

According to the Lie algebra, δζδξL− δξδζL = δηL. More-
over, δηL = 0 because the unperturbed plasma satisfies
the momentum equation (1). Therefore, δζδξL = δξδζL,
and since the kinetic energy functionalK is manifestly self-
adjoint, it follows that the potential energy functional δW is
symmetric,

δW (ζ, ξ) = δW (ξ, ζ).

This concludes the proof that the force operator (15) is self-
adjoint.

D. The Energy Principle

The self-adjointness (16) of the force operator has several
important consequences that are useful in the stability anal-
ysis of actual configurations. Here, we list four properties.

95



1. For a normal mode ξ(x, t) = ξ(x)e−iωt, ω2 is always
real. It easy to see that ω∗2 = ω2 from

ω2

∫
ρξ∗ ·ξ d3x = −

∫
ξ∗ ·F (ξ) d3x

= −
∫
ξ·F (ξ∗) d3x = ω∗2

∫
ρξ∗ ·ξ d3x .

The first step uses the eigenvalue equation for the mode,
−ρω2ξ = F (ξ), the second step self-adjointness, and the
third step the complex conjugate of (14). Because of 1.
an eigenmode is either oscillating (ω real) or exponentially
growing (ω imaginary). Overstable modes (growing oscilla-
tions) cannot occur. Hence if a mode is stable it cannot be-
come unstable by a slight variation of the equilibrium which
would add a small imaginary component to a real frequency
ω. Instead, access to instability is only possible via marginal
stability (ω = 0), because ω2 has to change sign.
2. Eigenmodes with different eigenvalues are orthogonal,

∫
ρξ∗m ·ξnd3x = 0 , if ω2

m 6= ω2
n .

3. The Energy Principle [5, 10] states that an equilibrium
is stable if and only if

δW (ξ∗, ξ) ≥ 0

for all possible displacements ξ, which satisfy appropriate
boundary conditions and are bounded in energy. We will
prove first the sufficiency and then the necessity of the sta-
bility condition.
Sufficiency of the Energy Principle follows simply from
conservation of the total energy H = K(t) + δW (t). If
δW > 0 then K(t) cannot grow beyond the initial total en-
ergy H , i.e., an exponentially growing instability is not pos-
sible. The necessity of the Energy Principle means that the
equilibrium is unstable whenever we can find a trial function
ξT (not necessarily an eigenmode) for which δW < 0. In
order to see this we consider the positive integral

I(t) ≡ 1
2

∫
ρ|ξ|2d3x .

We now calculate d2I/dt2. Using Eqs. (14) and (1) to re-
move d2ξ/dt2 terms we obtain

d2I
dt2

= 2K − 2δW .

Now take as initial condition ∂ξT /∂t = 0, so that initially
the kinetic energyK is zero. Therefore the (conserved) total
energyH = K+δW is negative. Since at later timesK ≥ 0
we find

d2I
dt2

= 4K − 2H > −2H > 0 ,

which proves that I grows at least as fast as t2 as t → ∞.
This proves the Energy Principle [11, 7].

An advantage of the Energy Principle is that one can con-
sider the sign of δW for a class of cleverly chosen trial func-
tions ξT , which are however not eigenfunctions. (The eigen-
functions might be difficult to calculate). For such a limited
class of trial functions the condition δW > 0 is necessary
for stability, but not sufficient. One obtains a stability bound-
ary beyond which the equilibrium is definitely unstable. On
the “stable” side of such aboundary, however, there might
still be unstable modes that have been “overlooked” because
they are not in the set of trial functions. An example of such
a necessary but insufficient criterion is the Mercier criterion
which we will encounter in section III..
4. In order to find the precise stability limits one has to
minimize δW for all allowed perturbations ξ. This can be
done in a standard way by variational calculus. The result-
ing Euler equation is precisely equation (14) at marginal sta-
bility,

F (ξ) = 0 . (18)

In other words, finding stability boundaries by minimizing
δW and finding normal modes by solving Eq. (14) are equiv-
alent. This fact will appear several times in the following
sections.

E. The intuitive form of the energy functional

In this section and in the following one we consider the ac-
tual stability boundaries for tokamak configurations. Such
stability limits are found by considering at marginal stabil-
ity (ω = 0) specific classes of modes that are expected to
be the most unstable ones. Most of the following analysis
will be done not on the basis of the marginal stability equa-
tion (18) but with the energy principle. Freidberg [6, 7] will
be followed here in discussing the intuitive form of the en-
ergy functional,

δW = 1
2

∫

P

d3x
[
γp|∇·ξ|2 + |Q⊥|2 +B2|∇·ξ⊥ + 2ξ⊥ ·κ|2

− j‖(ξ
∗ × b·Q⊥)

− 2(ξ⊥ ·∇p)(ξ∗⊥ ·κ)
]
, (19)

which can be obtained from expression (17) by puttingK =
0 and by performing several integrations by parts. Here, b =
B/B is the unit vector parallel to the magnetic field. Its
derivative along the field line κ = b ·∇b is the field line
curvature. Note that κ ⊥ b. For the adjoint perturbation we
have taken the complex conjugate, ξA = ξ∗. The Eulerian
perturbation of the magnetic field Q is given after Eq. (15).

The first three terms in the integrand of (19) are always
positive and stabilizing. The last two terms are potentially
destabilizing.

The first stabilizing term represents plasma compres-
sion. It is an important stabilizing force in sound waves. At
marginal stability, however, the kinetic energy being zero, it
is the only term in which ξ‖ appears. All other terms depend
on ξ⊥ only. One can minimize δW once and for all with
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respect to ξ‖. In a tokamak configuration ξ‖ can actually be
chosen to make 1

2

∫
d3x γp|∇·ξ|2 = 0, by making ∇·ξ = 0

in the entire plasma with the possible exception of some iso-
lated surfaces. It is a fortunate situation that we can consider
the plasma as being incompressible because the ideal gas
equation of state (3) has a rather limited range of validity in
tokamaks in the low collisionality regime, especially in the
presence of non-thermal particles due to non-Ohmic heating
or fusion reactions. The second term is caused by the per-
turbed magnetic field component perpendicular to the equi-
librium field. It is the energy required to bend magnetic field
lines. It is the dominant stabilizing term in shear Alfvén
waves. The third term involves the parallel component of
the perturbed magnetic field and therefore the perturbation
of the magnetic field strength B. Since B can be viewed as
the density of field lines, this term is caused by the compres-
sion of field lines, countered by the magnetic pressure. This
term dominates compressional Alfvén waves.

The fourth term can be destabilizing. Because it is pro-
portional to j‖, modes driven unstable by it are called cur-
rent driven instabilities. The fifth term is also a potential
source of instabilities, called pressure driven modes because
the term is proportional to the pressure gradient. We will
consider both classes of instabilities in more detail.

II. CURRENT DRIVEN INSTABILITIES

A. Introduction

In this section we will consider instabilities which are driven
by the energy stored in the current parallel to the magnetic
field, i.e., by the fourth term in the energy functional (19).
The driving force is due to the tendency of two conducting
wires (read: flux tubes) with parallel currents to repel each
other. The destabilizing effect remains even if the plasma
pressure is small. This justifies the distinction between cur-
rent driven modes and pressure and driven instabilities such
as the ballooning modes.

We shall see that the current-driven modes tend to have
very small parallel wave numbers, b·∇ ≪ ∇, so that these
modes must have almost the same helical structure as the
magnetic field lines. In a large aspect ratio tokamak plasma
(a≪ R) with circular poloidal cross-section, the plasma lo-
cally has the approximate symmetry of a cylinder, and eigen-
modes of the system can be approximated by a single poloi-
dal harmonic [12, 13]. Modes dominated by such a helical
displacement ei(mθ−nφ) are called kink modes.

The next subsection gives a general approach to internal
MHD instabilities with low poloidal and toroidal mode num-
bers (m, n), i.e., with a wavelength comparable to the ma-
chine minor radius. Associated with the large spatial extent
of the linear mode is usually also a large nonlinear amplitude
of the instability. Therefore such instabilities can lead to a
disruptive loss of confinement in a significant fraction of the
plasma.

Most current-driven modes are stable in ideal MHD (i.e.
without resisitivity), except free boundary modes, which are
instabilities with a finite amplitude on the plasma surface
and in the vacuum region. The vicinity of a conducting wall
can be important in stabilizing these modes. They are dis-
cussed in the next subsection.

The final subsection discusses m = 1, n = 1 kink
modes. These modes require a special treatment because
they can also lead to internal instabilities, if a flux surface
with q = 1 is present in the plasma. The internal kink mode
is one of the mechanisms that in tiokamaks drive internal dis-
ruptions or sawtooth collapses, so called because they occur
in the hot plasma core repetatively, typically removing all the
excess pressure from the center, leaving profiles with a flat or
even hollow central part. The spatial extent of these modes
is mainly determined by the plasma volume where the safety
factor q < 1. This volume usually contains a considerable
fraction of the plasma kinetic energy. Sawtooth collapses
often show fast initial growth of the perturbation. In the lan-
guage of linear stability, a large growth rate means that the
plasma is far in the unstable region in configuration space.
Therefore, the mode is not triggered when the slowly evolv-
ing equilibrium crosses the stability boundary. Rather, some
essentially nonlinear trigger mechanism has to take place,
which is at present not understood. Hence, we have to keep
in mind that linear stability theory does not give a descrip-
tion of the temporal behaviour of a disruptive instability. It
can, however, give a good indication whether an instability
can indeed occur, and in addition it can provide the spatial
structure and growth rate of the mode at low amplitudes.

B. Kink modes

The most important features of current driven instabilities
can be studied in the low-β approximation, in which

j⊥ =
B ×∇p
B2 = O(ε2) , ε =

a
R0

≪ 1 .

An immediate consequence of β = O(ε2) is that the Shafra-
nov shift of the flux surfaces is small, ∆ = O(ε2a). There-
fore, if shaping effects such as elongation and triangular-
ity are small, the flux surfaces have approximately centered
circular cross sections [14]. In addition, since ε is small,
the field line curvature is small and B (∼ 1/R) does not
vary much over the plasma cross section. Therefore, we can
approximate the plasma by a cylindrical column of radius
r = a and length 2πR0. Our cylindrical coordinates will
be (r, θ, φ), where θ is the poloidal angle and φ the longi-
tudinal coordinate. Of course we impose periodic boundary
conditions for φ→ φ+2π. We will write vectors in column
notation when they are given in terms of the orthonormal ba-
sis r̂, θ̂, φ̂. The magnetic field and the current density are

B = B




0
r
qR0

1


+O(ε2), j =

B
R




0

0

1
r

(r2
q

)′


+O(ε2).
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We will now look for the perturbations ξ that minimize
δW (19). We do this in four steps.
1. Due to the symmetry in both θ and φ we can consider
single poloidal and toroidal harmonics, with mode numbers
(m,n) as normal modes,

ξ = ξ(r)ei(mθ−nφ−ωt) .

2. We write the vector ξ as

ξ = ξrr̂ + ξθθ̂ + ξ‖b .

The component ξ‖ occurs in δW only in the plasma com-
pression term

∫
γp|∇·ξ|2d3x, which can be minimized to

zero by choosing ξ‖ such that ∇·ξ = 0 in most of the vol-
ume. The remaining energy functional depends on ξr and ξθ
only.
3. As a consequence of the low-β ordering, the stabiliz-
ing magnetic energy terms in δW are by far the largest:
all other terms are O(ε2) smaller. Hence, minimization of
δW requires to leading order that 1

2

∫
|Q|2d3x is minimized.

We will see that this minimization poses only one condition
on the two functions ξr(r) and ξθ(r). After this first mini-
mization we will consider the remaining terms in the energy,
which are O(ε2), and derive a stability criterion from them.
The (Eulerian) perturbation of the magnetic field is

Q = ∇× (ξ ×B) =
B0

r




−i
(m
q

− n
) r
R0

ξr
r
R0

[(r
q
ξr
)′
+ inξθ

]

−(rξr)
′ − imξθ


 ,

One sees that the φ̂ component is dominant. The r̂ and θ̂
components are O(ε) smaller and give O(ε2) smaller con-
tributions to the energy. Hence, we arrive at the condition
that the φ̂ component must be small, at most O(ε). At this
point, we must be somewhat more careful. Our derivation so
far is fine if we consider an unstable equilibrium and merely
look for a trial function ξT that makes δW (ξT ) < 0 in order
to prove this. However, in order to obtain the actual stability
criterion one needs to extend the expansion to higher order,
O(ε2), in the energy. Moreover, we want to find the actual
eigenfunction ξ. We want to know the spatial structure of
the mode. In principle, we have to solve the original Euler
equation F (ξ) = 0, all three components of it, in the three
unknown components of ξ. Here, another nice property of
the energy principle comes to the rescue. After all, we al-
ready have arrived at a one-dimensional system with only
two unknowns,

δW (ξr , ξθ) = 2π2B2
0

∫
R0

r

∣∣(rξr)′ + imξθ
∣∣2dr +O(ε2) .

The usefulness of the energy approach is that we can readily
extract Euler equations for ξr and ξθ from this expression,

r
d
dr

[
1
r

(
(rξr)

′ + imξθ
)]

= O(ε2)

− im
r

(
(rξr)

′ + imξθ
)
= O(ε2) . (20)

To leading order, the two equations are not independent, and
we will have to go to higher order in ε to find an independent
second equation. We discuss Eq. (20) for the cases m =
0 and m 6= 0 separately. For m = 0 we have (rξr)

′ =
0. The only solution that is regular in r = 0 is ξr = 0.
This implies that ξ is always tangent to the flux surfaces and
energy cannot be released: the m = 0 modes are stable. For
m 6= 0 we obtain

ξθ =
i
m
(rξr)

′ +O(ε2) . (21)

Note that this equation does not merely reduce the domi-
nant term, shown in Eq. (20), to the order of the other terms,
O(ε2). The term becomes much smaller than the rest of
δW , O(ε4). This is a general feature which occurs if one
expands a bilinear energy functional in a small parameter.
Another general pattern is that the orders of the energy terms
are always even powers of the small parameters. It is also
useful to note that the term that we have minimized is ap-
proximately the field line compression energy. Accordingly,
Eq. (21) states that the plasma motion in the poloidal plane
is to a good approximation incompressible, Div(ξr, ξθ) = 0.
4. Using Eq. (21) we eliminate ξθ from δW (ξr, ξθ). This
requires some integrations by parts and cancellation of q′-
terms. The result is

δWcyl = π2B
2
0

R0

∫ a

0

(
|rξ′r |2 + (m2 − 1)|ξr|2

)( n
m

− 1
q

)2
r dr

+O(ε4) , (22)

Since m 6= 0, the dominant terms in expression (22) are
clearly positive definite and therefore do not give rise to in-
stabilities. We will now discuss two ways in which unstable
modes can arise that are described by Eq. (22). The first pos-
sibility involves the boundary conditions. If the mode has a
non-zero amplitude at the plasma boundary, ξr(a) 6= 0, then
extra terms should be added to δWcyl corresponding to the
energy of the vacuum region and of the plasma boundary it-
self. The additional terms can be negative and can give rise
to external kink modes. These instabilities will be briefly
discussed in the next subsection. The other possibility of in-
stability is when δWcyl vanishes to leading order, which is
only possible if m = 1. Then the O(ε4) terms become im-
portant, and these terms can be negative. This leads to the
potentially unstable internal m = 1 kink mode, which will
be treated in the final subsection.

C. External kink modes

The computation of external kink modes can be performed
using an extended energy principle, which takes into account
the energy in the plasma, in the vacuum region, and in gen-
eral a contribution from the plasma-vacuum boundary sur-
face. The boundary conditions between plasma and vacuum,
and between vacuum and (conducting) wall, play a central
role in the derivation of the extended energy functional. The
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first two of these conditions are that at both boundaries the
magnetic field is tangent to the boundary surface. The third
condition is that at the plasma-vacuum interface the momen-
tum balance requires that the quantity p + 1

2B
2 is continu-

ous. We will give here the resulting energy functional for
the case of a circular plasma cross section with minor ra-
dius r = a and a perfectly conducting wall at r = b, which
can be obtained following the steps outlined in the previous
subsection [15].

δWexternal = (23)

π2B
2
0

R0

{∫ a

0

(
|rξ′r |2 + (m2 − 1)|ξr|2

)(
n
m

− 1
q

)2

r dr +

[
2
q

( n
m

− 1
q

)
+ (1 +mλ)

( n
m

− 1
q

)2]
r2|ξr |2

∣∣∣∣
r=a

}
,

where

λ =
1 + (a/b)2m

1− (a/b)2m
.

The contribution of λ > 0 is the stabilizing effect of the
wall. The first term in the second line of Eq. (C.) is desta-
bilizing if q(a) < m/n. All other terms are positive. For
fixed m/n, the mode with the lowest poloidal mode num-
bers has the lowest field line bending energy and is therefore
the least stable one. Potentially the most unstable external
kink modes are the m = 2, n = 1 mode and in particular
the m = 1, n = 1 mode. They are also the most danger-
ous modes since they affect a large part of the plasma and
can cause a violent disruption that terminates the discharge
and can damage tokamak components. These modes require
q(a) < 2 and q(a) < 1, respectively. As soon as q(a) drops
below 2, the m = 2 mode becomes unstable unless the cur-
rent profile is extremely peaked or a conducting shell is close
to the plasma. As a consequence, present day tokamaks nor-
mally need to operate with q(a) > 2 in order to avoid the
m = 2 kink mode [16]. Note that the external m = 1 kink
mode remains out of reach by a safe margin.

Whether a mode is actually unstable depends on the de-
tails of the current profile. In order to obtain a stability cri-
terion the integral over the plasma interior in (C.) must be
minimized. The minimizing function ξr(r) is a solution of
the Euler equation obtained from (C.),

d
dr

[( n
m

− 1
q

)2
r3
dξr
dr

]
= (m2 − 1)

( n
m

− 1
q

)2
rξr . (24)

Note that for n = 0 this equation is identical to the ra-
dial equations for small equilibrium shaping effects, equa-
tion (18) in Ref. [14]. Equation (24) is singular in r = 0
and in q = m/n. In the vicinity of the magnetic axis q(r)
is approximately constant. Hence, for small r we can find
exact solutions to Eq. (24), ξr(r) ∼ r−1±m. The solution
that is regular at r = 0 is

ξr ∼ rm−1 , ξθ = iξr . (25)

One sees that for m = 1 the components ξr and ξθ are
constant in the plasma centre, which corresponds to a rigid
displacement of the plasma core. For m > 1, however,
the mode amplitude vanishes in the plasma centre. Equa-
tion (24), together with (21), gives a good indication of how
a global MHD eigenfunction with specific toroidal and po-
loidal mode numbers looks like in an approximately circular
plasma cross section, even if one has to take into account ad-
ditional effects before the stability criterion for such a mode
can be found. An example of this is presented in the next
subsection.

D. The internal m=1 kink mode

We will show in this subsection that for m = 1 one can
also find an unstable mode with ξr(a) = 0, i.e., an internal
mode. It is clear from the energy functional (22) that the case
m = 1 requires a special treatment. A general calculation
shows that the m = n = 1 mode is in general more unstable
than the m = 1 modes with higher toroidal mode numbers.
For simplicity, we will restrict ourselves to the toroidal mode
number n = 1 from the start. The leading order energy
functional reduces to

δWm=1 = π2B
2
0

R0

∫ a

0

r3|ξ′r|2
(
1− 1

q

)2
dr . (26)

Equation (25) implies that this functional is minimized by
ξr(r) = constant. However, we are looking for an internal
mode, ξr(a) = 0. Consider therefore a trial function which
is constant in the plasma centre, shows a steep step at the
radius r = r1 where q = 1, and vanishes for r > r1 [17].
Let us call the width of the layer where ξr(r) changes from
its central value to zero δ. We will show now that δWm=1

vanishes for δ → 0. The radial derivative of ξr is of course
large, |ξ′r|2 = O(1/δ2). On the other hand, q ≈ 1 in this
layer, so that (1 − 1/q)2 = O(δ2). Therefore, small and
large factors cancel in the integrand of (26). It follows that
δWm=1 vanishes because the integration interval itself has
width δ.

The resulting eigenfunction ξ(x) represents a rigid dis-
placement of the plasma inside the q = 1 surface. It can
be understood that the stabilizing magnetic energy terms in
δW practically vanish by considering the three-dimensional
structure of the mode ξ(x) = ξ exp i(θ − φ). In the φ = 0
plane, the rigid displacement is pointed toward the low field
side. At φ = π

2 it is directed upward, at φ = π the motion is
to the high field side, and at φ = 3π

2 it is downward. Summa-
rizing, the motion of the plasma ring with q < 1 consists of a
rigid shift in the horizontal φ = 0 direction combined with a
tilt with respect to the axis in that direction. In contrast with
higherm,n modes, which cause a helical kink deformation,
the m = n = 1 mode does not deform the flux surfaces,
and therefore the field line compression and bending terms
in δW vanish.

The q ≈ 1 layer, where ξ′r is large, requires a more
careful discussion, however. Note that the poloidal displace-
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ment, given by Eq. (21), becomes very large for δ → 0. This
can be visualized as follows. The rigid displacement of the
plasma inside the q = 1 surface pushes it against this surface
and the outer plasma, which remains motionless. Since field
lines cannot cross each other, and because of incompress-
ibility, the plasma has to flow back at high speed in the thin
q ≈ 1 layer, thus creating extreme convection cells. The
plasma motion in the singular layer does not require mag-
netic energy because the field lines with q = 1 are closed
and have exactly the same helicity as the mode. Hence they
can be interchanged freely.

Summarizing, we have minimized the energy functional
to the point that δW = O(ε4). First, we have chosen ξ‖ such
that there is no plasma compression. Then we have chosen
ξθ such that there is no field line compression, and finally we
have taken m = n = 1 and we have taken a step-function
for ξr so that there is no field line bending. We have found
the general shape of the displacement function, but not yet a
stability criterion. In order to find the marginal stability cri-
terion we have to solve the O(ε4) equation δW (ξ∗, ξ) = 0.
This requires that the eigenfunction ξ is computed to higher
order in ε than we have done above. In O(ε4), the energy
functional contains the following new terms.
1. Terms due to ∇p and j⊥, which are O(β ∼ ε2) smaller
than the terms previously considered, enter the cylindrical
model. Hence, the internal kink mode is not a purely current
driven mode. In practice, the instability is mainly driven
by large pressure gradients in the central plasma (within the
q = 1 surface), while the current is somewhat stabilizing if
it is peaked in the centre.
2. The toroidal curvature of the plasma has to be taken into
account. This leads to corrections to the cylindrical approx-
imation. An example of such a correction is the Shafranov-
shift, which is of the order ∆(r) = O(εr) in the low-β or-
dering. This shift contains “toroidal” terms due to the pres-
sure and the current.
3. Another consequence of the toroidal shape is that eigen-
modes are not exact poloidal harmonics. In the case of the
internal m = 1 kink instability, the mode is dominantly the
m = 1 harmonic, as discussed in the cylindrical approx-
imation. In addition, however, there are small sidebands.
They have poloidal mode numbers m = 0 and m = 2, and
are O(ε) smaller than the m = 1 harmonic of the insta-
bility. These two sideband harmonics as well avoid plasma
compression and field line compression. In suitable coordi-
nates they obey the cylindrical equation (24) with m = 0
and m = 2, respectively. They cannot avoid field line bend-
ing however (which only the m = 1 step-function can do).
Hence these small harmonics contribute to O(ε4) to the en-
ergy, i.e., they are just as important for the stability criterion
as the main m = 1 harmonic.
4. In subsection A. we concluded that the field compres-
sion energy was minimized to O(ε4). Therefore we must
presently take into account that the magnetic field is not en-
tirely incompressible.

The derivation of the final stability criterion requires a
lot of algebra and yields a rather complicated equation. The
current profile enters in a non-trivial way, for instance, be-
cause the general solution of Eq. (24) for the m = 2 har-
monic is not a closed form. The pressure plays a more
straightforward role. The final form of δW is a quadratic
function of

βp(r1) ≡ −2
R2

0q
2

B2
0r

4
1

∫ r1

0

p′r2dr .

This quantity represents the total available kinetic energy
within r = r1. A simple form for δW can be obtained if
we consider a parabolic current profile jφ(r), and if we as-
sume that q(r) in the centre does not differ very much from
unity,

|1− q(0)| ≪ 1 , q(0) < 1 .

Then, the m = 1 internal kink mode is mainly pressure
driven and the potential energy is approximately [18]

δW ≈ 6π2B
2
0r

4
1

R3
0

|ξr(0)|2
[
1− q(0)

][
β2

crit − β2
p(r1)

]
, (27)

where β2
crit =

13
144 . One sees that instability, δW < 0, occurs

if the driving force βp exceeds the threshold value βcrit ≈
0.3.

Equation (27) qualitatively matches the observations of
sawtooth oscillations in tokamaks. Sawteeth generally occur
when the central plasma temperature rises due to auxiliary
plasma heating. When the central temperature reaches a cer-
tain level, the plasma core becomes unstable and quickly,
typically within 100µs in the hottest tokamak plasmas,
looses all its excess energy. The temperature profile after the
crash is usually completely flat in the central plasma, or even
hollow. It has been observed that the instability initially is a
fast m = 1, n = 1 displacement of the hot plasma core, and
that the part of the plasma where this motion takes place and
where eventually the temperature is reduced indeed matches
the q < 1 region.

The application of the internal m = 1 kink model to
sawtooth collapses has many limitations, though. Firstly, we
have seen that the motion at the q = 1 surface is highly
singular. The motion minimizes δW , but in the case of an
unstable mode the fast motion near r = r1 corresponds to a
large kinetic energy, and hence the actual growth rate of the
mode is limited. However, other processes can take place.
The singular behaviour was due to the fact that flux surfaces
with q < 1 were pushed against flux surfaces with q > 1.
In ideal MHD this process cannot proceed, and the ideal
m = 1 mode is expected to saturate nonlinearly at a very
small amplitude. It is here that resistivity, however small in
a hot plasma, becomes important [19]. In the singular layer
it can cause pairs of approaching flux surfaces with q < 1
and q > 1 to coalesce and to form a topologically distinct
magnetic island [20]. In the process the different tempera-
tures of the two merging surfaces are of course averaged. In
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Kadomtsev’s model of the sawtooth relaxation [21], the re-
connection process proceeds until the entire plasma core is
replaced by the island and and as a result q = 1 in the en-
tire central region. Also the resulting temperature and den-
sity profiles are practically flat in this region. However, this
model does not match all observations of sawteeth. For in-
stance, sawtooth crash times much shorter than the predic-
tion of the Kadomtsev model have been observed. In addi-
tion, measurements of the central q-profile have been made
which indicate that sawteeth can occur with q(0) < 0.8
throughout the sawtooth cycle [22]. Ref. [28] gives a review
of m = 1 mode theory.

III. PRESSURE DRIVEN INSTABILITIES

A. Introduction

In this section modes are considered that are mainly driven
by the pressure gradient, i.e., modes for which the fifth term
in the intuitive from of the energy functional (19) is the dom-
inant destabilizing contribution. One sees that this term can
be destabilizing when ξ ·∇p and ξ ·κ have the same sign,
and this effect is strongest when the vectors ∇p and κ are in
the same direction (unfavourable curvature). To clarify this
situation for tokamak equilibria, we rewrite the momentum
balance equation ∇p = j ×B as

∇p = B2κ− 1
2∇⊥B

2 , (∇⊥ = ∇− bb·∇)

Suppose for a start that the plasma pressure is balanced by
the magnetic pressure, the second term on the right. How-
ever, due to the toroidal geometry B has an overall 1/R de-
pendence. Therefore, ∇1

2B
2 is necessarily directed outward

at the low field side of the torus, i.e., magnetic pressure can-
not prevent a plasma column from expanding in the ∇R di-
rection. Hence, at the low field side the magnetic curvature
term (the pull of the field lines) must balance the pressure
gradient. It is clear from Eq. (19) that this results in a region
of bad curvature (κ·∇p > 0).

In such a region a flux tube is pulled inward by its own
tension and pushed outward by the pressure gradient. Thus,
if a flux tube of higher pressure could interchange position
with a flux tube of lower pressure, their changes of the mag-
netic energy would cancel while pressure energy would be
released. If the motions of the flux tubes in a bad curva-
ture region were not constrained in other ways, instabilities
could occur on an arbitrarily small scale. The process would
be analogous to the Rayleigh-Taylor instability.

Two effects prevent this process from happening uni-
versally. Firstly, field lines in a tokamak pass regions of
favourable curvature (where the magnetic pressure confines
the plasma) as well as bad curvature regions. Indeed, the
bad curvature region in a tokamak plasma can be minimized
by a suitable combination of outward pointing triangularity
and vertical elongation. Secondly, in the presence of mag-
netic shear, field lines on neighbouring flux surfaces are not

perfectly aligned so that interchange of field lines requires
some magnetic energy.

B. Ballooning stability

The pressure-driven modes that are generally the most unsta-
ble (and which give rise to the most stringent stability lim-
its) are the so-called ballooning modes. These modes owe
their name to their tendency to have a larger amplitude in
parts of the plasma where the destabilization originates, in a
tokamak usually the low field side. Such a spatial variation
of the amplitude needs to be of a very particular nature in
order to avoid the strong stabilizing effect of the magnetic
field. In contrast, kink modes avoid this stabilizing effect by
having an almost constant amplitude on a flux surface. An-
other contrast is that for ballooning modes, higher toroidal
mode numbers n are more unstable. Ballooning modes have
a rather complicated spatial structure because their stability
depends on geometric details of the plasma, especially the
curvature of the field lines. We shall avoid this complex-
ity by focussing on the stability limit (usually a limit on the
pressure gradient). Exactly at the stability boundary, which
is found in the limit n → ∞. The corresponding modes are
highly localized in radius, so that we obtain stability criteria
for each flux surface separately.

We shall find the marginally stable modes by mimimiz-
ing δW (ξ), which is equivalent to solving Eq. (18). In terms
of the minimized value of the energy functional, the crite-
rion for instability is then δWmin < 0. Our approach will
be to consider only a specific class of instabilities, with high
poloidal and toroidal mode numbers m and n. As we will
see, such modes tend to be rather localized in r. We are
in effect considering the situation where a gradually evolv-
ing (intensively heated) plasma equilibrium, when it reaches
stability limits, initially does so in a small volume. Ther-
fore, we expect the first instability to occur to be a localized
one. Though this is the most straightforward situation, we
will see in the next section that some of the most common
instabilities affect a rather large plasma volume, what makes
them more dangerous for confinement.

Here, we will consider instabilities in the limit n →
∞. Connor, Hastie, and Taylor [23] have treated this limit,
neglecting O(1/n2) but retaining O(1/n) terms. They have
shown that the O(1/n) terms are always stabilizing. In this
sense, the most unstable modes are the ones with n = ∞.
Therefore, in this section we will take the limit n → ∞
and neglect the O(1/n) terms right away. The minimization
of δW proceeds in five steps [7], bringing us from the three-
dimensional vector equation F (ξ) = 0 to a one-dimensional
equation for one scalar function.
1. The plasma compression term in (19) vanishes by min-
imization with respect to ξ‖, which is chosen in such a way
that ∇·ξ = 0 almost everywhere in the plasma.
2. One cannot take the limit n → ∞ straight away. If one
considers high mode numbersm and n, one quickly sees that
the stabilizing contribution |B·∇ξ⊥|2 to the field line bend-
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ing energy 1
2

∫
d3x|Q⊥|2 is proportional to (n−m/q)2 and

is therefore much larger than the destabilizing terms in (19).
Hence, the most unstable modes will tend to be aligned to
the field lines,m ≈ nq. In more general words, ξ⊥ will vary
strongly only perpendicular to the field lines (k⊥ ≫ 1/a)
while varying slowly, on the scale of the machine size, along
the field lines (k‖ ∼ 1/a). We implement this ordering by
means of an eikonal representation for ξ⊥ [23, 24],

ξ⊥(ψ, θ, φ) = ξ⊥(ψ, θ)e
inS , B ·∇S(ψ, θ, φ) = 0 .

Since n is large, einS is a rapidly varying function, while
ξ⊥(ψ, θ) varies slowly.

|n∇S| ≫ 1
a
, |∇ξ⊥| ∼

|ξ⊥|
a

.

This formalism serves its purpose. The large quantity ∇S
does not enter the field line bending energy as one can see
by working out Q in terms of ξeinS ,

Q⊥ = einS
[
∇× (ξ⊥ ×B)

]
⊥
.

The energy functional becomes

δW = 1
2

∫
d3x

[∣∣Q⊥|2 +B2|in∇S ·ξ⊥ +∇·ξ⊥ + 2κ·ξ⊥

∣∣2

− 2(ξ⊥ ·∇p)(ξ∗⊥ ·κ)
− j‖ ξ

∗
⊥ × b·Q⊥e

−inS
]

(28)

3. At this stage the mode number n still appears in the field
compression (second term) and leads to the large stabilizing
energy contribution 1

2n
2
∫
d3xB2|∇S·ξ⊥|2. In order to keep

this term finite, the perturbation ξ⊥ must have the general
form

ξ⊥ = ξ⊥0 +
ξ⊥1

n
, ξ⊥0 ≡ X

B
b×∇S (29)

where X(ψ, θ) is a new scalar function independent of ξ⊥1.
One may verify that with ξ⊥ of the form (29), the term of
concern in Eq. (28) is indeed finite,

in∇S ·ξ⊥ = i∇S ·ξ⊥1 .

4. Now we can take the limit n→ ∞. In this limit

Q⊥ = ∇×
[
(Xb×∇S)× b

]
⊥

= ∇× (X∇S)⊥
= ∇× (X∇S)− bb·∇ × (X∇S)
= (b·∇X) b×∇S .

The j‖-term vanishes because

(ξ∗⊥0 × b)·Q⊥ =
X∗

B
∇S ·(b·∇X)b×∇S = 0 .

Thus the energy becomes

δW = 1
2

∫
d3x

[
|∇S|2|b·∇X |2

+B2|iξ⊥1 ·∇S +∇·ξ⊥0 + 2κ·ξ⊥0|2

− 2(B ×∇S ·∇p)(B ×∇S ·κ)|X |2
]
.

The variable ξ⊥1 appears only in the second term. There-
fore, the energy can be minimized with respect to ξ⊥1 sim-
ply by choosing iξ⊥1 · ∇S = −∇ · ξ⊥0 − 2κ · ξ⊥0, thus
eliminating the field compression term altogether.
5. The remaining functional contains only one variable X
and its derivative along the field lines, b ·∇X . It is essen-
tially one-dimensional since it does not contain the radial
derivative of X . We can therefore consider a potential en-
ergy functional on each flux surface separately

δW =

∫
dθ J

[
|∇S|2|b·∇X |2 −

2(B ×∇S ·∇p)(B ×∇S ·κ)|X |2
]
.(30)

where the Jacobian is J(ψ, θ, φ) = (dℓ/dθ)/Bp. The
derivative in the magnetic field direction can be rewritten
as b·∇X = (∂X/∂θ)/JB. Hence the Euler equation forX ,
associated with the functional (30) is given by

1
J
∂
∂θ

( |∇S|2
JB2

∂X
∂θ

)
+2(B×∇S·∇p)(B×∇S·κ)X = 0 .

(31)
It is a linear second order differential equation in the po-
loidal coordinate θ. Note that the combination J−1∂/∂θ is
independent of the definition of the poloidal coordinate.

How have we lost the radial dimension of our stability
problem? It is not a straightforward matter of invariance, as
is the case with the φ coordinate. The modes we consider
have b·∇ = k‖ ≪ |k⊥|, which is a non-trivial situation in a
tokamak because of the presence of magnetic shear: q varies
with the radius. The answer is that we have hidden these
difficulties in our assumption that we can find an eikonal
function that satisfies B ·∇S = 0. In the orthogonal flux
coordinates this condition can be written as

F
R2

∂S
∂φ

+
1
J
∂S
∂θ

= 0 . (32)

We now consider a single toroidal harmonic, S(ψ, θ, φ) =
−φ + S(ψ, θ), and obtain solutions by integrating Eq. (C.)
with respect to θ,

S = −φ+ F

∫ θ

θ0

J
R2 dθ . (33)

The integration boundary θ0 is a free parameter in our so-
lution. The energy functional should be minimized with
respect to θ0 as well in order to find the most unstable
mode. For up-down symmetric equilibria the minimizing
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value often is θ0 = 0. We recognize in (33) an incom-
plete version of the integral that yields the safety factor,
q(ψ) = (F/2π)

∮
dθ J/R2. It is clear now that the func-

tion S satisfies

S(ψ, θ + 2π, φ) = S(ψ, θ, φ) + 2πq .

Let us consider the value of S on two neighbouring field
lines with a small spatial separation. In the presence of mag-
netic shear these lines will differ slightly, by ∆q. Then, since
n is large, the values of einS on these field lines will diverge
strongly from each other, at the rate n∆q, when θ increases.
Therefore einS depends so strongly on the radial coordinate
that almost all radial dependence of the vector ξ is contained
in the factor einS .

It seems that we have treated complicated behaviour as a
function of the radius in a compact way. There are, however,
two problems with this approach. The most obvious problem
is that the radial dependence of einS is strongly oscillatory
and does not give rise to a radially localized eigenfunction
ξ, although Eq. (31) applies to any individual flux surface.
The second problem arises because for irrational values of
q, the function einS is not periodic in θ, and neither is ∇S.
Hence, the constraint (32) is incompatible with periodicity.
Even if a periodic solutionX(θ) can be found, the associated
displacement vector ξ(ψ, θ, φ) is not periodic in θ and hence
not acceptable as a physical perturbation of the equilibrium.
We will see that the two problems are related and that the
solution of the second problem takes care of the first one as
well.

A practical solution of these difficulties has been given
by Connor, Hastie, and Taylor [24]. The basic idea is to
give up the periodicity in θ in the energy functional (30),
and allow the generalized angle θ run over the entire real
axis (−∞,∞). Also the Euler equation (31) should be con-
sidered as a differential equation over the real axis, with its
boundary conditions in θ = ±∞. With this Ansatz, we make
four observations.
1. The linear second order equation (31) has in general two
independent solutions, one of which vanishes for θ → −∞,
the other for θ → ∞. Marginal stability corresponds to
special values of the equilibrium quantities for which the
equation has a solution that vanishes for θ → ±∞ simul-
taneously. This we require since the eigenmode must have
a finite energy content. Of course, away from marginal sta-
bility one still requires that the eigenfunction is finite, and
a kinetic energy term with the proper value of ω2 has to be
added to Eq. (31) to make this possible.
2. Now consider the eigenfunction ξQ(x) associated with
a finite solution X(θ) of Eq. (31). This eigenfunction is not
periodic in θ and hence not physical but it does satisfy the
equation of motion at marginal stability (18), F (ξQ) = 0,
everywhere in the extended (ψ, θ, φ) space. The function
ξQ is called a quasi-mode. Note that the force operator itself
is periodic, F (ψ, θ, φ) = F (ψ, θ + 2π, φ). Hence, if the
shifted quasimode ξQ(ψ, θ + 2πk, φ) is a solution of the
force balance equation as well.

3. The force operator F is a linear operator.
4. The infinite sum

ξ(ψ, θ, φ) =
∞∑

k=−∞
ξQ(θ + 2πk) . (34)

is clearly periodic in θ if it converges. We have effectively
wound the infinite θ-axis around the unit circle, summing the
contributions to the eigenfunction on it in the process. It is
clear that the proper boundary conditions for the generalized
Euler equation have to includeX → 0 for θ → ±∞ in order
to have a convergent sum.

We will now combine these four observations. Ac-
cording to observation 2, all terms in the sum (34) satisfy
the equation of motion at marginal stability and point 3
(linearity) guarantees that the sum (34), if it exists, also
satisfies this equation. Observation 1 states that the nec-
essary boundary conditions for the existence of the sum,
X(θ → ±∞) = 0, are satisfied in the case of marginal sta-
bility. Finally, according to point 4, expression (34) defines
a periodic solution of the marginal stability equation (18).

Expression (34) is a sum over many terms that have dif-
ferent values of the non-periodic function einS , which con-
tains the radial dependence of ξ. Note that the individual
quasimodes are not bounded in the radial direction since the
exponent vanishes nowhere. Fortunately, as pointed out by
Pegoraro and Schep [25], the sum (34) is radially localized
at the flux surface where we have solved Eq. (31). They
show that one can make a Fourier transformation from an ex-
tended poloidal coordinate to an extended radial coordinate,
and hence the poloidal and radial widths of the mode are in-
versely proportional. Loosely speaking, ballooning modes
tend to be rather localized in the radial direction when they
have an extended range in the poloidal coordinate.

Satisfied with the above picture, one can find the stabil-
ity at a given flux surface by solving Eq. (31) for that partic-
ular value of ψ. The coefficients in the differential equation
can be computed numerically from the q-profile, the pres-
sure gradient, and the shape of the flux surface. One usu-
ally obtains such data from a numerical equilibrium solver
(solver of the Grad-Shafranov equation) though in principle
one does not need a solution in the entire plasma in order to
find the stability of a single flux surface.

C. The Mercier criterion and β-limits

Straightforward integration of the ballooning equation (31)
is often numerically demanding because the coefficients
contain “slowly” and “quickly” varying functions of θ. The
quantity |∇S| is a steadily increasing function for θ → ∞.
On the other hand, quantities κ, J , and B are periodic func-
tions of θ. They can be considered rapidly oscillating func-
tions of θ on the scale on which |∇S| becomes large. One
can find the asymptotic behaviour of solutions X(θ) by a
procedure of averaging over the oscillating terms. For large
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θ equation (31) takes the form

d
dθ

(
θ2
dX
dθ

)
+DMX = 0 , (35)

where the so-called Mercier constant DM is a complicated
function of the equilibrium quantities on the flux surface. It
follows that the general asymptotic form of X(θ), i.e., the
general solution of (35) is

X = c+θ
λ+ + c−θ

λ− , λ± ≡ − 1
2 ±

√
1
4 −DM .

If DM < 1
4 there is a large solution ∼ θλ+ and a small so-

lution ∼ θλ− . The large solution makes the integral (28) in-
finite, so only the small solution is allowed. The ballooning
criterion is precisely the condition under which one solution
of (31) is asymptotically small, ∼ θλ− , for both θ → −∞
and θ → ∞. The situation is different if DM > 1

4 . In
this case both exponents λ± are complex and lead to oscil-
latory solutions with a finite energy content. In this case all
solutions of Eq. (31) are allowed, i.e., there is always insta-
bility and there is no ballooning stability boundary. It can be
shown that this situation is unstable by constructing radially
localized trial functions ξT for which δW (ξ∗T , ξT ) < 0, in-
stead of constructing proper eigenfunctions as required for
the ballooning stability criterion. The condition

DM < 1
4 . (36)

is the Mercier criterion [26]. It is a necessary condition for
stability. If it is violated instability occurs. If it is satisfied,
the plasma can still be unstable to ballooning modes. A sim-
ple closed form forDM can be derived for large aspect-ratio
circular flux surfaces. In this approximation the ballooning
equation takes the form

d
dθ

(
(1+P 2)

dX
dθ

)
+α

(
cos θ+P sin θ+V

)
X = 0 , (37)

where the “shear integral” P originates from |∇S| in
Eq. (31) and the potential term V gives the effect of the
“magnetic well” in the plasma centre. They are given by

P = sθ − α sin θ , V = ε
(
1− 1

q2

)
.

The quantities

s =
r
q
dq
dr
, α = −2

Rq2

B2

dp
dr
, (38)

are the magnetic shear and the normalized pressure gradient.
In this model the Mercier index is

DM = ε
α
s2

(
1
q2

− 1
)
. (39)

Combining Eqs. (36) and (39) one sees that Mercier insta-
bility requires q below unity, low shear, and a large pressure
gradient.

In the case that the Mercier criterion indicates stability,
DM < 1

4 , one can test Eq. (37) for ballooning instability.
Also in the case of ballooning modes one finds that generally
low shear is more unstable than high shear. This is under-
standable since instabilities tend to align with the magnetic
field on a given flux surface. The rate at which the mode and
the magnetic field become misaligned on neighbouring flux
surfaces is proportional to the magnetic shear. The pressure
gradient is destabilizing, and in general large α will lead to
instability. Surprisingly, Eq. (37) also implies that for very
large values of α and not too high shear a second regime of
stability exists. For such high pressure the Shafranov shift
gives rise to a very asymmetric plasma cross section, with
flux surfaces tightly pushed together a the low field side. In
that region the local magnetic shear (not the flux quantity
s defined in (38)) becomes high and stabilizes ballooning
modes. It turns that if the plasma cross section is strongly
triangular, the second stability regime is also accessible for
lower values of the pressure gradient, provided the magnetic
shear is negative.

Perhaps the most powerful application of ballooning
stability analysis is the numerical optimization of the total
plasma β by varying the p and q profiles and the plasma
shape, under the constraint that all flux surfaces be Mercier
and ballooning stable. The best known of such studies has
been carried out by Troyon et al. [27]. They have varied the
p and q profiles as well as the plasma elongation and trian-
gularity. Their stability criteria involve ballooning stability
on every flux surface. In addition, there are the constraints
q(a) > 2 in order to prevent m = 2 external kink modes
and q(0) > 1 in order to satisfy the Mercier criterion and to
avoid m = 1 internal kink modes. The resulting β-limit is

β = 0.028
I0
aB0

,

where the units are I0(MA), a(m), and B0(T). This result is
called the Troyon limit. It can be of limited validity for in-
stance when instabilities that are not listed above play a role.
A positive aspect is that a tokamak discharge may exceed the
Troyon limit if part of the plasma is in the second stability
regime.

In experiments, ballooning limits are often “soft”. This
means that when attempts are made to increase the tokamak
plasma pressure with intense heating, a certain pressure gra-
dient cannot be exceeded. This is probably related to the
fact that the instabilities near the ballooning stability limit
are very localized. The small amplitudes of the instabilities
are then seen as enhanced heat loss, not as a disruptive insta-
bility. However, ballooning modes have also been associated
with some of the Edge Localized Modes (ELMs) observed
in tokamaks. These modes appear repetitive as a sudden loss
of the outer layer of plasma from the tokamak.
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ABSTRACT

The optimisation of the fusion output power in
a tokamak device of given size and magnetic field re-
quires to maximise the fusion triple product nTτE .
The parameter space for safe, reliable, and stable
operation of a tokamak is limited by various con-
straints. Operational limits of tokamak devices orig-
inate from violation of magnetohydrodynamic stabil-
ity criteria or excessive radiation from impurity ions
in the plasma. Exceeding the boundaries of stable op-
eration may either result in a deterioration of plasma
confinement, or even lead to the uncontrolled disrup-
tive termination of the discharge.

I. INTRODUCTION

The need to optimise the tokamak operation in
order to get a sufficient fusion yield is the main
motivating force to explore and understand opera-
tional limits. As a starting point, a quite general
0-dimensional consideration of a fusion power gener-
ating machine will be presented. The thermonuclear
power density (i.e. released power per volume) in a
D-T plasma is

pDT = nDnT 〈σv〉εDT , (1)

where nD,T are the ion densities of D and T nuclei,
〈σv〉 is the rate coefficient for the fusion reaction, and
εDT = 17.6 MeV is the released energy per fusion re-
action. The fusion power density has a maximum
when the concentrations of both, D and T ions, are
each 50% of the total ion density. In the temperature
range between 10 keV and 20 keV the rate coefficient
scales within a few % proportional to the square of the
temperature, 〈σv〉 ∝ T 2. Using the definition of the
plasma beta, the ratio between kinetic plasma pres-
sure, p, and magnetic field pressure, β = 2µ0p/B

2,
substituting quantities in equation 1, and integrating
over the plasma volume gives

Pfus ∝ p2V ∝ β2B4V. (2)

This equation shows that the achievable fusion power
of a tokamak device strongly depends on the magnetic
field and the machine size, but there is a considerable
dependence on the plasma pressure, i.e. the way the

machine is operated. One way to increase the fusion
power output of a machine is to build a larger device
with a higher magnetic field. Beside the fact that
especially increasing the size of the machine will in-
crease the cost, there are technological limits. The
magnetic field can not be increased arbitrarily be-
cause the required superconducting coils only allow
a maximum field because superconductivity gets lost
at magnetic field strengths above a critical field Hc.
Another route to performance optimisation is opened
due to the dependence of the fusion power on the
square of the plasma pressure. Appropriate means
to tailor the discharge and increase the pressure at a
given magnetic field are required.

The most common operational scenario of a toka-
mak machine nowadays (and foreseen as base opera-
tional mode on ITER) is the so-called ELMy H-mode
(high confinement mode). This is a plasma regime
(only observed in tokamaks with a poloidal divertor)
where a transport barrier at the plasma edge builds
up, steepens the plasma profiles, and leads to an in-
crease of the stored energy in the plasma [1]. The
energy confinement times of H-mode plasmas have
been well documented in numerous experiments on
many divertor tokamaks and a scaling law based on
engineering quantities has been derived [2]:

τE,th ∝ I0.93p B0.15
t P−0.69n0.41e M0.19R1.97ε0.58κ0.78

(3)
(Ip plasma current, Bt toroidal magnetic field, P
heating power, ne line averaged electron density, M
isotope mass, R major tokamak radius, ε = a/R in-
verse aspect ratio, a minor tokamak radius, κ plasma
elongation). Without going in too much detail1, it
can be seen again that increasing machine size, and
increasing plasma current and density have a benefi-
cial effect on the confinement. In addition, the plasma
elongation has a strong influence on the confinement
properties.

The equations above indicate which plasma pa-
rameters have to be increased in order to achieve best
plasma performance in a tokamak machine of given
size and magnetic field. However, there are only a few
actuators for external control of plasma parameters.
The density can be controlled by adjusting the gas

1For a detailed discussion of this scaling law see J. Ongena
”Heating, Confinement and Extrapolation to Reactors”, these
proceedings.
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fuelling into the plasma. The plasma current is con-
trolled by adjusting the loop voltage through the flux
change in the primary winding of the transformer.
The plasma temperature can be regulated by auxil-
iary heating systems, e.g. neutral beam heating or
wave heating in the ion cyclotron, electron cyclotron,
and lower hybrid range of frequencies. As a side ef-
fect (or in some situations deliberately wanted) the
plasma heating methods can drive localised currents
in the plasma. This is utilised to increase plasma
stability or access a certain confinement mode of the
plasma.

All actions and attempts to optimise the fusion
power output are constraint by operational bound-
aries, i.e. the plasma density can’t be increased in-
finitely but has to be kept below the so-called density
limit. The plasma current cannot be increased above
a critical value without excitation of magnetohydro-
dynamic (MHD) instabilities. In the worst case the
violation of operational limits leads to a disruption
of the discharge, which is a sudden breakdown of the
plasma current and a release of the stored energy to
the first wall of the tokamak. The severity of opera-
tional limits can be categorised into soft limits which
result in a deterioration of confinement and a related
reduction of fusion power, and hard limits which even-
tually lead to a disruption with potentially harmful
impact on the integrity of the machine.

The mechanisms leading to a deterioration of con-
finement or initiating a plasma disruption have to be
studied in detail in order to devise strategies to avoid
touching an operational limit, stabilise an instability
once it occurs, or completely prevent disruptions to
happen.

II. OPERATIONAL PARAMETER SPACE OF A
TOKAMAK: THE HUGILL DIAGRAM

An overview on the operational space of a spe-
cific tokamak machine is usually given in form of the
so-called Hugill diagram [3]. Figure 1 shows such a
plot for the TEXTOR tokamak2 The Hugill diagram
is a plot of the inverse safety factor at the plasma
surface, 1/qa, versus the Murakami number, neR/Bt
[4]. Because in a cylindrical approximation the edge
safety factor3 can be written as

qa = 5a2Bt/(RIp), (4)

the inverse of the edge safety factor is proportional to
the plasma current Ip. Therefore the Hugill diagram

2The TEXTOR tokamak was located in the Forschungszen-
trum Jülich and has been in operation for 30 years until 2013.
See O. Neubauer et al., Fusion Sci. Technol. 47 76 (2005) for
a description of the machine.

3The edge safety factor is infinite in a poloidal X-point di-
vertor configuration. In those cases the safety factor q95 of the
flux surface encompassing 95% of poloidal flux is used synony-
mously.
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Figure 1: Hugill diagram for the TEXTOR tokamak.

can be seen as a plot of the plasma current versus
the line averaged plasma density (scaled by machine
size).

The operational space of the TEXTOR tokamak
is shown in figure 1. The data have been collected
during several years and cover various experimen-
tal campaigns with different methods of wall con-
ditioning and ohmic as well as neutral beam injec-
tion heated scenarios [5, 6]. Careful inspection of
this diagram reveals the existence of three operational
boundaries.

At first one notices the absence of data points
above an inverse edge safety factor of 0.5, i.e. qa < 2.
When the edge safety factor falls below 2 the m =
2, n = 1 external kink mode gets destabilised [7]. This
mode grows to a large amplitude4. Eventually the
plasma will end up in a disruption.

A second operational limit manifests itself by the
absence of data points in the lower right of the dia-
gram. For a given plasma current (which corresponds
to a specific 1/qa value) there exists a maximum elec-
tron density. This is an empirical boundary which
is not as sharply defined as the qa > 2 limit dis-
cussed before. The Hugill diagram shows that the
maximum density depends on the first wall surface
material of the tokamak, and on the applied heat-
ing power. Especially the improvement of wall con-
ditioning techniques led to an increase of tokamak
performance which can be attributed to cleaner plas-
mas with a lower effective charge, Zeff [8]. There is
obvious link of the achievable density with the pure-
ness of the plasma, or in other words, the plasma can
sustain a higher density when there are less impurity
ions in the plasma. Impurity ions lead to an increased
energy loss of the plasma which increases with den-
sity up to the critical point when the radiated power

4Mode amplitude is the radial magnetic field component,
but in this context the displacement of flux surfaces is used
synonymously.
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equals the heating power. It can be seen in figure
1 that discharges with neutral beam heating can be
stable operated at higher density.

A third limit is not very obvious but results in a
lack of data points at very low density, i.e. close to the
left axis of figure 1. Due to the toroidal loop voltage
the electrons in the plasma experience an accelerat-
ing force. Under normal conditions the electric force
is balanced by the friction force resulting from colli-
sions. Because friction scales ∝ nev−2 there is a crit-
ical velocity upon which an electron is continuously
accelerated and runs away. The Maxwellian distri-
bution function develops a non-thermal tail. The
plasma operation under these conditions has to be
avoided because runaway electrons (RE) will be accel-
erated up to several MeV of energy and the RE beams
can carry a substantial amount of energy which, when
released to the first wall, may cause serious damage
to the machine.

III. RADIATION LIMITS

Tokamak plasmas always contain a certain
amount of impurity ions. These ions originate either
from the material of the surrounding walls and are
released by sputtering, or impurities are deliberately
introduced in the discharge for the purpose to cool
the plasma edge or divertor region in order to control
plasma surface interaction. The presence of these im-
purity ions results in an increase of the radiation from
the plasma which brings about the possibility of ra-
diation driven instabilities.

A. Radiation Mechanisms

In a tokamak plasma different sources for ra-
diation losses are present. The power radiated by
bremsstrahlung due to electron-ion collisions (free-
free) or recombination (free-bound) scales like

Pbr ∝ Z2 ne nZ T
1/2
e , (5)

where Z is the ion charge state5, ne and nZ are the
densities of electrons and ions in charge state Z, and
Te denotes the electron temperature. For normal
tokamak operational conditions this power loss can
be easily supplied by the plasma heating systems.

A more substantial power loss is due to electron
cyclotron radiation:

Pc = e4/(3πε0m
3
ec

3) B2 ne Te, (6)

where e is the elementary charge, ε0 the permeabil-
ity of free space, me the electron mass, and c the
velocity of light. The power radiated by electron cy-
clotron emission can become quite large, but it is not
of concern because the plasma is optically thick at

5Due to the strong dependence on the effective charge num-
ber, the standard Zeff diagnostic of a tokamak is the measure-
ment of the visible bremsstrahlung.

Figure 2: Asymmetric plasma radiation after onset of
a MARFE in TEXTOR.

the fundamental frequency and the emitted power is
immediately re-absorbed. Loss of a small fraction of
radiated power can occur at the harmonic frequencies
where the plasma in not optically thick.

Most important source of radiative power loss
are impurity ions. They lead to an increase of
bremsstrahlung losses (see equation 5) and addition-
ally emit line radiation with a power density given
by

PR = L(Te) ne nI , (7)

where L(Te) is the cooling rate6 [9] for a specific im-
purity and nI gives the impurity density. It is impor-
tant to note that the cooling rates increase when the
temperature drops, i.e. dLTe/dTe < 0.

B. Density Limit

The density limit in tokamaks is actually a radi-
ation limit. When the elctron density is increased at
constant pressure (i.e. without increasing the heating
power), the electron temperature drops. This leads
to an increase of the radiative power loss due to the
above mentioned shape of the cooling rate curves.
The density limit is reached when the radiative power
equals the total heating power which is the sum of
ohmic and auxiliary heating powers:

Prad = Pheat = POH + Paux. (8)

The critical density scales like [10]

ncrite ∝ (Pheat/(Zeff − 1))1/2. (9)

Low effective charge and high heating power can ef-
fectively increase the density limit. This can be seen
as well in the Hugill diagram figure 1 where with the
progress in wall conditioning (carbonisation, boroni-
sation) and with increased heating power larger den-
sities were accessible.

6Other authors refer to this quantity as radiation parameter
or radiation function.
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Figure 3: m = 2, n = 1 disruption precursor mode.

Present-day tokamaks with metal walls and/or
state-of the art wall cleaning methods and sufficient
heating power installed would allow for a rather high
density limit. Unfortunately, it turns out that the ra-
diative density limit is not dominated by a symmetric
radiation belt following equation 9 but is determined
by a variety of other mechanisms [11]. Particle trans-
port at the edge, plasma detachment and recycling
phenomena whith plasma cooling being a key element
of them all start to play a role. One important and
rather common phenomenon in this context is the ap-
pearance of the so-called MARFE7 [12]. In a situation
with local plasma cooling the characteristic shape of
the cooling rate curves leads to a self amplifying con-
densation process most often resulting in a radiation
collapse. The requirement of pressure balance results
in a local, cold and very dense plasma, the MARFE.
Figure 2 shows a tomographic reconstruction of the
poloidal radiation distribution during a MARFE. The
appearance of the MARFE is strongly correlated with
the recycling flux from the plasma edge [13]. Reduc-
ing this particle flux by moving the plasma away from
the surrounding walls allows for higher densities (see
points labelled outward shifted in figure 1). The data
from many tokamaks has been analysed in detail [11]
and a surprisingly simple scaling law could be derived:

ne,G = κj, (10)

with ne,G the maximum line-averaged density in units
of 1020 m−3, κ the elongation of the poloidal plasma
cross section, and j the poloidal average of the current
density in units of MAm−2. Despite it’s simplicity

7The acronym MARFE stands for Multifacetted Asymmet-
ric Radiation From the Edge.

this simple formula has been found to well approx-
imate the density limit in a variety of tokamaks of
different size.

C. Impurity Accumulation

Nowadays tokamak are more and more equipped
with limiters and divertor tiles made of high-Z ma-
terials like tungsten due to their high melting tem-
peratures and low sputtering rates. When off-normal
events lead to increased thermal and particle loads
high-Z material may be eroded and released to the
plasma where it is transported toward the plasma
centre. The strong radiation causes local cooling and
flat or even hollow temperature profiles. Because the

electrical conductivity scales σ ∝ f(Zeff )T
3/2
e with

temperature a decreases of the central plasma current
follows and enforces the temperature decay and fur-
ther accumulation of the high-Z impurity on plasma
axis.

IV. BETA LIMIT

In the introduction it has been shown that the
increase of beta

βt = 2µ0〈p〉/B2
t , (11)

where 〈p〉 is the volume averaged plasma pressure,
is a rational way to increase fusion performance and
make best use of the applied toroidal magnetic field
Bt. This gives rise to the question, how large the
plasma pressure can get before MHD instabilities be-
come destabilised.

A. The Ideal Beta Limit

The maximum plasma pressure which can be con-
fined by a given magnetic field has been calculated by
Troyon [14]. In his calculations he considered stability
against (i) the Mercier criterion [15], (ii) ballooning
modes, and (iii) the n = 1 free-boundary kink mode.
It has been found that the latter determines the up-
per limit on beta. For circular plasma cross section
a simple scaling law for the poloidal beta8 has been
found:

βmaxp = 0.14 (R/a) qa. (12)

More general, the maximim beta βm for a given con-
figuration9 can be written as

βm = g
I

aBt
(13)

where g is named the Troyon factor and a value of
g = 2.8 the Troyon limit. The quantity

βN =
β

I/(aBt)
(14)

8Same as toroidal beta in equation 11 but toroidal field is
replaced by poloidal field Bp.

9Here configuration means plasma shape.
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is called normalised beta. The stability limit can then
be simply expressed as βN < g. It turns out that
the Troyon factor depends on the shape of the cur-
rent density profile and can be approximated in many
cases by g = 4li, where ii is the internal inductance
of the plasma.

B. Resistive Wall Modes

A certain operation mode of tokamaks, the so-
called advanced scenario, makes use of an elevated
q-profile, a broad current density distribution, and
steep pressure gradients which lead to a large boot-
strap current fraction. In this scenario the external
kink mode plays the limiting role. The mode can be
stabilised by a close fitting conducting wall. This will
result in a somewhat higher maximum beta value.
Due to the conducting wall the growth rate of the
external kink is reduced to the inverse of the resistive
time constant of the wall. Depending on the proper-
ties of the stabilising wall, the achievable beta is in
the range

βno−wall < β < βideal−wall. (15)

In this context the beta limit is called the resistive
wall mode (RWM) limit. Stabilisation of the RWM
is proposed via two different mechanisms: (i) dissi-
pation of the free energy of the mode by fast plasma
rotation, and (ii) active feedback control to cancel the
RWM field by a set of saddle coils mounted inside the
vacuum vessel [16].

C. (Neoclassical) Tearing Modes10

In contrast to kink modes which are driven by
the plasma pressure, a class of modes named tear-
ing modes are driven by the radial gradient of the
plasma current. These modes, when destabilised,
form so-called magnetic islands which are radially
and poloidally localised regions where reconnection
of magnetic field lines occurs and the magnetic topol-
ogy is changed. The growth of tearing modes depends
on the tearing parameter ∆′ defined as

∆′(w) =
1

Br

∂Br
∂r

∣∣∣∣rs−w/2
rs+w/2

, (16)

where w is the island width and rs the radius of the
rational surface where the mode grows [17]. A pos-
itive ∆′ will destabilise the mode. The growth rate
depends on the resistivity η of the plasma and is ap-
proximately given by

dw

dt
' η

2µ0
∆′(w). (17)

Tearing modes can grow to rather large size with a
radial width of 10%-20% of the minor plasma radius.

10This section is just for completeness and kept rather con-
cise, a much more detailed article by H. R. Wilson on ”Neo-
classical Tearing Modes” can be found elsewhere in these pro-
ceedings.

An example of a tearing mode is shown in figure 3.
Here the plasma current (a), the electron tempera-
ture at about half radius (b), and two interferom-
eter chords (c) are shown. The time traces of Te
and ne measurements show a characteristic modula-
tion which results from the flattening of the plasma
profiles across the island11 and the diamagnetic drift
motion. It can be seen in the figure that the island
rotation frequency slows down when the island size
gets larger.

A common observation in almost all tokamaks is
that the ideal beta limit can only be reached tran-
siently but that the stationary achievable beta values
are lower [18]. This behaviour has been found to be
caused by the onset of a m = 3, n = 2 or m = 2, n = 1
tearing modes. Strangely, the ∆′ parameter of these
modes is negative, i.e. the modes should be stable.
These modes have been named neoclassical tearing
modes (NTM) and their growth can be described by
a generalised Rutherford equation [18]. Additional
to the tearing parameter this equation contains two
pressure driven contributions. One term is destabilis-
ing and originates from the loss of bootstrap current
due to the pressure profile flattening in the island.
The second term is assumed to be stabilising and re-
sults from a polarisation current within the island.
Neoclassical tearing modes are usually a soft limita-
tion, i.e. the discharge does not disrupt but the con-
finement gets deteriorated. Plasma disruptions are
possible in case the m = 2, n = 1 neoclassical tearing
mode gets unstable. A widely investigated method for
stabilisation of NTMs is to replace the missing boot-
strap current in the island by non-inductively driven
current using ECRH wave injection or lower hybrid
current drive12 [19, 20].

V. THE CURRENT LIMIT

The qa-limit
qa > 2 (18)

has been already mentioned when discussing the
Hugill diagram (figure 1). This is an hard limitation
and falling below this value will unavoidably end up
with a disruption. Because the density increases with
plasma current, increasing the current is an easy way
to achieve better confinement, as can be seen by the
proportionality of the energy confinement time with
plasma current (see equation 3). The main implica-
tion of the qa-limit is that there is a maximum sus-
tainable plasma current at a given toroidal magnetic
field. But even at qa values above 2 but close to 2 the
plasma may be already affected by MHD stability is-
sues due to the growth of the m = 2, n = 1 tearing

11Magnetic islands are commonly referred as O-points of the
mode, whereas the crossing of the island separatrix between
O-points is labelled the X-point.

12See E. Westerhof’s article on ”Non-inductive Current
Drive” in these proceedings.
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Figure 4: Plasma disruption with runaway electron
plateau. Traces from top to bottom are (i) plasma
current, (ii) loop voltage (maesurement is saturated),
(iii) neutron rate, and (iv) electron temperature (cen-
tre and edge).

mode. There is no simple criterion to decide whether
this mode is unstable because the shape of the current
density profile, the plasma pressure, plasma rotation,
and the proximity to a conducting wall influence the
stability. As a rule of thumb one can say that the
excitation of the m = 2, n = 1 mode becomes more
likely at lower edge safety factor qa. Most plasma
scenarios today use values of 3 or larger.

VI. LOCKED MODES AND ERROR FIELDS

An MHD perturbation like a kink or tearing
modes are usually frozen in the plasma fluid according
to Alfvén’s theorem. As a consequence modes rotate
due to drifts or momentum input by neutral particle
injection. A growing mode in the plasma will experi-
ence friction caused by induced eddy currents in the
wall and slow down the plasma rotation. Eventually
the mode can lock to the wall and the rotation in the
tokamak frame stands still. The growths rate of the
mode after locking is determined by the resistivity of
the tokamak first wall and much larger than in the ro-
tating state. In many cases mode locking is observed
to be a precursor to a disruptions. The slowing down
and locking leading to fast mode growth and disrup-
tion can be seen in figure 3. Here a disruption starts
at t = 0.552 s shortly after the mode stopped and a
fast growths (see Te signal) set in.

A common source for the excitation of locked
modes are intrinsic error fields. These fields can
arise from small alignment errors of the coils sys-
tems. Already low error field amplitudes of the order

Br/Bt ≈ 10−4 (Br is the radial component of the er-
ror field) have been found sufficient to excite locked
n = 1 modes. An error field of this size is expected
on ITER due to small coil misalignments [21].

The critical mode amplitude for mode excitation
has been investigated in a variety of tokamaks and a
power law scaling expression has been derived [22]:

Br/Bt ∝ nαn
e BαB

t q
αq

95R
αR . (19)

The exponents αx show a rather large scatter be-
tween individual machines, good agreement has been
found only for αn which is about 1, i.e. the resistance
against error field driven modes increases linearly
with plasma density. αB is always negative, meaning
that acceptable error field levels become even smaller
at larger machines.

Plasma rotation generally increases the threshold
for mode excitation. Momentum input which adds to
the diamagnetic drift will act stabilising, but when
the fluid rotation is compensated by external momen-
tum input the error field threshold shows a minimum
[23].

VII. VERTICAL STABILITY

A circular shaped plasma is stable with respect
to vertical displacements if the field index

n = − R

Bv

dBv
dR

(20)

is larger than zero [7]. However, vertical elongation κ
has a positive effect on the confinement (see equation
3) and most of the tokamaks are operated with elon-
gated plasma shape. A drawback is that the plasma
column becomes unstable with respect to vertical dis-
placements. The growth rate of this vertical displace-
ment event (VDE) depends on plasma elongation and
can become rather large. A loss of control will results
in the plasma either touching on the divertor or ar-
mour tiles at the top. Large heat loads and halo cur-
rents13 arise before the plasma current eventually dis-
rupts. The growth rate of the VDE can be decreased
down by a close fitting conducting wall (similar to
RWM stabilisation). Experiments on the Swiss toka-
mak TCV have shown that growth rates of several
1000 s−1 could be feedback stabilised [24].

VIII. DISRUPTIONS

A disruption is a fast decay of the plasma current
as a consequence of a severe plasma instability, an op-
erational limit, or a loss of plasma control. The evolu-
tion of a disruption can be divided into several stages

13Halo currents arise when the plasma column touches the
wall and a fraction of the plasma current flows partly in the
wall.
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[10]. An initiating event causes an unstable state, of-
ten accompanied by changes of the current density
distribution. Precursor like mode oscillations appear
next before the actual disruption starts. There are
two distinct phases: (i) the thermal quench (TQ) dur-
ing which the temperature profile collapses and the
stored plasma energy is released to the surrounding
walls, and (ii) the current quench (CQ) during which
the plasma current decays very fast and the magnetic
energy is released. Energetic electrons with energies
up to several MeV can be generated during the CQ
because the tokamak loop voltage rises due to Lenz’s
law.

Disruptions pose a threat to the integrity of a
tokamak because they could result in (i) radiative and
convective heat loads on plasma facing components
which may cause melting or evaporation, (ii) strong
j × B forces on the vacuum vessel due to induced
eddy currents and halo currents, and (iii) a beam of
high energetic electrons which can carry a significant
fraction of the plasma current and may cause severe
damage when hitting plasma facing components.

Disruption studies are at high urgency for ITER
[21] and methods for reliable early detection, avoid-
ance, and mitigation need to be developed.

A. Runaway Electrons

Runaway electrons (RE) are generated when the
friction force due to collisions gets smaller than the
electric force due to the toroidal loop voltage. A rela-
tivistic calculation of the critical electric field required
for electrons to run away yields

Ecrit =
nee

3lnΛ

4πε20mec2
(21)

where lnΛ is the Coulomb logarithm, e and me charge
and mass of an electron, and c the speed of light. For
normal tokamak conditions the electric field is less
than the critical electric field, so no runaway electrons
are generated. At very low density the loop voltage
is large enough to produce runaway electrons. These
conditions are at the left edge of the Hugill diagram
(figure 1). Although in a strict sense the generation
of runaway electrons is no operational limit, tokamak
operation at those conditions is usually avoided be-
cause of the potential damage they may cause.

Once there is a population of energetic electrons
an avalanche-like process due to small angle collisions
with thermal electrons sets in [25]. This secondary
generation process will be dominant on large toka-
maks.

B. Disruption Avoidance

The optimum approach to solve the disruption
problem would be to avoid any disruption happen-
ing. This requires a reliable way to detect the very
early stage of a disruption, e.g. a precursor, and some

actuators to rectify whatever went wrong and to re-
gain plasma control. The application of neural net-
works for early detection of disruptions is under in-
vestigation and shows good progress [26]. For certain
classes of disruptions a direct detection of a precursor
mode and the use of neutral beam injection in order
to enhance plasma rotation and stabilise the mode
has proven to be successful [27].

C. Disruption Mitigation

The situation that a disruption cannot be avoided
may arise. In this case a way to deliberately shut
down the plasma discharge and to ameliorate the con-
sequences of a disruption is required. The shutdown
procedure has to be designed in a way which keeps
j×B forces on vessel and coil systems within accept-
able limits, dissipates the plasma stored thermal and
magnetic energies in a way which does not lead to lo-
calised overheating of plasma facing components, and
prevents that a part of the plasma current is trans-
formed into REs. The energy balance for a shutdown
prcedure is as follows:

Wth +Wmag = Wrad +Wcoupled +Wconv (+WRE)
(22)

The thermal plasma energy Wth and the magnetic en-
ergy Wmag are converted in to radiated energy Wrad

(this is preferred because radiation is distributed on
a large wall surface), the energy Wcoupled which is
coupled via the mutual inductances into the tokamak
coil systems, the part of the energy which is con-
vected by plasma wall contact Wconv, and the energy
which is carried by RE electrons. Especially the lat-
ter two components result in small wetted areas and
large local heat loads. Various disruption mitigation
methods have been proposed: (i) A fast controlled
ramp-down of the plasma current seems to be a good
solution but is not always possible. It needs a rather
large warning time, and the plasma density (and ra-
diation) may not decrease with the required rate thus
provoking a density limit disruption. (ii) Injection of
so-called killer pellets14 or shattered pellets15 in or-
der to force the plasma into a radiation limit disrup-
tion. (iii) Massive gas injection [28] using specially
designed fast valves is another promising method to
deliberately induce a radiation collapse. This method
is presently under investigation on many tokamaks.

IX. SUMMARY

The operational limits of a tokamak machine arise
from a variety of different physical mechanisms. The
density limit is actually defined by the balance be-
tween plasma radiation and heating power. Clean

14Similar to frozen hydrogen fuelling pellets but made of
neon or argon.

15Nobel gas pellets of large size which are shot against a
solid target which disaggregates the pellet before entry into
the plasma.
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plasmas and good wall conditioning together with suf-
ficient heating power can assure stable operation close
to this limit. A limitation on the maximum plasma
current at a given toroidal field results from the MHD
stability properties of the m = 2, n = 1 mode. The
generation of runaway electrons constrains the oper-
ation at low density. The ideal beta limit originates
from pressure driven n = 1 kink instabilities. More of
importance is the so-called practical beta limit which
is due to the neoclassical tearing mode and is the most
frequent limitation to plasma performance. Disrup-
tions can cause damage to the machine pose the most
severe problem on large tokamaks requiring an ade-
quate mitigation method.
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27. A. Krämer-Flecken et al., ”Heterodyne ECE Di-
agnostic in the Mode Detection and Disruption
Avoidance at TEXTOR”, Nucl. Fusion, 43,
1437 (2003).

28. D. G. Whyte et al., ”Disruption mitigation
with high-pressure noble gas injection”, J. Nucl.
Mater., 313-316, 1239 (2003).

113



MHD AND FAST PARTICLES IN TOKAMAKS 
 

S.E. Sharapov 

 

Euratom/CCFE Fusion Association, Culham Science Centre, Abingdon, Oxfordshire OX14 3DB, UK 

 Sergei.Sharapov@ccfe.ac.uk 

 

 

ABSTRACT 

An introduction is given to ideal MHD waves and the 

problem of resonant interaction between such waves and 

energetic ions born in fusion reactions and/or produced by 

auxiliary plasma heating. Shear Alfvén waves are shown 

to form a discrete spectrum of Global Alfvén Eigenmodes 

in current-carrying cylindrical plasmas and Toroidal 

Alfvén Eigenmodes in toroidal plasmas. A comparison 

between theory and experiment is presented for the 

observed discrete spectra of Alfvén waves driven by 

energetic ions in Joint European Torus. The mechanism 

of excitation of Alfvén instabilities is qualitatively 

explained by considering particle-to-wave power transfer, 

and mechanisms of wave-induced re-distribution and 

losses of energetic ions are discussed.    

 

 

I. INTRODUCTION 

 

Instabilities of Alfvén Eigenmodes (AEs)
1,2

 are an 

important issue for burning plasma studies, with weakly-

damped Toroidal Alfvén Eigenmode (TAE)
3
 representing 

the most dangerous mode that may limit the pressure of 

energetic ions and cause fast ion losses. Since 3.5 MeV 

alpha-particles are born in fusion deuterium-tritium (DT) 

plasmas at a speed exceeding the Alfvén velocity, these 

alpha-particles may excite TAE via Landau resonance 

AVV =α  if the power transfer from the alphas to the 

wave exceeds the wave damping by thermal plasma
4
. The 

Alfvén instability is driven by radial gradient of energetic 

particle pressure if the fast particles have energy high 

enough to resonate with Alfvén waves, and this instability 

cause a radial re-distribution of the energetic particles 

giving non-optimal heating profiles and energetic particle 

losses damaging the first wall. Without the energetic 

particles the modes are stable ideal magneto-

hydrodynamic (MHD) waves. The present lecture 

describes discrete weakly-damped AEs in cylindrical and 

toroidal plasmas and the fast particle drive and AE-

induced transport of the fast particles. 

 

I.A. Fast ions in fusion plasmas 

 

In present day experiments, energetic particles 

produced with auxiliary heating systems have very high 

parameters well suitable for investigating AEs with 

further extrapolation to burning plasmas with significant 

pressure of alpha-particles. On Joint European Torus 

(JET), energetic ions are produced with NBI and ICRH 

techniques capable of accelerating hydrogen isotopes H, 

D, T, and He
3
 up to the MeV energy range

5,6
. It is also 

possible to accelerate a population of He
4
 ions up to the 

MeV energy range with NBI+ICRH technique in helium 

plasma which has no fusion products
7
. Table I presents 

typical values of energetic ion populations achieved in 

JET experiments with ICRH, the values for alpha-

particles in JET deuterium-tritium (DT) plasmas, and 

expected alpha-particle values in burning ITER plasma. 

 

Table I. Characteristics of ICRH-accelerated ions and 

alpha-particles in JET and ITER: slowing down time, τS , 
heating power per volume at the magnetic axis, Pf  (0), 

ratio of the on-axis fast ion density to electron density, nf  
(0) / ne (0), on-axis fast ion beta, βf  (0), volume-averaged 

fast ion beta, 〈βf 〉 (%), and normalised radial gradient of 

fast ion beta, max| R∇βf  |.  
 

Reference JET
5,6

 JET
7
 JET

8
 ITER

9
 

Fast ions H or He
3
 He

4
 Alpha Alpha 

Source ICRH tail ICRH tail Fusion Fusion 

Mechanism minority 3
rd

 harm. 

of NBI 

DT 

nuclear 

DT 

nuclear 

τS (s) 1-0.9 0.4 1.0 0.8 

Pf  (0)  

(MW/m
3
) 

0.8-1 0.5 0.12 0.55 

nf  (0) /ne (0)  

(%) 

1-1.5 1.5 0.44 0.85 

βf  (0)  (%) 2 3 0.7 1.2 

〈βf 〉 (%) ≈0.3 0.3 0.12 0.3 

max| R∇βf  | 
 (%) 

≈5 5 3.5 3.8 

 

I.B.  Measuring Alfvén perturbations 

 

Alfvénic instabilities are observed as high-frequency 

perturbations, having a typical frequency in the plasma 

reference frame from 50 to 500 kHz. The observed 

spectrum of the instabilities is not continuous, but 

discrete, with TAE in the range of 100-200 kHz in the 

plasma reference frame. Elliptical Alfvén Eigenmodes
10

 

are also seen sometimes at a frequency twice that of 

TAEs, and Alfvén Cascade eigenmodes
11

 are seen in 

discharges with reversed magnetic shear at a frequency 

below the TAE frequency. The modes are detected by 
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external magnetic pick-up coils with a high sampling 

rate8,12. They can be also detected using interferometry13, 

reflectometry
14

, and electron cyclotron emission
11

. A 

typical magnetic spectrogram showing amplitude of 

magnetic perturbations as function of frequency and time 

is shown in Figure 1. Multiple TAE modes with different 

toroidal mode numbers are seen as a discrete spectrum in 

the frequency range 250-450 kHz in this plasma with high 

toroidal rotation that causes Doppler shift of frequency (to 

be described later). We’ll try to understand why the 

spectrum of TAE is discrete and what limits the number 

of unstable TAE.  

 

 
Fig.1. Magnetic spectrogram (Fourier decomposition as 

function of time) of a Mirnov coil signal. 

 

II. MHD WAVES WITHOUT FAST PARTICLES 

 

Plasma represents a self-consistent system of charged 

particles and perturbed electric and magnetic fields. For 

describing the plasma particles, we take into account the 

quasi-neutrality condition,   

∑ ⋅=
i

iie nZn  

and take velocity moments of kinetic Vlasov equations for 

electrons and ions and sum them to obtain 

( ) 0=⋅∇+
∂
∂

Vρ
ρ
t

; 

BJ
V

×+−∇=
c

p
dt

d 1
ρ ; 

0=⋅∇Γ+∇⋅+
∂

∂
VV pp

t

p
; 

0
1

=×+ BVE
c

; 

where ρ  and V are mass density and mass velocity of 

the plasma, p  is plasma pressure, and Γ  is adiabaticity 

index. This set of equations has no resistivity or other 

dissipative effects and described ideal magneto-

hydrodynamics (MHD) evolution of plasma. For 

describing electromagnetic fields in the plasma, 

Maxwell’s equations are used 

JB
c

π4
=×∇ ; 

t

B
E

∂
∂

−=×∇
c

1 ; 

0=⋅∇ B . 
 

For considering small linear perturbations of plasma near 

the equilibrium, all the field and plasma variables are 

represented as sums of equilibrium (denoted by subscript 

0) and perturbed (denoted by δ ) quantities as follows: 

0 δ= +J J J , 
0 δ= +B B B , δ=V V ,  

0p p pδ= + , δρρρ += 0
, EE δ= ,  (1) 

where all the perturbed quantities satisfy 1<<δ , i.e. 

1/ 0 <<JJδ  etc. We assume the time-space dependence 

corresponding to waves, )exp( ikrtiA +−∝ ωδ  in the 

limit mcBeiBi /0≡<< ωω . One can now substitute 

the expressions (1) in the starting set of equations and 

obtain equations with terms: a) not having δ  at all; b) 

having δ ; c) having 2δ  etc. The terms not having δ  are 

balanced due to the plasma equilibrium  

0 0 0

1
p

c
∇ = ×J B     (2) 

and terms linear in δ  describe ideal MHD perturbations: 

( ) 00 =⋅∇+
∂
∂

Vδρ
δρ
t

   (3) 

[ ] 00
4

1
BB

V
××∇+−∇= δ

π
δ

δ
ρ p

dt

d
 (4) 

[ ]0BVB ××∇=
∂
∂

δδ
t

  (5) 

δρ
ρ

δ
0

0pp Γ= .    (6) 

    

II.A. MHD waves in plasma 

 

Introduce plasma displacement from the equilibrium, ξ , 

related to Vδ  via t∂∂= /ξVδ . From Eqs.(3), (5) we find  

( )ξ0ρδρ div−=  

[ ]
z

div
∂

∂
+−=××∇= ⊥

⊥

ξ
BξBBξB 000δ  

where [ ] ( ) ( ) abbabaabba divdiv −+∇−∇=××∇ and 

zeB ↑↑0
 were used. Substitute the expressions for 

Bδδρ ,  in the remaining two equations and obtain  
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2
222

2

2

z
VdivVdivc

t
AAS ∂

∂
+∇+∇=

∂
∂ ⊥

⊥⊥

ξ
ξξ

ξ
, (7) 

where 
00

2 / ργ pcS =  is the ion sound speed, and 

( )0

2

0

2 4/ πρBVA =  is the square of Alfvén velocity. This 

equation describes linear MHD perturbations of 

homogeneous ideally conducting plasma. Single vector 

equation gives three scalar equations for three types of 

waves: compressional Alfvén and slow magnetosonic 

waves, in which the “returning” force are the magnetic 

pressure and the kinetic pressure, correspondingly, and the 

shear Alfvén wave, in which the “returning” force is the 

tension of magnetic field lines (see Figure 2). 
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Fig.2. Plasma displacement ξ  in three types of MHD 

waves
15

: Compressional Alfvén (CA), Shear Alfvén 

(SA), and Slow Magnetosonic (SM).   

 
In contrast to the compressional waves, the shear Alfvén 

wave is incompressible:  

0=zξ , 

0=⊥ξdiv . 

For such waves the main MHD equation becomes simply  

2

2
2

2

2

z
V

t
A ∂
∂

=
∂
∂ ⊥⊥ ξξ

,    (8) 

which coincides with equation for string oscillations. The 

“returning” force is the tension of magnetic field lines, 

which act similarly to the strings. In shear Alfvén wave 

the fluid displacement vector ξ  and Eδ are 

perpendicular to the magnetic field 
0B . The wave 

propagates along 
0B : 

AVk±=ω ;   00 /Bk Bk ⋅= ,  (9) 

and it has no parallel perturbed components, 

0,0 == BE δδ . In comparison to CA wave, SA 

wave requires less energy for excitation, and in 

comparison to SM wave, SA wave experiences less 

significant damping due to thermal ions since for typical 

plasmas 11.0/ <<≈= iATi VV β . As a result, the SA 

wave is easiest to excite, and this is why the SA wave 

constitutes the most significant part of the spectrum of 

MHD waves and is probably best studied.  

The description of shear Alfvén waves above 

assumed homogeneous plasma. In spatially 

inhomogeneous plasmas with ( )rVV AA =  and 

( )rkk = , the frequency of shear Alfvén waves, 

( ) ( ) ( )rVrkr AA ⋅=ω , varies with radius. A radially-

extended packet of SA waves in such spatially 

inhomogeneous plasmas has a finite life time (which may 

be also interpreted as wave damping) since the radially 

different “slices” of the wave packet propagate at 

different velocities along different directions of ( )rB . As 

time increases, the “slices” of local Alfvén waves become 

thinner in radius and run into the short wavelength region, 

∞→rk , where they are carried away due to the radial 

group velocity caused by finite Larmor radius (description 

of this effect goes beyond the scope of this lecture). The 

lifetime, τ , of the wave packet is inversely proportional 

to radial gradient of the local Alfvén frequency  ( )rAω ,  

 

( ) ( ) ( )
11 −−

⋅≡∝ rVrk
dr

d

dr

rd
A

Aωτ . 

   

 
Fig.3. Schematic picture showing spread of a radially-

extended wave-packet of shear Alfvén waves in 

inhomogeneous plasma.  
 

 The lifetime τ  increases if the wave-packet is localised 

in vicinity of an extremum point of ( )rAω ,  

( ) 0
0
==rrA r

dr

d
ω .  (10)  

It is of interest to investigate a possibility of existence of 

SA perturbations, which are localized in the vicinity of 

the Alfvén continuum extremum points and may be less 

damped  and thus have a longer life-time. 

 

II.B. Global Alfvén eigenmode (GAE) in 

cylindrical plasma with current 

 

Investigations of Alfvén spectrum in cylindrical plasmas 

with plasma current and condition (10) fulfilled have 
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revealed that in cylindrical geometry, in addition to the 

continuous SA spectrum, ( ) ( ) ( )rVrkr AA

2222 ≡=ωω , a 

discrete Global Alfvén Eigenmode (GAE) exists
16,17

. The 

mode was found as an extremely high-quality, Q ≡ ω/γ ~ 

10
3
, resonance excited in cylindrical plasma with co-

directed equilibrium magnetic field and current by an  

external antenna. Figure 4 shows the plasma response 

seen as the antenna coil impedance as function of the 

frequency scanned in the antenna. 
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Fig.4. Real part of the coil impedance versus 

normalized frequency. GAE discrete eigenfrequency 

is shown with broken line as a high-quality narrow 

resonance peak below  1/ min ==Ω Aωω . 

In cylindrical geometry, the length of the cylinder 

L determines the lowest parallel wave-vector as 

Lk /2min π=  so that the lowest SA frequency is still 

above zero. The ideal MHD mode GAE with 
min0 AGAE ωω <<  exists if the current profile provides a 

minimum in the Alfvén continuum via the condition: 

dr

dV

Vdr

dk

k

A

A

11
−= . 
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Fig.5. Structure of Alfvén continuum in cylindrical plasma 

with current and plasma density gradient.  

It is important to note that the frequency of GAE is 

actually below the Alfvén continuum. This frequency 

shift is caused by the well-known property of 

electromagnetic waves (to which the SA wave belongs to) 

of forming a waveguide at the extremum of perpendicular 

refraction index. Indeed, the local minimum of the Alfvén 

continuum seen in Fig.5 provides a maximum of the 

perpendicular refraction index ω/rr ckN = . Similarly to 

fiber optics, GAE propagating in a “wave-guide” 

surrounding the region of the extremum refraction index 

has most of the wave energy at the radial position of the 

extremum point. Figure 6 shows the radial structure of the 

GAE wave-fields.  
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Fig.6. Radial structure of Global Alfvén Eigenmode with 

m=-2 in cylindrical plasma with current and density 

gradient.  

 

Due to the frequency shift between GAE and 
min

Aω , the 

eigenfrequency of GAE does not satisfy the local Alfvén 

resonance condition, i.e.  

)(rAGAE ωω ≠     (11)
 

Therefore, although GAE has all the properties of the SA 

wave, it represents a coherent radially-extended wave-

packet, to which the phase mixing effect shown in Figure 

3 does not apply, so GAE has no continuum damping.  

 

II.C.  Toroidal Alfvén Eigenmode (TAE)  

 

In a torus, the wave solutions are quantized in 

toroidal and poloidal directions: 

( ) ( ) ( ) ( ) ..expexp,,, ccimrintitr
m

m +−+−= ∑ ϑφζωζϑφ

n  is the number of wavelengths in toroidal direction and 

m  is the number of wavelengths in poloidal direction. 

The parallel wave-vector for the m -th harmonic of a 

mode with toroidal mode number n , is determined by the 

safety factor ϑζ RBrBrq /)( =  as follows: 
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−=

)(

1

0 rq

m
n

R
k
m

     (12) 

It was found
3
 that for a given )(rq  and n , but for 

different m  two cylindrical SA branches become 

degenerate in toroidal geometry at radial positions  

 )()()()(
1

rVrkrVrk AmAm +−==ω , (13) 

and so-called toroidicity-induced gap of the width 

0// Rr∝∆ ωω  exists at the frequency satisfying (13), 

with extremum points (10) caused by the toroidal 

coupling of neighboring poloidal harmonics m  and 1+m . 

In addition to the SA continuum, a new Toroidal Alfvén 

Eigenmode (TAE) was shown to exist in the TAE-gap. 

Figure 7 shows computed radial structure of Alfvén and 

SM continuous spectra in one of JET discharges, together 

with a discrete eigenfrequency corresponding to n=1TAE 

with eigenfrequency inside the TAE gap.  
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Fig.7. Radial structure of the Alfvén continuum 

in tokamak for toroidal mode number n=1.  

 
Similarly to GAE in cylinder, TAE frequency does not 

satisfy the local Alfvén resonance condition in the region 

of TAE localization,  

)(rATAE ωω ≠  

so TAE does not experience strong continuum damping. 

Most of the wave energy of TAE with mode numbers n ,  

m  is localised at the position of the extremum  where 

( ) ( )TAEmTAEm
rkrk

1+−= , i.e. 

n

m
rq TAE

2/1
)(

+
=     (14) 

as Figure 8 shows. 
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Fig.8. Radial structure of Toroidal Alfvén Eigenmode 

consisting of several coupled polidal harmonics.  

 

We substitute this value of safety factor in (13) to obtain 

characteristic frequency of TAE, 

( )
( )TAE

TAEA
TAE

rqR

rV

02
≅ω ,     (15) 

which does not depend on n  or m . For typical plasma 

parameters on JET,   

TB 30 ≅ ; 319105 −×= mni ; 
Di mm = ;  

one obtains smVA /106.6 6×≅ , so that TAE frequency 

on JET ( mR 30 =  and, e.g. 1≈q ) is: 

16 sec10 −≅TAEω  ; kHzf TAETAE 1602/ ≅≡ πω . 

We also note that the radial width of poloidal harmonic of 

TAE is  

nqrmr TAETAETAE // ≈≈∆ . 

Figure 9 shows experimentally observed TAE and 

EAE modes driven by ICRH-accelerated ions in one of 

JET discharges, together with computed TAE and EAE 

frequency gaps. At a low speed of toroidal rotation of the 

plasma, the frequencies in the plasma and laboratory 

reference frames are nearly the same, and the modeling of 

AE can be directly applied to the observation without the 

Doppler shift correction.   
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Fig.9 Magnetic spectrogram of AE activity excited by ICRH 

ions (left) and Alfvén continuum spectrum for n=1…6 as 

functions of radius (right) 
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In JET discharges with high power NBI, the uni-

directional NBI spins up the plasma and drives a significant 

toroidal plasma rotation (up to 40 kHz). Frequencies of 

waves with mode number n  in laboratory reference frame, 

LAB

nf , and in the plasma, 
0

nf , become different then and 

are related through the Doppler shift )(rnf rot : 

)(0 rnfff rotn

LAB

n += . 

The Doppler shift proportional to the toroidal mode number 

explains why TAE are seen at much higher frequencies in 

Figure 1. Figure 10 shows an example of the observed and 

computed TAE modes in JET discharge with strong toroidal 

plasma rotation when the Doppler shift is included.   

 

 
Fig.10 Discrete spectrum of TAE observed in JET 

discharge #40332. Plasma starts at t=40 sec (left) and 

eigenfrequencies of TAEs with n=4…9 computed for 

equilibrium in JET discharge #40332 (right). 

 
III. TAE EXCITATION BY FAST PARTICLES 

 

TAE modes have perturbed electric and magnetic field 

components, ⊥Eδ , and ⊥Bδ , perpendicular to the 

equilibrium magnetic field 
0B , but no parallel electric or 

magnetic fields. It is important to understand how such 

modes could be excited by energetic particles in toroidal 

geometry. 

 

III.A. Qualitative explanation of the particle-to-wave 

power transfer 

 

If some energetic ions move along B0 with velocity close to 

the phase velocity of the wave VA, the wave exchanges 

energy with such ions. For the ideal MHD shear Alfvén 

wave, it is the perpendicular electric field ⊥Eδ of the wave 

that interacts with the ions since, in toroidal geometry, the 

ions undergo the magnetic field curvature and B∇  drifts 

across the magnetic field. The drift surfaces of the energetic 

ions deviate from the magnetic surfaces to which the TAE 

mode is attached as shown schematically in Fig.11 for 

passing and trapped energetic ions. 
 

 
Fig.11 TAE modes are attached to magnetic flux 

surfaces, while energetic particles are not: they drift 

across the flux surfaces and TAE structure. 

 

The exchange of energy between TAE and the ion 

occurs when the ion moves from, say, point A to point B 

across the radial structure of the mode and gains or loses 

energy ϕ∆− he , where, ( )rϕ  is electrostatic potential 

associated with the mode, and he  is the charge of 

energetic ion labelled by subscript “h” ( for hot ion). In 

the guiding centre approximation, the power transfer hP  

from the ion to the mode is given by 

 ⊥⋅−= Ev δdhh eP ,      

where dv  is unperturbed guiding centre drift velocity.  

 
Fig.12 When charged particle moves radially across 

TAE from point A to point B, the mode and the 

particle exchange energy φ∆e  as this Figure shows. 

  

The particle-to-wave power transfer for the whole 

distribution function of energetic ions takes the form  

 ( ) xvddfeP hdhh

33∫∫ ⊥⋅−= Ev δ ,  

where 
hf  is the linear perturbed distribution function of 

hot ions. The most significant contribution to the power 

transfer comes from ions satisfying the wave-particle 

resonance, 00 =−− ϑϕ ωωω ln , where ϕω  and ϑω  

are the toroidal and poloidal orbit frequencies of the 

energetic ions, and l  is an integer. 
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Analytical estimates of the power transfer could be 

done in the reference frame of the energetic ion, which 

“sees” TAE electric field along its orbit as, e.g. a shifted 

circle in the simple case of the passing ions
19,18

:  

ϑcosOrr ∆+= ,  

ϑϑϑϑ ≈
∆

−= sin
r

O . 

The structure of TAE electrostatic potential ( )rmφ  in the 

reference frame of the ion could be expanded as, 

( ) ϑφϑφ lr
l

lmOm coscos
0

,∑
∞

=

=∆+  

This poloidal dependence gives resonance conditions: 

...
5

1
,

3

1
,1

21
=

−
=

l

V
V A  

showing that TAE can interact with sub-Alfvénic ions at 

satellite resonances
2,18

. In the presence of gradients of the 

energetic particle distribution function, rf ∂∂ /0
 and Ef ∂∂ /0

, 

and in the limit of the ion orbits smaller than the radial width 

of TAE, the expression for the normalized growth rate of 

TAE, γ  , is given by  

 
















−≅= ∗

h

Ah
h

TAE

h

V

V
F

W

P
1

2 00 ω
ω

β
ω
γ ,   

where  

 
dr

pd

Be

T

r

m h

h

h
h

ln
−=∗ω     

is the diamagnetic frequency of the energetic ions, 
hβ , hp , 

and 
hT  are the beta value, pressure, and temperature of the 

energetic ions, WTAE is the wave energy of the mode, and 

function ( )hA VVF /  depends on the type of energetic particle 

distribution function.  

It is clear from Fig.12 that the particle-to-wave power 

transfer determined by the value ϕ∆− he  has a non-monotonic 

behavior as function of the ratio between drift orbit width and 

TAE width, so the power transfer achieves a maximum at 

1/ ≈∆∆ TAEO

18
 as Figure 13 shows  
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Fig.13. Qualitative graph showing how the power 

transfer depends on the ratio between fast particle 

drift orbit and radial width of TAE. 

The net power transfer from energetic particles to the 

mode becomes positive if the radial gradient of the 

energetic particles is high enough to satisfy 

1/ 0 >∗ ωω h . The amplitude of the mode increases if the 

growth rate due to energetic particles exceeds TAE 

damping rate.  

 

III.B. Experimental validation of TAE instability 

zone 

 

One can observe experimentally how TAE modes are 

excited one-by-one at increasing pressure of energetic 

ions. Figure 14 shows JET discharge with gradually 

increasing power of ICRH driving TAE.  

 

 
Fig.14. Power waveforms of ICRH and NBI in JET 

discharge # 40329. 

  

As the population of ICRH-accelerated energetic ions 

increases, TAE modes with different toroidal mode 

numbers got excited one-by-one as Figure 15 shows. The 

instability starts from the most unstable TAE with 8=n  

satisfying the maximum power transfer condition, 

/TAE orbitm nq r≈ ≈ ∆ , and then involves more stable 

TAEs with other toroidal mode numbers at higher fast ion 

pressure.  

 
Fig.15. TAEs with different toroidal mode numbers 

appear one-by-one as fast ion pressure increases (JET 

discharge # 40329). 
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IV. TAE-INDUCED ENERGETIC PARTICLE 

TRANSPORT 

 

Non-linearly the TAE instability leads to a radial 

flattening of the fast ion distribution function. However, 

losses of fusion born alphas must be minimized down to 

few percent (<5% on ITER
9
) for avoiding the first wall 

damage. Also, a radial redistribution of the alphas could 

give a non self-consistent alpha-heating profile and He 

ash profile and may affect the burn
21

.  

 

IV.A. Qualitative estimates 

 

The unperturbed orbit of a charged particle is 

determined by three invariants: 

2

2

⊥≡
Mv

µ ; 
2

2Mv
E ≡

; ( ) ϕϕ ψ RMvr
c

e
P +−≡  

In the presence of a fixed amplitude TAE, neither E  nor 

ϕP  is conserved for the ion orbit, but their combination is 

still invariant: 

constP
n

E =− ϕ
ω

 

It is easy to see that a change in the ion energy is related 

to change in the ion radius induced by TAE as follows
22

: 

r
nc

e
P

n
E ∆′≅∆=∆ ψ

ωω
ϕ

. 

We can see then that the interaction between TAE 

and fast ions causes radial transport of the ions at nearly 

constant energy.  

 

IV.B. Two main types of TAE-induced re-

distribution and losses 

 

In present-day machines, fast ion orbits are comparable to 

the machine radius, 110/ 1 ÷≅ −aαρ . A single-mode 

‘convective’ transport linearly proportional to TAE 

amplitude 
TAEBδ∝  is important as Figure 16 shows. 

 
Fig.16. TAE-induced conversion of passing confined 

to a trapped lost ion on JET.  

 

 However, for ITER with parameter 210/ −≅aαρ  the 

dominant channel of alpha-particle transport will differ 

from present-day machines. On ITER, higher-n (n > 10) 

TAEs will be most unstable. Under these conditions, a 

transport of alpha-particles is due to the wave-particle 

resonance overlap leading to a global stochastic diffusion, 

with the transport 2

TAEBδ∝ . Figures 17 shows an 

example of stochastization of drift orbit surfaces and the 

resulting transport of alpha-particles computed for JET
22

.  

 

 
Fig.17. Stochastization of drift surfaces of fusion 

alpha-particles at increasing TAE amplitude. 
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ABSTRACT

Tearing modes often limit the performance of toka-
mak plasmas, because the magnetic islands which they
generate lead to a loss of confinement, or even a disrup-
tion. A particularly dangerous instability is the neoclassi-
cal tearing mode, which can grow to a large amplitude
because of the amplification effect that the bootstrap cur-
rent has on an initial ‘seed’ magnetic island. This paper
will address the mechanisms which dominate the neoclas-
sical tearing mode evolution, and thereby identify possible
control techniques.

I. INTRODUCTION

The good confinement of the tokamak is achieved
because to leading order the ions and electrons follow the
magnetic field lines, which in turn lie on toroidally sym-
metric, nested magnetic flux surfaces. However, there are
a number of plasma instabilities which can modify the
magnetic geometry and so lead to a reduction in confine-
ment and a loss of plasma stored energy. In this paper we
shall concentrate on a particular type of instability, the
tearing mode, and explore its consequences for tokamak
performance. One consequence of the tearing mode insta-
bility is that the plasma adopts a new, non-symmetric equi-
librium (or, if the instability is particularly violent, the
plasma can be lost altogether in a disruption). This new
equilibrium is characterised by a chain of magnetic is-
lands, and field lines can migrate radially around these
over a distance comparable to the island width. The result
is that the radial particle and energy flux is enhanced in the
regions where the magnetic islands form, and the overall
confinement is degraded (eg the central plasma tempera-
ture is reduced). For this reason, understanding the causes
of tearing modes is an important part of tokamak physics
research, and this paper provides a brief review of the pro-
gress made in our understanding, and the gaps that remain.

We shall begin in Section II with a brief summary of
the basic properties of tearing modes, and provide a simple
derivation of the ‘classical’ (Rutherford) tearing mode
evolution equation1. Then in Section III we shall address a
number of other mechanisms which can contribute to the
tearing mode evolution in toroidal plasmas to derive, heu-

ristically, the so-called modified Rutherford equation for
neoclassical tearing modes (NTMs). In Section IV we shall
explore the experimental evidence for neoclassical tearing
modes and make comparisons with the theory. Finally, in
Section V, we shall consider some of the control methods
which have been proposed, largely motivated by our theo-
retical understanding of these instabilities.

II. CLASSICAL TEARING MODE PHYSICS

Let us begin by introducing some of the terminology
associated with tearing mode physics, broadly following
Ref [2]. To simplify the geometry, let us take an annulus
of toroidal plasma with major radius R (say between minor
radii r=r1 and r=r2), and cut this open in the toroidal and
poloidal directions to form the plasma slab shown in Fig 1.
We have placed an island chain at the radial position r=rs

and indicated the positions of the so-called X-points and
O-points of the island. It is conventional to define the
mode structure in terms of the dominant Fourier compo-
nents of the island; the case shown in Fig 1 has poloidal
mode number m=2 and toroidal mode number n=1. Note
that the dashed line connecting the island O-points is ap-
proximately a line of symmetry in the large aspect ratio
approximation of the tokamak. Thus the island magnetic
geometry can be defined in terms of three coordinates: the
radial variable, r, the poloidal angle, , and a new helical
angle, , which is directed along a line perpendicular to

r
Fig. 1. A toroidal annulus of plasma showing flux surfaces
forming magnetic islands. The annulus has been cut along
the poloidal () and toroidal () directions and opened out.
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r=r2

r

r r
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that connecting the island O-points


m

n
 (1)

Again adopting a large aspect ratio approximation,
we see that the component of magnetic field in the helical
direction is given by

 







 rq

m

n
BBh 1 (2)

where B is the poloidal component of the magnetic field
and q(r) is the safety factor. The role of the tearing mode
instability is to provide the radial component of magnetic
field required to generate a magnetic island. Denoting this
by B=Brsinm, and noting that a field line will follow a
trajectory given by

hs B

B

dr

dr 


 (3)

we see that the radial excursion of field lines is negligible
unless Bh is small (we consider that the radial field gener-
ated by the tearing mode is typically much smaller than the
equilibrium magnetic fields imposed in the tokamak by the
machine operator). Thus the largest radial excursions are
experienced at the radial position where q=m/n; that is,
island chains form on rational surfaces. Taylor expanding
q about the rational surface r=rs, then we can use Eq (2) in
Eq (3) to derive the following equation for the field lines:

m
w

x
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2
2

2

 (4)

where x=rrs,  is a flux surface label (a constant of the
integration) and

2/1

/
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is the island half-width. Note that =1 defines the island
separatrix, -1<<1 defines flux surfaces inside the island
and >1 defines flux surfaces outside the island.

Having described the geometry and introduced the
essential terminology, we are now in a position to describe
some of the basic theoretical principles behind tearing
modes. The theory can be broadly categorised into linear
and non-linear theory. We shall be concerned with larger
magnetic islands, so that the non-linear theory is the ap-
propriate one to adopt here. Above, we characterised the

perturbation in terms of the radial magnetic field it pro-
duced; in fact we shall find it more convenient to instead
use the flux function, . Thus we define the perturbed flux

rR

m
Bm r




~
cos~  (6)

where ~ is related to Br and is assumed to vary only

slowly with radius over the island width length scale. In
terms of , the total magnetic field is given by

)()(   rfB , (7)

where f(r)=RB and r is the poloidal magnetic flux. Let
us restrict consideration to small magnetic islands whose
width is much less than the tokamak minor radius. Then
the current perturbation is small, and we are justified in
assuming that  varies only slowly with r. For islands
whose width is much less than their length, Ampere’s law
relates  to the current density perturbation parallel to the
magnetic field, J||:

||02

21
J

dr

d

R



 , (8)

Another condition on the validity of this expression is that
the perturbed current is localised about the island region so
that, although d/dr is small, it changes rapidly in a nar-
row region in the vicinity of the island so that its second
derivative need not be small. Making use of this we inte-
grate across the island region from r=l to r=l, where
rs>>l>>w is assumed. In addition we define a parameter
which characterises the jump in d/dr across the island,
conventionally denoted by the symbol ':














lrlr
l dr
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1
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As a result we arrive at the following basic equation for
tearing mode evolution:

 mJddxR cos2~
||0 




 (10)

The next task is to determine the perturbed current.
Note that it is only the current parallel to the magnetic field
that contributes to the island evolution equation. The sim-
plest model is that considered by Rutherford1, in which the
only contribution to J|| comes from the induced current
associated with island growth. Thus, for an island which is
evolving, so that  has a time-dependence, an electric field
proportional to d/dt is generated parallel to the magnetic
field (note that  is proportional to the component of the
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perturbed vector potential in the magnetic field direction).
This gives rise to a current via Ohm’s law:




 |||| cos
~





 m

t
J (11)

where  is the plasma resistivity,  is the electrostatic po-
tential and || is the derivative along the perturbed magnet-
ic field lines of the island.

It is worthwhile spending a little time considering the
|| operator, which is defined as
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where k||=mx/rLs and Ls=Rq/s, with s=(r/q)(dq/dr) being
the magnetic shear. A useful procedure is to define an av-
erage over the two angles,  and , which annihilates the
|| operator. We shall indicate this averaging procedure by
angled brackets, defined as
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where cosb= and =x/|x|. We can now use this averag-
ing operator to eliminate  from Eq (11) as follows. First
we note that we expect J|| to be a function only of , due
to the fact that we neglect particle drifts perpendicular to
the magnetic field for the present (so that perpendicular
currents must also be absent), and therefore we must satis-
fy J=||J||=0. Thus, we arrive at the result





m

t
J cos
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 (14)

and substitution of this into Eq (10), together with Eq (5),
yields the classical Rutherford tearing mode evolution
equation:

 2
1 sr r

dt

dw
a  , (15)

where r=0rs
2/ is the current diffusion time and a1=0.82

is associated with the island geometry. Note that this equa-
tion predicts that an island will grow linearly in time pro-
vided ' >0, at least initially when the island is sufficiently

small that ' is independent of w. Clearly the parameter '
is important for the stability of tearing modes, and it is
therefore useful to say a few more words about its physical
significance, and how it is determined.

Recall that we have assumed that  is approximately
independent of r in the vicinity of the island, and so far we
have only solved for , or equivalently w, in that region.
Away from the island region, two simplifying approxima-
tions can be made: (1) the plasma response is linear, and
(2) resistivity is unimportant. Thus, away from the island
region the equations of linear ideal magneto-
hydrodynamics (MHD) can be used to evaluate (r) (note
that over the longer length scales across the plasma minor
radius, the r dependence of  cannot be neglected, and
indeed is calculated from the ideal MHD equations). Ap-
plying appropriate boundary conditions at the plasma edge
and centre, and integrating the MHD equations from the
centre out to the rational surface, and from the edge into
the rational surface, one can calculate (r) over the full
plasma region, taking  to be continuous at the island ra-
tional surface. In general, one will find that this solution
will have a discontinuous gradient at the rational surface,
and from this one can calculate ' from the ideal region
using Eq (9), but replacing l with the limit as rrs from
below, and +l with the limit as rrs from above. This is
basically a matching condition between the solution for 
in the ideal MHD region and that in the island region.
Thus we see that ' is a property of the global plasma
equilibrium, and in the limit of small islands (w<<rs) is not
influenced by the presence of the island itself. Indeed, it
can be shown that ' represents the free energy available in
the plasma current density distribution to drive the tearing
mode. In the following sections we will see how other
effects can modify the evolution of tearing modes, but
these are different from the ' drive in that they originate
from the island region itself.

III. THE MODIFIED RUTHERFORD EQUATION

In the previous section we considered only the in-
ductive contribution (due to island growth) to the per-
turbed current, J||. In this section we consider a number of
other contributions, which together constitute the ingredi-
ents of the so-called neoclassical tearing mode (NTM).

Let us begin by considering the most important el-
ement: the perturbed bootstrap current3,4. The bootstrap
current is a current which flows along the tokamak mag-
netic field lines due to the combined effect of the trapped
particles and the density and temperature gradients which
exist. We do not go into the details of this current here, but
it suffices to know that the bootstrap current is proportion-
al to a linear combination of density and temperature gra-
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dients, and requires the plasma to be in a low (so-called
‘banana’ or ‘plateau’) collisionality regime so that trapped
particles can perform a complete orbit before being de-
trapped by collisions. For our purposes it is sufficient to
use a simple model for the bootstrap current, which we
express in the form:

dr

dp

B
J bs




44.2 (16)

This expression is accurate in the limit of small inverse
aspect ratio, , and zero temperature gradient (p denotes
the plasma pressure).

The main reason for a perturbation in the bootstrap
current in the vicinity of the island is due to the island’s
effect on the plasma pressure there. Suppose that at some
initial time there exists a magnetic island. There is rapid
parallel transport along field lines so that the pressure is
approximately a flux surface quantity; this means that in
the absence of heat and particle sources inside the island,
the pressure gradient tends to be removed from inside the
island. From Eq (16) we therefore see that the bootstrap
current is removed from inside the island, whilst outside
(where a pressure gradient is still maintained across the
flux surfaces) the bootstrap current remains. Thus there is
a ‘hole’ in the bootstrap current which exists around the
island O-points; ie there is an additional contribution to J||

which has the required cosm component to contribute to
the island evolution in Eq (10). Thus, if we now combine
this contribution with the inductive contribution, Eq (14),
and substitute the total J|| into Eq (10) (using Eq (5) for the
island width in place of ), we find:
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We have introduced a new numerical factor a2, which
originates from the integral over space, the poloidal beta,
=20p/B

2, Lq
-1=dlnq/dr and Lp

-1=dlnp/dr. Note that in
normal tokamak situations Lq/Lp>0 and therefore the boot-
strap current term usually contributes a drive for the tear-
ing mode (a notable exception is the case of reverse shear
discharges, where Lq<0). Indeed, for sufficiently small
island widths the bootstrap term is the dominant one, so
that even in situations when the plasma is stable to the
classical tearing mode, the effect of the bootstrap current is
to drive it unstable. In such cases the instability is called a
neoclassical tearing mode.

Let us suppose that we are in this neoclassical tearing
mode instability regime, so that '<0. It is useful to plot
dw/dt as a function of w, and this is shown in Fig 2. There

is an important value of w=wsat for which dw/dt=0: for
w<wsat, dw/dt>0, so the island will grow until w=wsat; for
w>wsat, dw/dt<0, so the island will shrink until w=wsat.
Thus we see that w=wsat is a stable point, corresponding to
the saturated island width that the neoclassical tearing
mode will evolve towards. We can use Eq (17) to derive:
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q
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r
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sat (18)

In order to gain an order of magnitude estimate of the ef-
fect, let us further suppose that Lq~Lp and that rs'~2m
(which is correct in the asymptotic limit of large m); then
we find that

mr

w

s 2
~sat  (19)

Equation (19) illustrates why these modes are so danger-
ous: as we increase  the island will grow, leading to an
ever increasing degradation in confinement; eventually a
situation would be reached where all the heating power
which is put into the plasma is immediately flushed out by
the island, and it will be impossible to increase  further.
In this sense, the NTM provides a ‘soft’ -limit. However,
particularly for low m modes, we see that Eq (19) predicts
that island sizes can become comparable to the minor radi-
us of the tokamak: then we would expect the plasma to
respond violently, and terminate in a disruption.

If Eq (17) represented the full story, then the future
of the tokamak would be exceedingly bleak, and indeed it
would not have enjoyed the success it has had, particularly
in recent years. The point is that, according to Eq (17), all
neoclassical tearing modes which have a rational surface
in the plasma would be unstable and the confinement
would be completely wrecked. This clearly is not the case,

Fig. 2. The island growth as a function of the width,
from Eq (17) indicating the saturated island width solu-
tion at w=wsat.

dt

dw

w
satw

0
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and so there must be more to the story. Indeed there are
additional effects which are important when the island size
is very small. For such small islands the theory is seriously
complicated by both finite particle orbit width effects and
finite radial transport effects. To illustrate this, note that
the theory used to calculate the bootstrap current expres-
sion given in Eq (16) is based on an expansion in the ratio
of ion banana width to the equilibrium length scales, as-
sumed small. Clearly, then, for islands whose width is of
order the ion banana width, Eq (17) may be flawed. In-
deed, all rigorous analytic calculations of the modified
Rutherford equation to date rely on an expansion in the
ratio of the ion banana width to the island width: this
therefore sets the scale at which the theory must be ques-
tioned. Let us now look briefly at two additional effects
which may be important for such small islands.

We begin with the effects of radial diffusion5,6. Re-
call that we made the statement that the pressure gradients
would be removed from inside the island region. This is a
statement that the parallel transport effects dominate the
radial diffusion. For arguments sake, let us consider a
model for the electron heat transport (the particle transport
is further complicated by the requirement that we expect
quasi-neutrality to be maintained and the parallel transport
would be dominated by sound waves). In steady state, and
in the absence of any heat sources, we expect Q=0,
where Q is the heat flux. Suppose the heat flux parallel to
the field lines is given by Q||=n||||T and that perpen-
dicular to the field lines is Q=nT where || and 
are the thermal diffusivities parallel and perpendicular to
the magnetic field, respectively, n is the density and T is
the temperature. Taking these diffusivities to be approxi-
mately constant over the island width length scale of inter-
est, we deduce

022
||||   TnTn Q (20)

Now if the perpendicular transport can be neglected, then
Eq (20) clearly provides the result that the temperature is
constant on a field line (and it then follows that it must be
constant inside the island). Suppose we now consider the
conditions under which the perpendicular transport effects
cannot be neglected. It is easiest to assume that T is inde-
pendent of , ie T=T(), and then the parallel operator
can be taken to be of order mw/(RqLq) (see Eq (12) and
note that the relevant length scale in k|| is x~w). For the
perpendicular gradients, the relevant length scale is again
w, and so we deduce that the radial transport term will
compete with the parallel transport term when
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that is, for a sufficiently small magnetic island. Rearrang-
ing Eq (21) we can therefore deduce a critical island width,
w, below which the pressure is not flattened across the
island, and therefore the drive for the NTM is reduced:
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[Note that in hot, collisionless plasmas, free streaming
dominates the parallel transport, resulting in a balance
k||v||~

2, and a different scaling for w]. To estimate the
size of w and how it scales with plasma parameters is
difficult because this needs knowledge of the perpendicu-
lar heat diffusivity in the plasma, and this is not well-
understood. If one puts in neoclassical heat diffusivity,
then one obtains a very small value of the order 1mm:
clearly the NTM model we have described is not appropri-
ate at such small scale lengths, when finite Larmor radius
effects will inevitably play a role. However, we know that
in tokamaks the perpendicular heat flux is larger than the
neoclassical prediction because of the plasma turbulence.
As one possible model for this, let us assume that the
transport has a gyro-Bohm scaling, ie ~i

2vthi/r, where j

is the Larmor radius and vthj is the thermal velocity (j la-
bels ions or electrons). Taking a collisional model for the
parallel diffusivity, ||~vthe

2/e, where e is the electron
collision frequency, we then have the estimate:
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where mj and *j are the mass and collisionality of species
j, respectively. If we take typical tokamak parameters, then
we find that this predicts a value in the region w~1cm.
This value puts us above the length scales where Larmor
radius effects are important, but is typical of the ion bana-
na width in a tokamak, and therefore we remain in a re-
gime where finite orbit width effects need to be taken into
account. [Note that the parallel transport of density and ion
heat is slower that that of the electron heat, and thus w

would be somewhat larger for these quantities.]

Let us now consider finite orbit width effects. There
is no simple model to describe these, and therefore we will
not attempt to reproduce the analysis here, but instead re-
strict ourselves to a discussion of the origin of the effect.
Interested readers can consult the reference list for the
more detailed theory, which is an evolving subject7-14. For
small magnetic islands with width comparable to the ion
banana width, the ions and electrons respond differently to
the perturbed magnetic surfaces. For the electrons, the
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parallel streaming (ie the v|||| term in the kinetic equation)
dominates their response, and the electron distribution
function will adjust so that, to leading order, it will be con-
stant along the perturbed field lines. In contrast, for the
ions the E drift dominates their response. Clearly the
ion density must be a flux surface quantity if the electron
density is (to satisfy quasi-neutrality) and therefore the
E drift must be strongest along the perturbed flux sur-
faces. This, in turn, means that an electrostatic potential
must be generated which is constant on the island flux
surfaces. Away from the island (ie a few island widths
away) both the electron and ion distribution functions are
unaffected by the island, and therefore this electrostatic
potential is localised around the island.

Having established that an electrostatic potential is an
essential feature of any small scale island, let us now con-
sider the more detailed consequences of this. The trapped
ions will execute their banana orbits, and in doing so will
experience an average of the potential over these orbits.
The electrons, on the other hand, have a much narrower
banana orbit, and they will experience the local potential.
The consequence of this is that the E drifts of the two
species will differ, and therefore a current perpendicular to
the magnetic field will be generated. This is the neoclassi-
cal polarisation current. We noted below Eq (10) that only
a current parallel to the magnetic field can affect the island
evolution. However, one finds that the divergence of this
perpendicular current is not zero and therefore a small
electric field is generated, directed along magnetic field
lines. This accelerates the electrons to generate a parallel
current (the sum of this parallel current and the perpendic-
ular current is divergence-free), and this does contribute to
the island evolution. An additional feature of the neoclas-
sical polarisation current is that when the ion collision
frequency is sufficiently high, ie i/>1 ( is the island
propagation frequency in the frame where the electric field
far from the island is zero), the drift information carried by
the trapped ions is communicated to the passing ions, lead-
ing to a large amplification of the polarisation current9,10.

If one works through the algebra, one finds that this
polarisation current contributes an additional term to the
modified Rutherford equation, known as the polarisation
term. A final point to note is that this polarisation term
depends on the island propagation frequency , and can be
either stabilising or destabilising. This complicates matters
because additional, uncertain, physics related to plasma
dissipation processes (eg viscosity or Landau damping)
needs to be introduced in order to determine , and here
the theory is as yet incomplete15. What is generally as-
sumed, and this will suffice for our purpose, is that the
mode frequency is such that the polarisation current pro-
vides a stabilising effect (without this assumption it is dif-

ficult to interpret the experimental data, which we come to
in the next section). The result is our final expression for
the modified Rutherford equation, which becomes:
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bi is the ion banana width and a3 is a third numerical coef-
ficient associated with the spatial integral (which appears
in Eq (10)) and the value of . Equation (24) can be de-
rived using drift-kinetic theory, provided the island width
is larger than the ion banana width and w09. We shall
assume that the expression actually holds for island widths
down to the ion banana width, but stress that as yet there is
no theoretical justification for this assumption. Such a jus-
tification is a challenging task, which can probably only be
addressed through large scale computational modelling12.

Fig. 3. Plots of dw/dt versus w for (a) the transport
threshold model, and (b) the polarisation current mod-
el. Curves for  equal to its critical value and exceed-
ing this value are shown.
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Note that we have taken account of the effect of the radial
transport through a modification of the bootstrap current
term: this modification is an interpolation formula, which
reproduces Eq (17) for w>>w and also reproduces the
results of linear theory in the opposite limit w<<w

5. Equa-
tion (24) thus provides a model which includes all the es-
sential ingredients of neoclassical tearing modes. [There is
an additional, so-called ‘Glasser’ stabilising term16,17,
which we have not discussed here due to space limitations;
this may be particularly important for spherical toka-
maks18.]

Both the radial transport effects and the polarisation
current can provide a threshold for NTMs. Let us first take
a3=0 and consider finite w: this is shown in Fig 3a (to be
compared with Fig 2, where no threshold effects were in-
cluded). We see that for <c dw/dt<0 for all w, so any
initial ‘seed’ perturbation which led to a magnetic island
would always decay away. However, for >c the situa-
tion is particularly interesting: there are now two values of
w for which dw/dt=0. For w<wc, dw/dt<0 and the island
will tend to shrink, while for w>wc, dw/dt>0 and the is-
land will grow; indeed it will continue to grow until w
reaches wsat, when dw/dt=0 again. For w>wsat, dw/dt<0 and
islands will decay. Thus we note that w=wsat again corre-
sponds to a stable point, corresponding to a saturated is-
land. On the other hand, the point w=wc is an unstable
point: it corresponds to a threshold in that an initial ‘seed’
island width must exceed this value for the island to grow
to the large width w=wsat. Thus, for this model, two condi-
tions are required for growth of the NTM: both  and the
‘seed’ island width must exceed critical values. These crit-
ical values, which can be deduced from Eq (24), are
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where the expression for wc is given for  far above
threshold (at threshold wc=w).

We turn to the polarisation term (a30) and set w=0. Fig
3b shows dw/dt as a function of w; we see that it is essen-
tially of the same form as that obtained from the transport
effects, described above. Again we see that thresholds in
both  and w need to be exceeded for island growth, and
they can be deduced from Eq (24):
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The expression for wc is given for  far above threshold
(at threshold wc is simply a factor 3 larger). There are two
important points to note about this result: (1) the threshold
is predicted to be significantly larger in the collisional re-
gime (through the variable g, see Eq (25)) and (2) the
thresholds are proportional to the ion banana width.

IV. EXPERIMENTAL EVIDENCE

The first evidence for neoclassical tearing modes in a
tokamak came from measurements on the TFTR toka-
mak19. In Fig 4 we show a comparison between the meas-
ured magnetic signal and the prediction of Eq (17), and we
see that in general the comparison is rather encouraging.
However, two features are evident: (1) at the beginning of
the trace, we see that the mode is initiated at finite ampli-
tude, suggesting that a threshold ~1cm needs to be exceed-
ed for island growth, and (2) the fit is not so good when
the island starts to decay. Both of these point towards a





Fig. 5. Tracking the island evolution as the heating pow-
er is reduced on JET, we see that inclusion of either of
the threshold effects improves the agreement with the
measured amplitude of the magnetic perturbation, B
(from Ref 20)

Fig. 4: Trace comparing the experimentally determined
island width in TFTR with the result obtained by inte-
grating Eq (17); ‘NBI’ indicates the time for which neu-
tral beam injection heating was applied [Reprinted with
permission from Z Chang et al, Phys Rev Lett 74 4663
(1995). Copyright (1995) by the American Physical So-
ciety.].
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threshold mechanism which is important for small island
widths, but has little influence on the evolution of larger
islands. Indeed, this is a property of both of the threshold
effects we have discussed above. Careful experiments on
JET have shown that the agreement between the data and
experiment is much better when the threshold effects are
taken into account20, and this can be seen in Fig 5, where
the predicted evolution is plotted (1) neglecting threshold
effects, (2) including only the transport effect and (3) in-
cluding only the polarisation effect. Recent high resolution
temperature profile measurements in the vicinity of NTMs
on MAST indicate that the transport effects are likely to
play a role in the threshold physics21.

The theory we have described suggests that very
small islands cannot grow (at least if '<0); ie, island
growth cannot occur unless an initial ‘seed’ island is gen-
erated by some other mechanism to excite it above the
threshold. This does indeed seem to be the case experi-
mentally, and in many cases NTM growth follows imme-
diately after a sawtooth crash22,23,24. One model is that the
sawtooth is predominantly an instability associated with
the q=1 surface, but that as this instability grows, it induc-
es magnetic island chains at other rational surfaces through
toroidal coupling, for example. If these so-called ‘side-
band’ islands exceed the thresholds for NTM growth, then
as the sawtooth crash occurs, and the associated q=1 insta-
bility disappears, the NTM is free to grow. Other types of
instability have also been observed to seed NTMs24.

Experiments have probed the conditions for NTM
onset rather deeply21,25,26. In particular, roles have been
deduced for both collisionality and * (which is the ratio of
ion Larmor radius to minor radius). While there seems no
general consensus between the different devices for the
dependence on collisionality, it is generally observed that
NTMs are only observed at lower values of collisionality.
One feature of the polarisation threshold model is that it is
a much stronger effect at higher collisionality (through
g(,i)), and the transport model can also provide a colli-
sionality dependence. In addition, experiments on
ASDEX-Upgrade seemed to confirm a role for * in the
threshold25, as predicted by the polarisation model, but
could also originate from the transport model if one adopts
a gyro-Bohm scaling for the perpendicular diffusivity (see
Eq(23)). A particular concern for ITER is that a multi-
machine database appears to indicate that the threshold 
is linearly proportional to *, a parameter which is rather
small on ITER20,26. On the other hand, there is also some
evidence that the seed island size reduces as * gets small-
er26, and then whether or not NTMs will be an issue on
ITER will depend on which gets smaller faster: the thresh-
old, or the seed islands from the sawteeth. So far we do not
have sufficiently accurate data in the correct regimes to be

confident in the predictions, and therefore it is prudent to
assume NTMs will be an issue for ITER, and we must
guard against them.

The key to avoiding or controlling NTMs is current
drive. One can envisage two schemes: (1) to reduce the
free energy available in the equilibrium current profile so
that ' becomes more negative, and (2) to drive current
directly at the island O-point (to replace the missing boot-
strap current). Both of these have been tried, with success.
In COMPASS-D, radio-frequency waves in the lower hy-
brid frequency range have been used to drive current close
to the rational surface where the island forms23. In these
experiments, the radial width of the current deposition was
typically much wider than the island width, and then it can
be shown that there is little contribution to the right hand
side of Eq (10). However, calculations of ' showed that
the additional current that was being driven by the lower
hybrid waves did make ' more negative, and then both
expressions (26) and (27) predict that the threshold for
NTMs is increased. Fig 6 shows the experimental results.

The second technique is to drive current directly at
the island O-point, highly localised within the magnetic
island. Here the stabilisation is achieved through an addi-
tional contribution to J|| on the right hand side of Eq (10).
This has been achieved using radio-frequency waves at the
electron-cyclotron resonance, which drives current in a
much narrower radial region than the lower hybrid waves
used on COMPASS-D. In particular, successful experi-
ments have been performed on ASDEX-Upgrade24 and
DIII-D25, and this is the method envisaged for ITER.

160 180 200 220 240 260

time (ms)

Fig. 6. The magnetic signal (B) shows the growth of a
NTM on COMPASS-D after 190ms, with a correspond-
ing saturation in . 90kW of lower hybrid power (PLH)
is switched on just after 200ms, the NTM decays, and 
again rises.
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V. SUMMARY

In summary, understanding the physics of the NTM is one
of the success stories of fusion. The instability was pre-
dicted 10 years before it was identified experimentally,
and since then theories have been refined, and broadly
confirmed, by more detailed experiments. Nevertheless,
the theory is still some way short of being truly predictive:
it needs to address the seed island formation, as well as
provide more accurate, quantitative models of the thresh-
old effects, both of which require improved models to de-
scribe the relevant situation when the island width is com-
parable to the ion banana width. This will inevitably re-
quire the development of large scale numerical models for
the situation. The neoclassical tearing mode is likely to be
an issue for ITER, but the prospects for controlling them
using radio-frequency waves to drive current close to the
rational surface, or perhaps by controlling the seeding
mechanism26, look promising. This remains an evolving
topic of research, both theoretically and experimentally.
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ABSTRACT

As one increases the heating power in a tokamak
beyond a threshold, the confinement undergoes a
bifurcation, with a dramatic increase in the confinement
time by a factor ~2. This improved confinement regime, or
H-mode, is primarily due to the formation of an insulating
region at the plasma edge, where steep pressure gradients
can form. A feature of H-mode operation is a series of
explosive plasma eruptions, called Edge Localised
Modes, or ELMs. They repeatedly expel large amounts of
energy and particles from the plasma, with serious
consequences for the heat loads that plasma facing
components must be designed to handle. The present
understanding of these ELMs in terms of ideal magneto-
hydrodynamic instabilities will be reviewed in this paper.

I. INTRODUCTION

In the early 1980’s an exciting new discovery was
made in tokamaks: the H-mode1. This mode of operation
is achieved by increasing the plasma heating power above
a threshold. The plasma then undergoes a bifurcation to a
new state called the H-mode, in which the confinement is
typically a factor of two greater than that in the standard
L-mode discharges. The discovery of the H-mode is
exceedingly important for fusion. In particular, ITER
relies on achieving H-mode in order to meet its
objectives.

There has been much activity to understand why the
plasma suddenly jumps to this high confinement state. It
is known, for example, that the reason for the high
confinement is that a transport barrier forms at the plasma
edge. A transport barrier is a region where heat and/or
particle transport across the magnetic flux surfaces is
suppressed. The pressure gradient is therefore typically
high there. While this is good for confinement,
instabilities called edge localized modes, or ELMs, can be
triggered2,3,4 in this high pressure gradient region (which
is also sometimes called the pedestal region). These
ELMs are repetitive events, which eject a large amount of

heat and particles from the plasma. In a large tokamak,
like ITER, the energy expelled could cause excessive
erosion5. It is therefore essential that this phenomenon is
understood so that steps can be taken to ameliorate the
effect of ELMs, or perhaps eliminate them altogether.
This paper describes the progress that has been made in
our understanding of ELMs in terms of magneto-
hydrodynamic (MHD) instabilities. In particular, we shall
explore some of the characteristic features of ELMs, and
how they can be understood in terms of this model. In
Section 2, we discuss some of the experimental signatures
for ELMs, before introducing the so-called peeling-
ballooning model in Section 3. This linear ideal magneto-
hydrodynamic (MHD) model is widely believed to
explain at least the largest ELMs, and some of the
experimental evidence for this is described in Section 4.
In Section 5 we consider non-linear aspects of the model,
and again compare with experimental observations. We
conclude in Section 6, including a brief discussion on
ELM control techniques.

Fig. 1. D light emission, showing a sequence of ELMs
on the JT-60U tokamak as bursts in the intensity; time
traces for 4 discharges are shown giving examples of
large, Type I ELMs (top) down to small, high frequency,
“grassy” ELMs (bottom). [reproduced from Ref 6]
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II. EXPERIMENTAL SIGNATURE OF ELMS

IIA. D light

An ELM is typically detected by observing the
emission of D light near the divertor target plates, for
example (see Fig 1). It is worthwhile considering the

origin of the D light. The largest cross section for
emission results from the interaction of electrons with
neutral particles. Thus D light which is emitted from the
divertor target plate region arises due to the electrons
which are ejected from the core plasma during the ELM
and then rapidly travel along the scrape-off layer towards
the target plates where they interact with neutral particles.
Ions are also ejected during the ELM, and these travel
down to the target plate on a longer time-scale. They also
increase the level of D light there by either (i) releasing
more neutral particles from the target plate, which then
interact with the electrons, or (ii) become neutralized
themselves, again increasing the number of neutral
particles for the electrons to interact with. After rapidly
reaching a peak, the D light decays away more slowly as
the ELM event finishes and the number of electrons
arriving at the target plates decays to zero.

IIB. ELM types

Experimentalists have managed to group the range of
different ELM types into a number of different categories.
Most ELMs fall into the category of Type I or Type III.
The way these are typically distinguished is by measuring
how the frequency of ELM events (ie the “ELM
frequency”) varies with heating power. For Type I ELMs,
the frequency increases with power, while for Type III
ELMs the frequency decreases. Perhaps a more useful

distinction between the ELM types is obtained by
comparing the temperatures and densities of discharges7.
These are measured at the inner edge of the transport
barrier: the so-called pedestal values. Figure 2 shows an
example of how a set of discharges from DIII-D are
distributed in the space of temperature pedestal, Tped,
versus density pedestal, nped

8. Note that the Type I ELMs
are clustered around a line of constant pressure. This
provides some evidence that these are instabilities that are
driven by the plasma pressure. There are two clusters of
Type III ELMs: one at high density, low temperature, and
one at low density, high temperature. Both of these
clusters are positioned at a pedestal pressure significantly
below that where Type I ELMs occur. Note also that the
Type III ELMs occur in a similar region to where the
transition from the L-mode to the H-mode occurs.

It is found that regimes with Type I ELMs tend to
have better confinement than those with Type III, but that
the energy expelled in a Type I ELM event is much
greater than for a Type III. Indeed, Type I ELMs would
likely be too damaging on ITER, and therefore cannot be
tolerated. The confinement degradation caused by Type
III ELMs, on the other hand, is likely to be unacceptable.
From Fig 2, it is clear that the pressure pedestal in Type
III-ELMing discharges is significantly less than that in
Type I discharges. This lower pedestal pressure is
presumably the cause of the reduced confinement. This
therefore raises the question “can we operate with a
pressure pedestal characteristic of Type I ELM regimes,
but with ELMs that release a much smaller amount of
energy”? The answer is “yes”: but it is not easy and the
parameter space required to achieve this is presently
rather restrictive. Nevertheless, a range of small ELM
regimes exist which seem to have good confinement9.
These include Type II ELMs, grassy ELMs, Type V
ELMs, etc. An example of grassy ELMs from the
Japanese tokamak, JT-60U, is shown in the lower D

trace of Fig 1, and compared to that for Type I ELMs. No
clear definition of these regimes exists, and we will not
attempt to refine our definition beyond that of small
ELMs with good confinement. There is as yet no
complete theoretical understanding for these ELM-types,
but they do seem to be associated with strong plasma
shaping and/or high edge safety factor. In addition, the
grassy ELMs shown in Fig 1 appear to be associated with
higher plasma rotation6. Without a rigorous
understanding, it remains unclear whether ITER will be
able to operate with any of these small ELMs. The subject
therefore remains an active area of tokamak research.

III. PEELING-BALLOONING MODEL OF ELMS

Over the past decade the peeling-ballooning
model10,11,12,13 has emerged as the strongest contender to
explain the characteristics of the largest ELMs: Type I. In

Fig. 2. Plot of temperature pedestal versus density
pedestal for a range of different ELM types on
DIII-D [figure reproduced from Ref 8]
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addition, there is scope within the model to explain the
origin of smaller ELM types, although the models here
are much more qualitative and not universally accepted.

As the name suggests, the model derives from two
particular instabilities: the ballooning mode and the
peeling mode. The ballooning mode has a short
wavelength perpendicular to the magnetic field lines, and
a long wavelength parallel to them. It is destabilized when
the pressure gradient exceeds a critical value, but tends to
be stabilized by current density. In particular, sufficiently
high current density completely stabilizes the ballooning
mode, allowing the pressure gradient to be increased
indefinitely (neglecting the effect of other types of
instability). This is known as “second stability access”.
These features are illustrated in Fig 3a. Actually, this
second stability access strictly only occurs in the limit that
the toroidal mode number, n, tends to infinity. As we shall
see later, intermediate n modes (the peeling-ballooning
modes) also have a drive due to the current density
gradient, and these typically close off the second stability
access. A final point to note is that the instability typically
affects the whole of the plasma in the transport barrier
region, and would therefore be expected to have a
significant impact on it.

The second type of instability, the peeling mode, is
destabilized by the current density at the plasma edge, but
stabilized by pressure gradient there. It is strongly related
to the external kink instability, but is not limited to finite
n. The schematic stability diagram for a limited plasma is
illustrated in Fig 3b. This peeling mode is highly
localized, and only affects a very small region of the
transport barrier, exceedingly close to the plasma edge. At
high pressure gradient, the peeling and ballooning modes
couple10,14, providing a strong instability with both current
and pressure gradient drives that affects the whole
transport barrier region. It is this coupled instability that is
thought to be responsible for driving Type I ELMs.

Fig. 5. ELITE calculation for the mode structure
in the poloidal plane for a coupled peeling-
ballooning mode. Orange represents zero
perturbation, while dark and light colours
correspond to positive and negative perturbations,
respectively.

Fig. 3. Stability diagrams for (a) the ballooning
mode and (b) the ballooning (full) and peeling
mode (dashed). J is the current density at the
plasma edge,  is the normalized pressure
gradient.
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Fig. 4. Stability diagram for a JET-like plasma.
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In Fig 4 we show the stability diagram for a (JET-
like) model tokamak equilibrium. This has been produced
using the ELITE code12,15, which is a very efficient code
for calculating the stability of the plasma edge to ideal
MHD instabilities with intermediate to high toroidal mode
numbers, n. For each point, the current density in the
pedestal region is assumed to be a combination of the
bootstrap current and Ohmic current. The stability
boundary (between square and triangle symbols) is
qualitatively similar to what one would expect, combining
the peeling and ballooning stability boundaries of Figs 3b.
Using ELITE, we can also evaluate the mode structures.
Figure 5 shows the mode structure for a peeling-
ballooning mode, which extends right across the pedestal
region. Note that the amplitude is maximum on the
outboard (low field) side. This characteristic is referred to
as “ballooning”. The pure ballooning mode has a similar
structure, but the pure peeling mode differs in two
respects. First, the peeling mode has a similar amplitude
on the inboard side to that on the outboard side (ie no
ballooning nature). Second, it is extremely edge localized,
typically well within the last 1% of poloidal flux (unless
the toroidal mode number is low, ie n~1,2); we do not plot
it here as it would not even be visible. The pure
ballooning modes, from the region of Fig 4 labeled (a),
have very high toroidal mode numbers (several 10’s); the
pure peeling modes, from the region labeled (b) have a
range of toroidal mode numbers, the most unstable having
their external rational surface closest to the plasma edge;
the peeling-ballooning modes, from the region labeled (c),
have intermediate toroidal mode number n~10.

Stability diagrams such as Fig. 4 are a simplification
of the actual situation, as the stability diagram typically
depends on the width of the pedestal region, as well as the
pressure gradient within it (narrower pedestals tend to be
more stable that wider ones at fixed pressure gradient).

The linear stability calculations shown in Figs 4 and
5 motivate the peeling-ballooning model for ELMs.
Figure 6 shows a number of possible trajectories for the
edge pressure gradient and current density in an ELMing
discharge. These could correspond to different ELM types
as follows. Starting with the trajectory labeled 1 in Fig 6,
this is proposed as the trajectory of edge plasma
parameters during a Type I ELM. Thus, while the plasma
is stable between ELMs, the edge pressure gradient
increases up to the ballooning boundary. The bootstrap
current, which is proportional to the pressure gradient,
would also increase until the peeling-ballooning mode is
destabilized. Recall that this mode extends right across
the transport barrier, so affects the whole pedestal region.
As the instability develops, the expected increase of
transport causes the pressure gradient to fall, further
destabilizing the mode and triggering a large crash in the
pressure (and consequent large energy loss). The
discharge parameters eventually re-enter the stable region,
and the cycle repeats. The trajectory labeled 2 is
somewhat different. The plasma achieves a similar
pressure gradient (and hence confinement) to the
trajectory labeled 1, but now only the ballooning mode is
destabilized. In this regime, which has reduced current
compared to trajectory 1, the drop in pressure gradient
stabilizes the ballooning mode, switching off the
instability without a dramatic loss in pressure. This could
provide an explanation of some of the small ELM
regimes. Finally, the trajectory labeled 3 could provide a
substantial loss of pressure gradient but, because the
instability is so extremely edge-localized, the total loss of
energy might be small (no rigorous theory for this
speculative statement exists as yet). Note that the pressure
gradient for this trajectory is significantly below that for
trajectory 1, and this might therefore provide a model for
Type III ELMs where the confinement is reduced (at least
the class with low density and high temperature, where
the edge current density is expected to be high).

Of the three models, the trajectory describing the
Type I ELM behavior is the most accepted. The others are
more speculative. Indeed, we shall see later that there is
additional important physics that has been deduced from
non-linear theories. This should be taken into account for
a full understanding of ELM behavior. Before we address
this non-linear physics, let us first consider some of the
experimental evidence that supports some of the features
predicted by this linear MHD model for Type I ELMs.

IV. EXPERIMENTAL EVIDENCE FOR THE
PEELING-BALLOONING MODEL

The best way to test the peeling-ballooning model for
ELMs is to carefully reconstruct the equilibrium using
detailed measurements of the current density and pressure

Fig. 6. Possible trajectories (dashed curves) of
edge current density, J, and normalized pressure

gradient, , during ELMs. The stability boundary
is indicated by the full curve. See text for
descriptions and suggested links to ELM types.
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gradient in the transport barrier, and compare with the
predicted stability boundaries. The pressure increases by
an order of magnitude over the ~few cm width of the
transport barrier so that high resolution, high accuracy
measurements of the density and temperature are
required. Note that the error in the pressure gradient is
significantly larger than the error in the pressure.
Nevertheless, there are several tokamak experiments
around the world that can now make this measurement
with a reasonable accuracy (though not always for both
the electrons and ions, so that often some form of
approximation must be made). The other key requirement
is the current density. In the core plasma, this is usually
inferred from a measurement of the magnetic field using a
technique such as motional Stark effect (MSE). This type
of measurement is significantly complicated in the
transport barrier for two reasons. First, the magnetic field
structure in this region is determined largely by the
geometry produced by the magnetic coils, and is less
sensitive to the current density in the plasma. Second,
there is a strong electric field in the transport barrier
(indeed, this is widely thought to be responsible for the
formation of the transport barrier). This electric field must
be taken into account when interpreting the Stark splitting
of the spectra. On DIII-D significant progress has been
made in the measurement of current density using a
lithium beam16, but this is not a routine measurement, and
interpretation of the data is difficult. Generally, then, the
current density in the transport barrier is not known, and
one must resort to modeling.

The bootstrap current is driven in a tokamak through
a combination of the trapped particles and the pressure
gradient. Although it is suppressed to some extent in the
transport barrier through collisional effects, it is
nevertheless typically the largest contribution because of

the high pressure gradient that exists there. Therefore
most stability analyses of the plasma edge region simply
use the bootstrap current expression rather than a direct
measurement of the current density.

We consider two examples of how the peeling-
ballooning model is typically tested against experimental
data. The first is a comparison with data from DIII-D. The
upper trace in Fig 7 shows the D light as a function of
time. The drop in the signal at the beginning indicates the
transition from L mode to H-mode, at which time the
steep pressure gradient begins to form in the transport
barrier region. A sequence of stability analyses using the
ELITE code (setting n=10, which is typically the most
unstable mode number) indicates that the plasma is stable
to peeling-ballooning modes up to the time 2150ms, at
which point the plasma becomes unstable, and the growth
rate begins to rise until the first ELM appears at a time of
around 2300ms. Thus, there is a reasonable
correspondence between the predicted onset of instability
and the onset of the ELM (particularly when diamagnetic
effects are taken into account, in which case the growth
rate must exceed half of the diamagnetic frequency, */2,
for instability).

The second type of stability analysis that we show is
more typical of the analyses that have been performed on
tokamaks like JET17, DIII-D12,, MAST18 and ASDEX-
Upgrade19, for example. The specific case shown in Fig 8
corresponds to a study on JET17. The diagram shows the
magnetic shear (which increases for decreasing current
density) and normalised pressure gradient, , for a range
of equilibria. Each unstable equilibrium is represented by
a single number, which indicates the most unstable
toroidal mode number. The solid curve denotes the n=
ballooning mode stability boundary. The areas with no
numbers, not bound by the solid curve are stable. Also
shown on the figure are three points representing the

Fig. 7. The D trace of a DIII-D discharge and the
ideal MHD growth rate (full curve) from an
ELITE stability analysis [12]

JET



Fig. 8. Stability diagram for a JET discharge. See
text for description. [Reproduced from ref 17]
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actual experimental values of shear and  for this JET
discharge (55937). The circle shows the parameters
immediately (2ms) before an ELM, indicating that the
discharge is indeed close to the stability boundary. It is
therefore reasonable to assume that the instability is the
cause of the ELM. Just after the ELM event (10ms after),
the pressure gradient is lower, and the discharge moves
away from the stability boundary. There are two points
indicated at this later time, and these correspond to two
assumptions about the plasma current which, as stated
earlier, cannot be measured. The point at higher magnetic
shear has a lower plasma current, given by the steady
bootstrap current associated with the lower pressure
gradient at this later time. The point at lower magnetic
shear has a higher current density: in this case it is
assumed that in the brief period between the ELM onset
and the end of the ELM event, the current has not had
time to relax. The current is therefore assumed to be the
same as that immediately before the ELM (and given by
the steady state bootstrap current at that time).

V. NON-LINEAR MODELS

VA. The theory

While linear models provide quantitative information
about the onset of instability, they tell us relatively little
about the consequences. In particular, it is unlikely that
we shall be able to construct a predictive model for the
energy ejected during an ELM on ITER based purely on
linear theory. Having said that, we have already suggested
that there might be a link between the radial extent of the
linear eigenmode structure and the energy lost during the
ELM. There is certainly some evidence to support this, at
least qualitatively20.21, but also quantitatively in some
cases (eg from DIII-D12). However, in general there does
not seem to be a one-to-one correspondence between the
radial width of the linear eigenmode and the ELM-
affected volume22. This does not exclude some form of
correlation between the radial eigenmode width and the
ELM-affected region, but the two do not appear to be the
same in general.

Thus it seems unlikely that we can address the key
question of how much energy is ejected during an ELM
from a model based purely on the linear theory. This has
motivated recent studies that address non-linear models.
One of the first was an analytic calculation during the
early non-linear phase of the ballooning mode in a
tokamak plasma23. This has recently been extended
deeper into the non-linear regime24. There were two key
predictions from this first model23: that the ballooning
mode grows explosively during the non-linear phase, and
that the instability would eject hot filaments of plasma.
The explosive nature is an important point. One might
expect from linear theory that a pure ballooning mode

would grow relatively slowly as the pressure gradient
builds on a transport timescale through the marginally
stable value. However, the non-linear theory suggests
there is much more to the story. As the mode amplitude
grows to a level where the non-linear terms first become
important, the growth is accelerated much above the
linear growth rate. In addition, the spatial structure of the
mode is also altered during the non-linear phase to form
filament-like structures that are predicted to be aligned
with the magnetic field lines.

In Section 3 we described a model based on linear
theory which suggests that the crash is a consequence of a
coupling between the peeling and ballooning modes. The
explosive growth predicted by the non-linear model
suggests that it is possible to trigger a crash event just by
considering the ballooning mode. However, there is
another twist. The equation that describes the non-linear
evolution of the ballooning mode has a key term that
causes the explosive behavior. If the coefficient of this
term is positive, the filaments erupt outwards towards the
scrape-off layer, otherwise they erupt inwards towards the
core. It has been found theoretically that filaments only
erupt outwards when there is sufficient current density in
the plasma edge25. If one assumes that an outward-
erupting filament is more dangerous than an inward one,
then this could provide another reason why the ELM size
might depend on the edge current density and provide an
ingredient to understanding the differences between the
mechanisms for large and small ELMs.

There are other types of models that predict
filamentary structures. These are related to so-called
“blob” theories, and predict that if a filament of plasma
should break off from the core plasma, then it will
propagate radially outwards due to an ExB drift26,27. This
is different to the non-linear ballooning mechanism,
where the filament is only ejected from the outboard side,
and remains connected into the core plasma on the
inboard side. Thus the filaments due to a non-linear
ballooning mode can continue to tap the free energy of the
pressure gradient in the transport barrier, and accelerate
rapidly away from the core plasma. In addition, because
they remain connected to the core plasma, they can act as
a conduit (or hose-pipe), linking the transport barrier
region to the scrape-off layer, siphoning hot plasma from
the barrier region into the exhaust region. If this is the
mechanism, it raises a new concern: what if the filaments
should strike the vessel wall on the outboard side while
still connected to the core plasma on the inboard side?
This would place very high heat loads on the vessel walls,
where there is relatively little protection. If, on the other
hand, the filaments break off from the core plasma before
striking the wall they would have a reduced impact on it.
If this is the case, there is scope for both mechanisms to
play a role: the non-linear ballooning theory may be
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relevant for the early phase of the ELM, while the “blob”
theories may be relevant later, after the filament has
detached.

VB. Experimental evidence for filaments

Some of the first data that suggested that filamentary
structures might be associated with ELMs comes from
COMPASS-D28. A poloidal and toroidal array of Mirnov
coils allowed the magnetic signal associated with the
ELM to be tracked in time in the two directions. The
results, reproduced in Fig 9, indicate a field-aligned
structure. More recently, a series of stripes have been
observed in the infra-red emission from the outer sections
of the divertor in ASDEX-Upgrade (see Fig 10)29,30.
These stripes are also consistent with ELMs ejecting
field-aligned filamentary structures. The most dramatic
evidence, where the filaments were first observed
directly, comes from the MAST tokamak31,32,33. A unique
feature of a spherical tokamak is that one can view the
whole plasma surface through a port. Such a view is
shown in Fig 11 where the filamentary structures are
clearly visible. These filaments are aligned with the
magnetic field lines, as theory would predict33, and are
ejected far into the scrape-off layer, and beyond. They are
observed to accelerate radially, qualitatively consistent
with the prediction of non-linear ballooning theory, and
decelerate in the toroidal direction33.

Another interesting observation, made on both
MAST and DIII-D, is that the rotation shear (that is the
differential rotation between different flux surfaces) is
eliminated during the ELM event34,35 (see Fig 12). Within
the ideal MHD model of the non-linear ballooning mode,
this must happen: the filament could not erupt out of the
plasma if there is differential rotation. So again there is a
nice consistency here. It does, however, raise an
interesting question: Is the eruption of the filament
causing a locking of the flow profile in the outer regions
of the plasma, or is there some other event which removes

Fig. 9. Mirnov signals from a series of coils
positioned at various toroidal and poloidal
positions around the COMPASS-D tokamak28.

Fig. 11. Filamentary structures observed during
ELMs on the MAST tokamak32

Fig. 10. Filamentary structures evident in the
infra-red emission from the outer sections of the
ASDEX-Upgrade divertor target [Figure
reproduced from Ref 30]
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the flow shear, which then allows the filaments to erupt?
In other words, is the filament a cause or consequence of
the ELM? The consensus is that the filaments are the
cause, but conclusive proof remains elusive.

VC. Heat loss mechanisms

Let us close this section with a discussion of the
possible heat loss mechanisms. We simply state the
possible mechanisms which might be operating here, and
do not attempt to rule any of the models out or in. More
details are provided in Ref 36.

A key point to note is that within ideal MHD there
can be no loss of heat or particles: everything that flows
out along the filament into the scrape-off layer would
flow back into the confinement region while the filament
remained attached to the core plasma on the inboard side.
It is necessary to introduce some additional physics.
Three mechanisms are proposed for how the filaments
might lead to enhanced transport. (1) The hot filaments
“leak”, so that hot plasma flows across field lines from

the filament as it pushes out into the scrape-layer. (2)
There is a reconnection process, probably in the vicinity
of the X-point, in which the magnetic field lines contained
in the hot filament break and then reconnect with the
magnetic field lines of the scrape-off layer on the
outboard side. Because the filament is relatively
unperturbed on the inboard side, it remains inside the
transport barrier there. Thus, following the reconnection
event, there would be a continuous path along the
filament from the pedestal region to the divertor target
plates, and therefore a rapid loss of heat and particles. (3)
The transport barrier is thought to be sustained by a
sheared plasma flow within it. As the filament pushes out,
it suppresses the flow shear and the barrier collapses with
a significant, temporary confinement degradation. There
is much experimental activity, and increasing efforts to
simulate ELMs computationally, to identify the dominant
mechanism. Both are exceedingly difficult, and are high
priority areas of research for ITER.

VI. CONCLUSIONS

The importance of understanding ELMs and
developing control scenarios for ITER is now well-
established. Considerable progress has been made in our
understanding, with the majority of the community
accepting the peeling-ballooning model for at least the
largest, Type I ELMs. There is also scope within the
model to explain some of the other ELM regimes, but
there is more uncertainty here. Non-linear theories have
been developed and, together with experiment, have
established that filamentary structures are likely to be an
important part of the process of energy and particle loss
during ELM events.

So, after all of this work, what are the consequences
for ITER? ELMs remain one of the biggest concerns for
ITER, which cannot operate for more than a few
discharges at full power if large Type I ELMs are
triggered. Small ELM regimes do exist, but the operating
space for these is generally small, and it is not even clear
that they will extrapolate to ITER. For this reason, there
has been an increased focus on ELM control. We do not
go into the details here, but instead refer the interested
reader to the references. One method involves applying
small magnetic perturbations to the plasma edge, thus
degrading the confinement. The mechanism is not
completely understood, but ELMs are then generally
suppressed, probably because the pressure gradient in the
transport barrier is maintained below the critical value for
instability. Experiments on DIII-D validated and then
perfected this form of ELM control37,38, which has
recently been repeated in ASDEX-Upgrade39. A second
technique, pioneered on ASDEX-Upgrade, is
complementary to this. Rather than suppress ELMs, they
are instead triggered more frequently by firing small

Fig. 12. Flow shear suppression during ELMs on
the MAST tokamak. The full circles are the
earliest time indicated by the vertical lines in the
D trace of a single ELM (top), followed by the
full squares, full triangles, open squares and open
triangles. [Fig reproduced from Ref 34]
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pellets of frozen deuterium into the transport barrier. Each
time a pellet is fired into the plasma edge, an ELM is
triggered40. By triggering frequent ELMs, the energy
released in a single event is smaller, and the impact on the
divertor target is much reduced. A physical understanding
of the mechanism is emerging from nonlinear MHD
simulations41.

To summarize, there is still much to do for a
complete understanding of the ELM event, although much
progress has been made in the last decade. As well as
being an issue that we must address for ITER, it is an area
that is rich in physics. Here we have focused on the
plasma physics issues, but there is also a range of issues
related to plasma-surface interactions that must be
brought into the model to develop a complete
understanding of the ELM cycle: a formidable, but
rewarding, task.
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ABSTRACT

These lecture notes provide a short overview of

classical and neoclassical transport in tokamaks. The

classical theory is widely applicable in laboratory and

space plasma physics if the mean free path is shorter

than the macroscopic scale length. The neoclassical the-

ory predicts important phenomena in tokamaks such as

the bootstrap current, electric conductivity, transport in

the scrape-off layer, and cross-field transport in regions

where the turbulence is suppressed.

I. INTRODUCTION

After Boltzmann had formulated his famous kinetic
equation for dilute gases in the 1870’s, an outstanding
problem in theoretical physics was to calculate trans-
port coefficients (heat conductivity and viscosity) from
it. This problem remained open for over four decades
until Chapman [1] and Enskog [2] independently found
the correct asymptotic expansion. The extension of
their technique to ionised gases is referred to as clas-
sical or neoclassical theory, depending on whether the
geometry of the magnetic field plays a role. In either
case, it is a rigorous theory, meaning that it provides
an asymptotic solution of the kinetic equation

∂fa

∂t
+ v · ∇fa +

ea

ma
(E + v × B) · ∂fa

∂v
= Ca(fa) (1)

for each species a, under the assumption that the gy-
roradius parameter δ = ρa/L is small, where ρa is the
gyroradius and L the macroscopic scale length. In clas-
sical transport theory, it is assumed that the collisional
mean free path λ is short, λ/L ≪ 1, whilst in neo-
classical theory λ is arbitrary. The extension to long
mean free path is possible because a transport ordering
is adopted, meaning that the time derivative is consid-
ered small,

∂/∂t ∼ δ2vTa/L,

where vTa = (2Ta/ma)1/2 is the thermal speed. This
ordering removes plasma waves from the equations.

There is one final assumption concerning the magni-
tude of the electric field. This can either be ordered
large,

E/B ∼ vTa,

or small,
E/B ∼ δvTa,

and the resulting theory is somewhat different in the
two cases. Most commonly, the first ordering is adopted
in the classical theory and the second one in the neo-
classical theory.

II. FLUID EQUATIONS

As is well known, the moments of (1) express the
conservation of density, momentum and energy,

∂na

∂t
+ ∇ · (naVa) = 0, (2)

∂(manaVa)

∂t
+∇·Πa = naea(Ea +Va ×B)+Fa, (3)

∂

∂t

(

3naTa

2
+
manaV

2
a

2

)

+ ∇ · Qa

= eanaE · Va +

∫

mav
2

2
Ca(fa) d3v, (4)

and it is the task of the kinetic theory to calculate the
friction force

Fa =

∫

mavCa(fa) d3v,

the pressure tensor

Πa =

∫

mavvfa d
3v,

the energy flux

Qa =

∫

1

2
mav

2vfa d
3v,

and the collisional energy exchange on the right-hand
side of (4). The viscosity tensor is defined as

πa = Πa − paI −manaVaVa,
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where I is the unit tensor, and the heat flux is

qa = Qa − 5paVa

2
− πa · Va − manaV

2
a Va

2
.

The collision operator

Ca =
∑

a

Cab(fa, fb) (5)

is a sum of contributions from collisions with each par-
ticle species “b”, including b = a. Its detailed form will
be of little concern to us, but it is important to know
that it conserves particles,

∫

Cab(fa, fb) d
3v = 0,

which has been used in the derivation of the continuity
equation (2), as well as momentum and energy,
∫

mavCab(fa, fb) d
3v = −

∫

mbvCba(fb, fa) d3v, (6)

∫

mav
2

2
Cab(fa, fb) d

3v = −
∫

mbv
2

2
Cba(fb, fa) d3v.

(7)
It will also be useful to know that the operator contains
pitch-angle scattering,

a part of Cab(fa) = νabL(fa),

where the scattering frequency νab is of the order of
the inverse collision time, and the scattering operator
is defined by

L =
1

2

∂

∂ξ

(

1 − ξ2
) ∂

∂ξ
, (8)

with ξ = v‖/v.

III. CLASSICAL TRANSPORT THEORY

This theory was developed independently by sev-
eral authors, but the most well-known and pedagogic
formulation is due to Braginskii [3]. It considers a
plasma with a single ion species i, but can straightfor-
wardly be extended to multiple ion species, and assumes
the large-flow ordering, E/B ∼ vTi. It is remarkable
that the complete theory for the small-flow case was
only worked out only half a century after Braginskii’s
original work [4].

III.A. Chapman-Enskog expansion procedure

Since the flow is considered large, the first step is
to transform the kinetic equation (1) to a coordinate
frame moving with the flow velocity Va(r, t)

dfa

dt
+ v′

a · ∇fa +

[

ea

ma
(E′ + v′

a × B) − dVa

dt

]

· ∂fa

∂v′
a

−v′aj

∂Vak

∂rj

∂fa

∂v′ak

= Ca(fa),

where v′
a = v − Va, E′ = E + Va × B is the electric

field measured in the moving frame, and

d

dt
=

∂

∂t
+ Va · ∇

is the convective derivative. The largest terms are
those involving the collision operator and the mag-
netic field, and the equation can be solved perturba-
tively by expanding the distribution function accord-
ingly, fa = fa0 + fa1 + . . .. In lowest order, the large
terms force the electron (ee = −e) distribution function
to be a Maxwellian at rest in the moving frame,

fe0 = ne

(

me

2πTe

)3/2

e−x2

,

where x2 = mev
′2
e /2Te. In the next order, we obtain an

equation for the correction fe1 to the Maxwellian

Cee (fe1) + C0
ei (fe1) +

e

me
v × B · ∂fe1

∂v

=

[

d lnne

dt
+

(

x2 − 3

2

)

d lnTe

dt
+ v · ∇ lnne

+

(

x2 − 3

2

)

v · ∇ lnTe +
mev

Te
·
(

e

me
E′ +

dVe

dt

)

+
mevjvk

Te

∂Vek

∂rj
+ νei

mev · u
Te

]

fe0, (9)

where we have now written v instead of v′
e and where

u = Ve − Vi is the mean velocity of the electrons rel-
ative to the ions. C0

ei (fe1) = νeiL(fe1) denotes the
scattering part of the electron-ion collision operator.

A crucial insight by Chapman and Enskog was that
the time derivatives on the right-hand side can be elim-
inated by taking moments of the equation. Indeed, in-
tegrating Eq (9) over velocity space gives the continu-
ity equation (2), which implies that d lnne/dt can be
replaced by −∇ · Ve. The mev-moment gives the mo-
mentum equation (3), but without the viscosity term,
and can be used to eliminate dVe/dt and E′ by

dVe

dt
+
eE′

me
=

Fe −∇(neTe)

mene
.

The energy moment, finally, gives the energy equation
(4), but without heat conduction and energy exchange,

3

2

d lnTe

dt
+ ∇ · Ve = 0,

and this can be used to eliminate dTe/dt in Eq (9). The
reason why certain terms in the full fluid equations (2)-
(4) do not appear in the moments of Eq (9) is that
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they are small in the ordering assumed. Eliminating
time derivatives from Eq (9) in this manner gives the
following kinetic equation for fe1 in the electron rest
frame,

Cee (fe1) + C0
ei (fe1) +

e

me
v × B · ∂fe1

∂v

=

[(

x2 − 5

2

)

v · ∇ lnTe + v ·
(

Fe

pe
+
meνeiu

Te

)

+
me

2Te

(

vjvk − v2

3
δjk

)

W e
jk

]

fe0, (10)

where

W a
jk ≡ ∂Vaj

∂rk
+
∂Vak

∂rj
− 2

3
(∇ · Va)δjk. (11)

is the so-called rate-of-strain tensor. Note that there
are three driving terms on the right: the temperature
gradient, the term involving the friciton force, and the
tensor Wjk which measures how rapidly the flow veloc-
ity varies in space and gives rise to plasma viscosity.

The ion analysis is slightly simpler since the ion-
electron collision operator can be regarded as small,
which implies that the friction is negligible in the ion
kinetic problem. The analogue of (10) for ions is thus

Cii (fi1) −
e

mi
v × B · ∂fi1

∂v

=

[(

x2 − 5

2

)

v · ∇ lnTi +
mi

2Ti

(

vjvk − v2
i

3
δjk

)

W i
jk

]

fi0,

(12)
The equations (10) and (12) are linear, integrodif-

ferential equations involving the complicated (but lin-
earised) Coulomb collision operator. They are tradi-
tionally solved by expanding the distribution function
in a suitable set of orthogonal functions, which converts
the problem to an infinite set of coupled linear algebraic
equations. A sufficiently accurate solution can be found
by truncating this system of equations after only a few
terms.

III.B. Results

Following Braginskii, we display the results in the
limit ρ/λ = 1/Ωeτe → 0, which is the most interest-
ing case for most situations in fusion and astrophysics.
Here Ωe = −eB/me is the electron gyrofrequency and

τe =
12π3/2

21/2

m
1/2
e T

3/2
e ǫ20

niZ2e4 ln Λ

the electron collision time, with Z = 1 the ion charge
and ln Λ the Coulomb logarithm.

The force Fe acting on the electrons consists of a
drag force and a thermal force

Fe = Fu + FT , (13)

Fu = −mene

τe
(0.51u‖ + u⊥), (14)

FT = −0.71ne∇‖Te +
3ne

2Ωeτe
b ×∇Te, (15)

where u = Ve − Vi and b = B/B. Because of mo-
mentum conservation the force acting on the ions is
equal and opposite, Fi = −Fe. The parallel friction
coefficient in Eq (14) is seen to be smaller than the
perpendicular one by a factor of 0.51, which has to do
with the fact that the collision frequency decreases with
velocity, (τe ∼ v3), causing electrons with large paral-
lel velocities to be more distorted from the Maxwellian
distribution than slower ones. The fast electrons then
contribute more to the relative velocity, and less to the
friction. The parallel thermal force (15) is also a conse-
quence of the circumstance that the collision frequency
falls off with increasing energy, for consider a situation
where the electron fluid is at rest with respect to the
ion fluid, so that the drag force Fu vanishes. A typi-
cal ion is bombarded by electrons streaming along the
field with their respective peculiar velocities. If there is
a temperature gradient along the field, those electrons
that travel in the direction of the temperature gradient
come from a slightly colder region and will be more col-
lisional than those going in the opposite direction. They
will therefore exert a larger friction force on the ions,
on which a thermal force therefore acts in the direction
of ∇‖Te. The corresponding force on the electrons (15)
is in the opposite dirction. The second term is smaller
than the first one by a factor of 1/Ωeτe ≪ 1.

The electron heat flux also has two pieces

qe = qe
u + qe

T , (16)

qe
u = 0.71neTeu‖ −

3neTe

2Ωeτe
b × u⊥, (17)

qe
T = −κe

‖∇‖Te − κe
∧b ×∇Te − κe

⊥∇⊥Te, (18)

where the heat conductivities are

κe
‖ = 3.16

neTeτe
me

, (19)

κe
∧ = − 5neTe

2meΩe
, (20)

κe
⊥ = 4.66

neTe

meΩ2
eτe

, (21)

Physically, the first term in Eq. (17) has to do with
the distortion of the distribution of fast electrons from
a Maxwellian. In a coordinate system where Ve = 0,
more fast electrons travel in the direction of u and more
slow electrons in the direction of −u, which gives rise
to a heat flux.
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This effect does not arise for ions since the ion-
electron collision frequency is independent of ion en-
ergy. The ion heat flux therefore only has terms related
to ∇Ti,

qi = −κi
‖∇‖Ti + κi

∧b ×∇Ti − κi
⊥∇⊥Ti, (22)

where

κi
‖ = 3.9

niTiτi
mi

, (23)

κi
∧ =

5niTi

2miΩi
, (24)

κi
⊥ = 2

niTi

miΩ2
i τi

(25)

with Ωi = ZeB/mi and

τii =
12π3/2m

1/2
i T

3/2
i ǫ20

niZ2e4 ln Λ
.

Note that the conductivities κ‖, κ∧ and κ⊥ are con-
secutively separated by the large factor Ωτ for both
species. The first and third terms in the expressions for
qe

T and qi are parallel to the gradients that drive them,
and will therefore tend to relax these gradients. This
relaxation occurs on very disparate time scales in the
two directions. Perpendicular to the magnetic field, the
ion contribution is dominant, since for both species the
cross-field diffusion scales according as κ⊥ ∼ nρ2

i /τi, in-
dicating a random walk with the step size ρi, which is
much larger for the ions than for the electrons. Parallel
to the field, on the other hand, the electron heat flux
dominates, and scales as κ‖ ∼ nλ2/τe with a random-
walk step size equal to the mean free path. The latter
is roughly the same for electrons and ions, but the col-
lision time is much shorter for the electrons. Of inter-
mediate magnitude is the diamagnetic heat flux term
q∧ = ±κ∧b × ∇T , carrying heat across the field per-
pendicular to the gradient. This flux is not affected by
collisions in the limit Ωiτi ≫ 1.

The heat exchanged between the species,

Qi =

∫

miv
′2
i

2
Cie(fi) d

3v =
3neme

miτe
(Te − Ti), (26)

is a result of temperature equilibration on the slow time
scale miτe/me and frictional generation of heat. The
viscosity tensor is complicated and will not be treated
here. Its form depends on whether the large- or small-
flow ordering is adopted.

III.C. Applications

As already remarked, classical transport is rela-
tively small across the magnetic field and is therefore
usually of little concern. In most situations it is eas-
ily overwhelmed by neoclassical or turbulent transport.
Along the field, however, the classical transport is very

rapid and usually dominates over turbulence. The most
important prediction of the classical theory is probably
the electric (so-called Spitzer) conductivity, σ regulat-
ing the current

J‖ = −neeu‖ = σE‖,

that arises in response to an applied parallel electric
field [5]. It is obtained from (14) as

σ = 1.96
nee

2τe
me

,

and is thus proportional to T
3/2
e but independent of the

density ne.
The parallel electron heat conductivity (19) is very

important in the tokamak edge, where it governs the
heat flux to the divertor plates. This condutivity is

proportional to T
5/2
e but is independent of density. In

situations where the heat flux is constant, it predicts a
temperature profile Te(s) ∼ s2/7 as a function of the arc
length s along the magnetic field. Parallel electron heat
conduction is also important in space physics and as-
trophyiscs. It governs, for instance, the heat flux along
magnetic loops in the solar corona.

The thermal force, which was discovered by Enskog
(then a student) in 1911, has been used for isotope sep-
aration and plays an important role in plasmas with
multiple ion species. The point is that the kinetic equa-
tion for hydrogenic ions in a plasma that also contains
much heavier impurity ions is identical to the equa-
tion for electrons in a pure plasma (with the lighter
ions playing the role of the electrons in a pure plasma).
Many of Braginskii’s results therefore carry over to the
situation of an impure plasma and, in particular, there
is a thermal force on heavy impurity ions in the direc-
tion of ∇‖Ti. This force pulls impurity ions out of the
divertor into the main scrape-off-layer in a tokamak. In
the transition region between the solar photosphere and
the corona, there is a very strong vertical temperature
gradient pulling out heavy ions and making the chemi-
cal composition of the solar wind different from that of
the Sun.

IV. NEOCLASSICAL TRANSPORT

Classical transport applies in all magnetic-field ge-
ometries as long as the mean free path is short. When
it is, the transport is determined locally and does there-
fore not depend much on the macroscopic field struc-
ture. When the mean free path is long, however, the
transport can become much stronger, which is the sub-
ject of neoclassical theory.

IV.A. Collisionality
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The physics of neoclassical transport in a tokamak
depends decisively on the relative magnitude of the
collision frequency ν and the transit frequency ωt =
vT /qR, the so-called collisionality. Here q = rBϕ/RBθ

is the safety factor and R the major radius of the toka-
mak. We note that the mean free path λ = vT /ν is
similar for electrons and ions since νee/νii ∼ vTe/vTi,
but may differ among ion species with very disparate
masses. Highly charged impurities are more collisional
than bulk ions and electrons. If the collisionality is
large,

L

λ
∼ ν

vT /qR
≫ 1, (27)

the mean free path is shorter than the parallel distance
around a flux surface L ∼ qR, and the Braginskii fluid
equations may be applied for the analysis. The particle
orbits are then not fully completed by a typical thermal
particle since its motion is disturbed by collisions before
an orbit has been completed. This high-collisionality
regime is called the Pfirsch-Schlüter regime.

In the opposite limit,

ν

vT /qR
≪ 1,

referred to as the banana-plateau regime, orbits are
completed and short-mean-free-path closure of the fluid
equations is inapplicable. The core of a tokamak is usu-
ally in this regime.

If the inverse aspect ratio is small, ǫ ≪ 1, the
banana-plateau regime is subdivided into two regimes:
the plateau regime

ǫ3/2 ≪ ν

vT /qR
≪ 1, (28)

and the banana regime

ν

vT /qR
≪ ǫ3/2. (29)

In the former, most circulating particle orbits are com-
pleted but trapped orbits are interrupted by collisions
since the effective collision frequency, νeff = ν/ǫ, re-
quired to scatter a trapped particle out of its magnetic
well, ∆B/B ∼ ǫ, is larger than the bounce frequency
ωb ∼

√
ǫvT /qR, i.e.,

ν∗ ≡ ν/ǫ

ωb
=
ν/ǫ3/2

vT /qR
≫ 1.

It is important to note that the effective collision fre-
quency for scattering the velocity vector by an angle
∆ϑ is ν/(∆ϑ)2, since the pitch-angle scattering opera-
tor (8) is of second order. Trapped particles occupy the
region v‖/v ∼ √

ǫ in velocity space, so it is appropriate
to take ∆ϑ =

√
ǫ. The effective trapped-particle scat-

tering frequency is thus substantially greater than ν if

ǫ≪ 1. Finally, in the banana regime, ν∗ ≪ 1, the par-
ticle dynamics is virtually collisionless, and both types
of orbits (trapped and circulating) can be completed.

The diffusivity of particles and heat is proportional
to the collision frequency in the banana and Pfirsch-
Schlüter regimes (with different proportionality con-
stants) but is independent of collisionality (forms a
“plateau”) in the plateau regime, see Fig 1. While this
is strictly true in the limit ǫ → 0, at realistic aspect
ratios the distinction between the regimes is blurred,
and the plateau is difficult to discern.

1 ~¶
-3�2

Ν*

D
Figure 1: Dependence of neoclassical diffusion coeffi-
cient on collisionality at large aspect ratio. The dashed
curve represents the asymptotic limit ǫ → 0, while the
solid curve represents ǫ = 0.2.

IV.B. Flows within the flux surface

The axisymmetric magnetic field of a tokamak has
the form

B = I(ψ)∇ϕ+ ∇ϕ×∇ψ,

where ϕ is the toroidal angle measured in the direction
of the plasma current and ψ the poloidal flux function.
Since the pressure

p =
∑

a

pa =
∑

a

naTa

is a flux function when the rotation velocity is subsonic
so that J × B = ∇p, the diamagnetic current beomes

J⊥ =
B ×∇p
B2

=

(

IB

B2
−Rϕ̂

)

dp

dψ
,

and is generally not divergence-free, ∇ · J⊥ 6= 0, neces-
sitating a parallel, so-called Pfirsch-Schlüter, current.
Since

0 = ∇ ·
(

J‖B

B
+ J⊥

)

= B · ∇
(

J‖

B
+

I

B2

dp

dψ

)
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it follows that the quantity within the parentheses must
be constant of flux surfaces, and the parallel current
becomes

J‖ = − I

B

dp

dψ
+K(ψ)B,

where K(ψ) is an arbitrary integration constant. This
is the “return current” necessary to close the diamag-
netic current. A similar argument can be made for the
flux naVa for each species: its perpendicular compo-
nent is given by the diamagnetic flux but is not diver-
gence free, necessitating a parallel flux. The sum is
equal to

naVa = ωa(ψ)na(ψ)Rϕ̂ +Ka(ψ)B, (30)

with

ωa(ψ) = −dΦ
dψ

− 1

naea

dpa

dψ
, (31)

where Φ denotes the electrostatic potential. These re-
lations hold in all collsionality regimes.

V. PFIRSCH-SCHLÜTER TRANSPORT

In the Pfirsch-Schlüter regime, the transport can
mostly be calculated using Braginskii’s equations. Al-
though these do not depend on the geometry of the
magnetic field, there is nevertheless an enhancement of
the transport level in the tokamak as compared with a
plasma in a straight magnetic field. On the fluid level,
it has to do with the fact that a parallel Pfirsch-Schlüter
flow must arise, as we have just seen. In the particle
picture, the transport enhancement can be understood
in terms of a simple random-walk argument.

Since the collision frequency exceeds the transit fre-
quency, parallel particle motion is diffusive, with a dif-
fusion coefficient

D‖ ∼ λ2/τ ∼ v2
T /ν,

where λ = vT /ν is the mean-free path. Thus, the time
it takes for a particle to move around a flux surface is
of the order

∆t ∼ (qR)2

D‖
∼ ν

(

qR

vT

)2

,

since the parallel distance is of the order qR. The cross-
field transport is caused by the guiding-centre drift,

vd ≃ −
v2 + v2

‖

2ΩR
ẑ,

which is vertical and therefore directed radially outward
(say) if the particle is above the midplane and inward
if it is below the midplane. As the particle diffuses in
the parallel direction, the cross-field drift is sometimes

outward and sometimes inward. This leads to a random
walk in the radial direction, with a step length

∆r ∼ vd∆t ∼
ρvT ∆t

R
,

and a step time ∆t. The resulting diffusion coefficient
is thus

D⊥ ∼ (∆r)
2

∆t
∼ νq2ρ2, (32)

which is larger than the classical diffusion coefficient by
a factor q2.

To derive the transport mathematically using the
results from Section III.B, we consider the ion heat
flux. When the plasma flow velocity is ordered small,
E/B ∼ δvTi, the ion energy equation (4) reduces to
∇·qi = 0. Recalling (22), we see that if we expand the
temperature,

Ti = Ti0 + Ti1 + . . . ,

in powers of 1/Ωiτi, then in lowest order,
∇‖(κ

i
‖∇‖Ti0) = 0, so

Ti0 = Ti0(ψ).

Thus, on the fastest time scale parallel heat conduction
makes the temperature uniform on flux surfaces. In
next order, we have

∇ ·
(

κi
‖∇‖Ti1 − κi

∧b ×∇Ti0

)

= 0,

so that

∇‖Ti1 =
Iκi

∧

κi
‖

dTi0

dψ
+ Li(ψ)B,

where the integration constant Li(ψ) can be determined
from the relation

〈

B∇‖Ti1

〉

= 0. Here the angular
brackets denote the so-called flux-surface average,

〈Q〉 (ψ) =

∮

Q(ψ, θ)

B · ∇θ dθ/
∮

dθ

B · ∇θ

i.e., a volume average of the quantity Q between two
neighbouring flux surfaces. Since κi

∧B is constant over
the flux surface, it follows that

∇‖Ti1 =
Iκi

∧

κi
‖

(

1 − B2

〈B2〉

)

dTi0

dψ
. (33)

We see that Ti1 varies over the flux surface. The mech-
anism is the same as that giving rise to the Pfirsch-
Schlüter current. The diamagnetic heat flux κi

∧b×∇Ti0

is not divergence free, and must therefore be balanced
by a parallel return flow, which, in turn, implies a small
but important parallel temperature gradient. Since the
latter (33) is positive on the inside of the torus and neg-
ative on the inside (assuming that dTi0/dψ < 0), the
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temperature is up-down asymmetric. It is now straight-
forward to construct the heat flux across the flux surface
from (22) and (33),

qi · ∇ψ =
(

−κi
⊥∇⊥Ti0 + κi

∧b ×∇Ti1

)

· ∇ψ

= −
[

κi
⊥|∇ψ|2 +

(Iκi
∧)2

κi
‖

(

1 − B2

〈B2〉

)

]

dTi0

dψ
. (34)

The first term is the classical cross-field heat flux, and
the second term is the neoclassical Pfirsch-Schlüter heat
flux, which arises entirely because of toroidicity. Both
heat fluxes are ultimately driven by the radial temper-
ature gradient, but the neoclassical heat flux is also
fundamentally associated with a parallel gradient. In a
large-aspect-ratio tokamak with circular cross section,
the total flux-surface averaged heat flux becomes

qir =
〈qi · ∇ψ〉
|∇ψ| = −κi

⊥

(

1 + 1.6q2
) dTi0

dr
,

where the first term is the classical and the second term
the Pfirsch-Schlüter contribution.

VI. TRANSPORT IN THE BANANA REGIME

When the mean free path is longer, the transport
must be calculated kinetically, but since the gyroradius
is supposed to be small, the full kinetic equation (1)
can be reduced (by gyro-averaging) to the drift kinetic
equation,

∂fa

∂t
+ (v‖b + vda) · ∇fa = Ca(fa), (35)

where vd is the drift velocity and the derivatives are
taken at constant energy H = mav

2/2 + eaΦ and mag-
netic moment µ = mav

2
⊥/2B, so that the mirror force

is contained in the parallel steaming term v‖∇‖fa. In
this equation, not all terms are equally large. As men-
tioned in the introduction, the first term on the left is
ordered to be a factor δ2 smaller than the second one,
and the magnetic drift term is by definition a factor
δ smaller than parallel streaming, vd/v ∼ δ. We may
thus expand fa = fa0 + fa1 + · · · and obtain

v‖∇‖fa0 = Ca(fa0),

v‖∇‖fa1 + vda · ∇fa0 = Ca(fa1),

in zeroth and first order, respectively. It can relatively
easily be shown that the only solutions of the first equa-
tions are Maxwellians that are constant on flux sur-
faces. This conclusion is reached by multiplying the
equation by ln fa0, integrating over velocity space, tak-
ing the flux-surface average, and using Boltzmann’s H-
theorem. It also follows from this argument that the
electrostatic potential is approximately a flux function,

Φ = Φ0(ψ) + Φ1(ψ, θ),

with Φ1/Φ0 ∼ δ.
If an inductive electric field, E‖(A) = −∂A‖/∂t is

added to Eq (35), our remaining task is thus to solve
the first-order equation

v‖∇‖fa1 − Ca(fa1) = −(vd · ∇ψ)
∂fa0

∂ψ
+
eav‖E

(A)
‖

Ta
fa0.

Since this equation is linear in fa1 and the driving terms
on the right appear additively, we conclude that the ra-
dial density and temperature gradients in fa0 and the
inductive electric field contribute separate and indepen-
dent terms to fa1. In this equation no assumption has
yet been made about collisionality, i.e., on the relative
magnitude of the terms on the left. If the equation is
solved under the assmption that the collision term dom-
intates, then Pfirsch-Schlüter transport is recovered. If
the first term instead dominates, banana transport en-
sues. Mathematically, one makes a subsidiary expan-
sion of fa1 in the smallness of the collision frequency,

fa1 = f
(0)
a1 + f

(1)
a1 + . . . ,

which enables the equation to be solved analytically if
the collision operator is simplified. The mathematics is
somehwat complicated and will not be repeated here.
The student who is interested in all the steps is encour-
aged to consult Ref [6].

VI.A. Radial transport

From the distribution funciton fa1 thus obtained,
the radial particle and heat heat flux can be calculated.
The results have been obtained in general axisymmetric
geometry but are particularly simple in the case of a
large-aspect-ratio tokamak with circular cross section.
The largest flux is that of ion heat,

qir = −niχi
dTi

dr
,

whose diffusivity is

χi =
1.35q2

ǫ3/2

Ti

miΩ2
i τi

, (36)

and thus scales as the classical diffusivity ρ2
i /τi en-

hanced by the factor 1.35q2/ǫ3/2, which is usually in
the range 10-100. The reason for this enhancement has
to do with banana orbits. As already mentioned, par-
ticles with velocity vectors nearly perpendicular to the
magnetic field, |v‖|/v⊥ ≤ ǫ1/2, are trapped in the rela-
tively weak magnetic field on the outside of the torus
and trace out banana orbits with a width

δrb ∼ qρ/
√
ǫ,

cf Fig 2. The banana width δrb is thus considerably
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dr
b

Figure 2: Banana orbit in a tokamak.

larger than the gyroradius, indicating a large random-
walk step size for these particles. The diffusivity (36)
is of order

χi ∼ ft(∆x)
2νeff .

where the trapped fraction of the particles ft ∼ ǫ1/2 is
small, but the step size ∆x ∼ δrb is large, and so is the
effective collision frequency νeff ∼ ν/ǫ of events causing
a trapped ion to take a step of order δrb.

The electron heat flux is also enhanced by a similar
factor over the classical result, but is insignificant as it
is smaller than the corresponding ion flux by a factor
(me/mi)

1/2. The ion and electron particle fluxes are
equal (ambipolarity) and are both on the level of the
electron heat flux. The only neoclassical cross-field flux
that is experimentally relevant is thus the ion heat flux.
Even this flux is usually overwhelmed by the turbulent
transport, but can be of importance in spherical toka-
maks and in transport barriers. The H-mode pedestal
seems to exhibit neoclassical ion energy confinement.

VI.B. Toroidal current

The parallel current is very well described by neo-
classical theory, which predicts two important effects:
a reduction in the conductivity due to trapped parti-
cles and the existence of the so-called boostrap current.
Both are of great experimental significance. When the
drift kinetic equation is solved for fi1 and fe1, and the
parallel current is calculated, one finds

J‖ = −ftqneTe

ǫB

[

1.66

(

1 +
Ti

Te

)

d lnne

dr

+0.47
d lnTe

dr
− 0.29

Te

dTi

dr

]

+ (1 − 1.31ft)σE
(A)
‖ ,

for a large-aspect-ratio tokamak with circular cross sec-
tion. The quantity ft ≃ 1.46ǫ1/2 denotes the “effective”
fraction of trapped particles and appears in two places.
It multiplies the entire first term, which constitutes the
bootstrap current – a toroidal current that arises thanks

to density and temperature gradients in the plasma. It
also appears in the second term as a reduction of the
Spitzer conductivity σ caused by the fact that trapped
particles cannot contribute to the parallel current.

Physically, the bootstrap current has its root in
a diamagnetic effect of the banana orbits. Because
of their width δrb ∼ qρ/ǫ1/2, the co-current-moving,
trapped population on a given flux surface is larger than
the counter-moving one by an amount

−ǫ1/2 dn

dr
δrb,

where ǫ1/2 is the approximate fraction of trapped parti-
cles. These are in collisional equilibrium with the pass-
ing ones, whose co-passing population therefore exceeds
the counter-passing one by

−dn
dr
δrb.

The resulting current is of the order

JBS ∼ −vT ea
dn

dr
δrb ∼ − qTa

ǫ1/2B

dna

dr
.

Thus, at large aspect ratio the bootstrap current is
mostly carried by the passing particles, although it is ul-
timately caused by the diamagnetic effect of the trapped

ones.
The bootstrap current is thus of order

JBS ∼ ǫ1/2p

rBp
,

where Bp = ǫB/q is the poloidal field, and compares in
the following way with the Ohmic current,

JBS/JOH ∼ ǫ1/2βp,

where βp = 2µ0p/B
2
p is the poloidal beta. In the stan-

dard tokamak ordering β ∼ ǫ2 ⇒ βp ∼ 1, the bootstrap
current is thus formally smaller than the Ohmic current
by a factor ǫ1/2. In practice, β and ǫ1/2 are sometimes
not very small, and the bootstrap current is often com-
parable to, or even larger than, the Ohmic current. It
is of great importance for the prospects of the tokamak
to be an economic power source.

VI.C. Plasma rotation

We have already shown that the flow within the
flux surface of each species is given by Eq (30), where
the constant Ka must be calculated from kinetic theory.
For ions this constant determines the poloidal plasma
rotation, which is equal to

Viθ =
1.17

miΩi

dTi

dr
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for a circular, large-aspect-ratio tokamak in the banana
regime. Contrary to widespread belief, the poloidal ro-
tation is independent of the radial electric field. In fact,
this field only plays a minor role in neoclassical theory
for axisymmetric plasmas. In the quasi-steady state
described by the transport ordering, it does not affect
cross-field transport or poloidal rotation. The only ob-
servable quantity where it shows up is the toroidal rota-
tion frequency (31), where it appears in the same way
for all species. Of course, there is a good reason for
this. Suppose that we make a transformation from the
laboratory frame to a frame rotating at the velocity

V = −ϕ̂R
dΦ0

dψ

of some flux surface ψ. The electric field measured in
this frame vanishes on the flux surface in question since

E′ = E + V × B ≃ −∇Φ0 + V × B = 0,

and the equation of motion for each species acquires
new terms corresponding to the centrifugal force and
the Coriolis force. These terms are, however, small if
V is smaller than the thermal speed, in which case the
only consequence of the coordinate transformation is to
eliminate the radial electric field. Thus, as long as the
flow velocity is small, the radial electric field cannot
affect neoclassical transport.

For this reason, the transport in a tokamak is in-

trinsically ambipolar, i.e., the radial electron and ion
particle fluxes are always the same, regardless of the
radial electric field, as long as the transport ordering
is satisfied. The toroidal rotation frequency (31) can
therefore attain any value: the plasma rotates freely in
the toroidal direction. The situation is very different in
non-axisymmetric systems such as stellarators, where
ambipolarity is only attained at a certain value of the
radial electric field. A stellarator plasma cannot rotate
freely [7].

VII. DISCUSSION

Not only the neoclassical theory, but most of the
theory of magnetically confined plasmas relies on an ex-
pansion in δ ≪ 1, and one can thus distinguish between
plasma physics phenomena according to the order in
which they first appear in the expansion. In zeroth
order one finds, among other things, that the distribu-
tion function of each species must be Maxwellian, that
flux surfaces should be isothermal, that an axisymmet-
ric plasma is free to rotate toroidally, that its equil-
brium and stability properties are predicted by MHD,
and that the parallel electric conductivity is given by
the Spitzer value with a reduction due to particle trap-
ping. In first order, the bootstrap current and neo-
classical poloidal rotation appear, and in second order

there is radial transport – either caused by collisions as
in the neoclassical theory or by gyrokinetic turbulence.
It is interesting to note that the robustness of the the-
oretical predictions decreases with increasing order in
the expansion. The zeroth-order predictions are very
robust in the sense that they are hardly affected by
turbulence and are very well borne out in experiments.
The first-order results are also broadly in line with ob-
servations, whilst the cross-field transport, which is of
second order, is famously difficult to predict with con-
fidence. The neoclassial cross-field transprort is usu-
ally overwhelmed by turbulent transport, but this is
(in gyrokinetics) also of second order in the gyroradius
and therefore sensitive to details in the mathematical
treatment and the physical conditions prevailing in the
plasma.

VIII. FURTHER READING

A more complete exposition can be found in the au-
thor’s book [6] and in the review by Hinton and Hazel-
tine [8]. Classical transport is very well described in
the reviews by Braginskii [3] and Hinton [9].
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ABSTRACT

After a review on the state of tokamak transport
theory, the methodology to derive experimental results
will be described. Examples of confinement in ohmic
plasmas and the deterioration with additional healing
will be given. Some examples of improved confinement
modes will be discussed.

I. SUMMARY OF THEORETICAL EXPECTATIONS

In this section only a summary of theoretical ex-
pectations is given since in other lectures many aspects
of transport theory will be treated, i.e. kinetic theory
[1], classical and neoclassical transport in tokamaks [2],
and the role of micro-instabilities in transport [3].

I.A. Collisional Transport Theory

Predictions of collisional transport theory in toroidal
geometry, i.e. the so-called neoclassical transport (in
the following denoted by subscript ’nc’) can be de-
scribed in short by:

a Particle diffusion: from Dban = Dcq
2(R/r)1.5

at low collisionality (Banana regime) to
DPS = Dc(1 + q2) at high collisionality (Pfirsch-
Schlüter) with Dc = νeρe

2. This results in
typically Dnc ≃ 10−2 to 10−1 m/s.

b Inward convection is predicted to have values
V ncc = −ǫ0.5Etor/Bpol, the so-called Ware-pinch,
leading to values of typical 0.01 to 0.20 m/s.
Also temperature gradients will drive an inward
convection flux comparable to or smaller than the
outward diffusive flux.

c Impurity fluxes are dominated by the friction with
the main ion population. This implies an accumu-
lation of the impurities at the location of highest
main ion density following: nZ/nZ(0)(ne/ne(0))

Z .

d The electron heat diffusivity, χnce , should be close
to the particle diffusion coefficient Dnc.

e The ion heat diffusivity, χnci , proportional to νiρi
2

is therefore (mi/me)
0.5 = 43 − 76 times larger

than χnce and one can expect values up to 1 m2/s.

f Parallel resistivity should be given by Spitzer’s
formula enhanced by the presence of trapped
electrons with the factor (1− (r/R)0.5)−2.

g A part of the toroidal current is driven by the
radial density and temperature gradients: the
so-called bootstrap current, in first order given
by jbc = −(r/R)0.5(T/Bpol)∇n. Values around

105A/m
2
can be expected.

h Viscosity for flows in the poloidal direction should
be very high, effectively limiting poloidal velocities
to typical 103 m/s.

i Viscosity for flows in the toroidal direction should
be low with a momentum diffusivity χφ ∼ χnci .

I.B. Transport in Case of Electrostatic Turbulence

This subject will be treated extensively in this course
[3]. The main idea is that fluctuations in the electro-
static potential due to instabilities cause particle drifts
perpendicular to the further undisturbed magnetic sur-
faces. This enhances transport anomalously above the
neoclassical level. Various instability models have been
proposed each with their growth rate γ and typical wave
number k⊥.

I.C. Transport in Case of Magnetic Turbulence

In case magnetic field lines cannot be described by
closed magnetic surfaces one has to expect a stochas-
tic meandering of field lines. Particles bound by these
field lines have a finite chance that they reach the edge
of the plasma. Since χ‖ is many orders of magnitude
higher than χ⊥ this is a very effective loss mechanism
especially for electrons. The predicted electron heat
diffusivity is given by:

χane (⊥) = (B̃/B)2χce(‖) (1)

From this we can conclude that a magnetic disturbance
of (B̃/B) = 10−5 is already enough to get χe > χnce .
Particle diffusion is more complicated because a fast
loss of electrons will only lead to strong electric fields
withholding electrons and accelerating ions, i.e. lead to
ambipolar flows.

II. EXPERIMENTAL METHODOLOGY

The experimental methodology to obtain insight in
the possible transport mechanisms is to measure values
belonging to the scheme of four categories shown below
and compare the results of these categories:
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Quantities like χe are derived from the so-called
balance equations. These describe the plasma state as
the result of balances between sources, sinks and fluxes.
They can be derived by integrating various moments
of the kinetic equation over velocity distributions. For
practical experimental purposes one can limit oneself to
three of these moments, resulting in the particle balance
or continuity equation, the momentum balance, and the
energy balance. As an example, the particle balance
can be written as:

∂n/∂t+ div · Γ = Sources − Sinks (2)

where the particle flux consists of a diffusive and a con-
vective part:

Γ = −D∇n+ nVc (3)

The balances are made up of numerous terms; usually
a numerical transport code, with modules for the vari-
ous source terms, is needed to solve the coupled balance
equations - see the lecture on this subject [4].

II.A. Global Confinement Quantities

These are based on the plasma volume integral of den-
sity and energy, i.e. the total particle and energy con-
tent (N,W ). The particle and energy losses can be
written as N/τp and W/τE, respectively, in which τp
and τE are the characteristic relaxation times for parti-
cle and energy confinement lumping all loss mechanisms
together. The balance equations can be simplified to:

τp
∗ = τp/(1− R) = N/(ΣΦext − ∂N/∂t) (4)

τE = W/(ΣPext − ∂W/∂t) (5)

where Φext and Pext denote the external particle and
heat sources, respectively, and where R is the recycling
coefficient.

II.B. Local Transport Coefficients

Local transport coefficients are derived from experi-
ments by calculating the fluxes crossing every magnetic
surface Ψ and relating them to the local gradients at Ψ.
From transport theory it follows that very probably ev-
ery flux is driven by more than one gradient. Therefore.

one has to solve a matrix equation of the type:

(

Γ
q

)

Ψ

= −

(

D M12

M21 nχ

) (

∇n
∇T

)

Ψ

(6)

in this example simplified to a two-by-two matrix. The
fluxes crossing the magnetic surface Ψ can be calculated
if one knows how large fraction of the external parti-
cle and heating sources are deposited within surface Ψ,
i.e. Φext(Ψ) and Pext(Ψ). This has to be corrected for
the sinks integrated over the volume within Ψ and the
change in particle and energy content within Ψ:

(

Γ
q

)

Ψ

=
1

Area

(

ΣΦext(Ψ)
ΣPext(Ψ)

)

−
(

Sinks
)

−

(

Ṅ(Ψ)

Ẇ (Ψ)

)

(7)

Special approaches to this scheme (see also Fig.1):
a Neglect off-diagonal transport matrix elements
(Mij = 0 for i �= j); the resulting diagonal
transport coefficients are called Deff , χeff , etc.

b One limits oneself to semi-stationary situations:
∂N/∂t = 0; ∂W/∂t = 0.

c One deliberately modulates N and W to derive
dynamic values ofD,χ from the propagation veloc-
ity of particle and heat waves: Ddpp, χhpp, etc. [5].

d In case one finds a nonlinear relation between flux
and gradient one replaces Deff , χeff by the incre-
mental values: Dinc = ∂flux/∂(gradient). This
approach is sketched in Fig.1. Nearly all exper-
imental results showDinc = Ddpp; χnci = χhpp, etc.

Deriving local transport coefficients from experimental
profiles is based on two assumptions. First, these coef-
ficients should not vary strongly on the length scale of
the observation methods used. Second, the transport
coefficients should be constant on surfaces of equal Ψ.
The existence of Internal Transport Barriers (narrow
regions of reduced transport) may falsify the first as-
sumption. Since many kinds of turbulence have bal-
looning nature, i.e. they are localized on the outboard
side, also the second assumption is questionable.

II.C. Dimensionless Parameters

Each of the various transport models depends on a dif-
ferent set of characteristic dimensionless numbers. For
instance neoclassical transport depends critically on the
so-called collisionality, i.e. the ratio of one banana orbit
length and the collision free mean path of the averaged
particle, etc. The reader is referred to the various lec-
tures on transport theory of this summer school [1, 2, 3].

II.D. Fluctuations

Ideally one wants to know fluctuation levels of n, T,B
and electrostatic potential Φ as well as their wave-
length, frequency, growth rate and phase correlation
between them. An overview of measurement techniques
for these parameters is given in [6].
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Figure 1: Schematic dependence of flux and gradient with the definitions of transport coefficients as given in the text. Anomalous

inward particle and heat fluxes lead to an off-set crossing of the zero flux line and could be caused by other gradients than the prime one

used for the horizontal axis. For instance in case of the particle flux a clear inward velocity has been observed presumably driven by the

temperature gradient.

III. EXPERIMENTAL RESULTS WITH OHMI-
CALLY HEATED PLASMAS

In tokamak experiments with only ohmic heating 3
types of confinement behaviour occur:

a At low densities the plasma temperature stays
nearly constant with increasing density, i.e. τE ∼
ne. This is called LOC = ’Linear Ohmic Con-
finement’. Comparing experiments with different
sizes, magnetic field and current the so-calledNeo-

Alcator scaling was established:

τE = 7 · 10
−22〈n〉aR2q0.5a (8)

This scaling is in stark contrast with neoclassi-
cal theory, which predicts τncE to fall with ne. At
low density τncE is at least one order of magnitude
higher than the experimental value. Local trans-
port analysis showed that this is mainly caused by
the anomaly in the electron heat transport: χe is
two orders of magnitude higher than χnce and this
anomaly scales with 1/ne.

b The standard regime at high ne is SOC = ’Sat-
urated Ohmic Confinement’, characterized by τE
being independent of ne. In this regime χe ≃ χi ≃
f ·χnci with f ≃ 1 for small machines and ≃ 3− 10
for large machines. The transition density between
LOC and SOC appears to scale inversely propor-
tional to the machine size.

c The ne profiles in both LOC and SOC always show
a modest peaking, only weakly dependent on qa

with ne(0)/〈ne〉 ≃ 1.5. With a strong central par-
ticle source (by means of pellet injection) the peak-
ing factor could be raised to more than 2 with the

surprising result that LOC was restored at SOC
densities. This regime is called IOC = ’Improved
Ohmic Confinement’, see Fig.2.

The observations indicate that there are two or even
more independent mechanisms each causing anomalous
transport with different scaling. One mechanism, re-
sponsible for LOC behaviour, acts on electrons only
and is damped linearly with density. A second mecha-
nism, only slightly influenced by density, acts on both
ions and electrons alike. This was confirmed by density
fluctuation levels which dropped dramatically with in-
creasing density in LOC but leveled off to a low, but
still significant constant value of a few percent in SOC.
See also Section VI. The IOC transition suggests that
the latter mechanism is related with the density gradi-
ent.

IV. EXPERIMENTAL RESULTS WITH ADDITION-
ALLY HEATED PLASMAS

The standard regime with strong additional heating
is the so-called L-mode = ’Low confinement mode’,
where confinement is degraded even more beyond SOC.
Main observations:
- an increase of W with only Ptot

0.5 and therefore τE ∼
Ptot

−0.5;
- τE is nearly independent of density like SOC;
- a near linear increase in W and τE with current;
- the same profile consistency as with LOC and SOC.

A schematic behaviour of τE with density and
power for ohmic and additionally heated plasmas is
shown in Fig.2.

IV.A. Scaling Laws

Since L-mode behaviour is of crucial importance for the
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Figure 2: Scheme of the behaviour of τE with density for LOC,

SOC, IOC and L-mode.

design of a thermonuclear reactor, the ITER confine-
ment database working group constructed with great
care a database of all existing tokamak results rang-
ing of experiments with a typical size of 0.1 m to large
ones with dimensions of meters and input powers rang-
ing from 0.3 to 22 MW. Based on the subset of 1800
L-mode discharges (no ohmic discharges) the following
scaling was found [7]:

τE = 0.037I
0.74
p B0.2κ0.67R1.38a0.31n0.24M0.26P−0.57

(9)
This scaling predicts experimental results with an ac-
curacy of 15% notwithstanding the huge span in condi-
tions. This suggests that one mechanism is responsible
for L-mode behaviour. It is comforting that also small
tokamaks can study L-mode behaviour and still obtain
reactor relevant results.

IV.B. Local Transport

The deterioration of confinement in L-mode plasmas is
reflected in the local heat diffusivities. In general, χe,
χi and χφ are close to each other. At high power χi can
be more than one order of magnitude larger than χnci .

Dynamic measurements via perturbative methods,
i.e. simultaneous heat- and particle pulse propagation
show that off-diagonal elements in the transport matrix
are important. For instance, the particle flux is strongly
influenced by temperature gradients. See lecture on
perturbative transport [5].

Off-axis heating has been used (JET) to study the
dependence between the total heat flux and the elec-
tron temperature gradient. The result is as sketched
in Fig.1a, i.e. without an inward heat pinch. However,
in DIII-D one has made a distinction between ion and

electron heat flux for off-axis ECRH discharges. The
authors claim that then a heat-pinch effect in the elec-
tron heat flux shows up which is not present in the
total heat flux [8]. The dependence of qe vs. ∇Te is
then similar to Fig.1b, rather than Fig.1a.

In TFTR one has compared pure deuterium and
tritium plasmas. It has been found that χi decreases
more than inversely proportional with ion mass whilst
χe is independent of it. This explains why the global
L-mode scaling of Eq.9, being a combination of both
diffusivities shows an improvement of confinement with
mass.

Figure 3: Central Te as function of deposition radius of ECRH

(ρdep) for a series of similar discharges of RTP (taken from

[9]). The jumps in Te(0) indicate the crossing of an internal

transport barrier by ρdep.

The sophisticated Thomson-scattering diagnostics
at the RTP tokamak with a spatial resolution of 1% of
the minor radius has resulted in the proof of existence
of strong electron thermal barriers near radii with q(r)
close to an integer or half-integer value [9], see Fig.3.
This suggests that L-mode confinement is in reality a
global description of a very inhomogeneous and discon-
tinuous plasma state with different ion- and electron
transport mechanisms.

V. CONDITIONS WITH IMPROVED CONFINE-
MENT

Several methods were found to improve confine-
ment albeit often only during a limited dynamic
phase. These improved confinement modes are not
only the starting point for creating more permanent
and favourable conditions, they also contain clues what
the problem with L-mode confinement is.

V.A. H-mode and influence of shear in plasma rotation

Already in the early eighties ASDEX showed that im-
provements in confinement could be obtained in a di-
vertor machine [10].
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Necessary condition: the heat flux over the last
closed magnetic surface should be above a minimum
level. The threshold value for the heat flux across the
last closed magnetic surface increases with density and
magnetic field, but decreases with ion mass.

Improvement reached: in standard divertor H-

mode τH
E = 2τL

E . However, lately DIII-D has reached
conditions for a VH-mode (Very High) which showed
even an improvement of a factor 3.5. H-modes can
be made semi-stationary by repetitive edge instabili-
ties: ELMs. This causes a reduction in improvement to
1.75. This is the favoured mode for the plasma ignition
device ITER. In limiter H-modes one normally reaches
not more than a factor 1.5.

Observations: the onset of the H-mode is charac-
terized by the sudden development of a barrier for par-
ticle, momentum and heat flux at the last closed mag-
netic surface (LCMS). Therefore, a sudden jump in den-
sity and temperature gradient across the LCMS occurs,
creating an edge pedestal in the profiles. Simultane-
ously, the neutral density in scrape-off layer and diver-
tor plasma falls, leading to the very characteristic drop
in Hα emission. Probe and Doppler-shift measurement
show a dramatic change in the radial electric field and
poloidal rotation. Many authors postulate that this
change is the essential one. This is confirmed by the
observation during the VH-mode that the change in
the shear of the radial electric field is extended further
inwards than in H-mode [11]. Also the fact that lim-
iter H-modes could be obtained in TEXTOR by forcing
a change in rotation with a radial current introduced
by electrodes [12], points in this direction. In the edge
barrier all transport coefficients are reduced simultane-
ously.

V.B. Improvement by Peaked Density Profiles

In Ohmic discharges IOC was reached by creating more
peaked density profiles than in SOC. The same result
can be obtained in additionally heated plasmas.

Necessary condition: a strong particle source on
axis. This can be done in a continuous way by mas-
sive neutral beam injection by which TFTR has reached
its ’supershot’ regime or in a more dynamic situa-
tion by pellet injection as Pellet-Enhanced Performance
(’PEP’) mode in JET [13], see Fig.4.

Improvement: the higher the value of ne(0)/〈ne〉,
the better. Empirical result of supershots: τE =
2τL
E (ne(0)/〈ne〉 − 1). Improvement of a factor 3 above

L-mode has been reached with a density peaking of 2.5.
Observations: also here all transport coefficients are

reduced in a similar way. This means that also the
impurity transport is reduced and an accumulation of
impurities can occur. The large ∇ne creates a large
off-axis jbc, which may maintain an inverted q profile
and an inversion in magnetic shear. This magnetic con-

figuration leads to improved confinement as will be dis-
cussed in subsection V.C. This raises the question if the
high peakedness of the density in itself is the reason for
the improved confinement or that this peakedness is
only instrumental to changing the magnetic configura-
tion by a large jbc.

V.C. Improvement by Shear Inversion

Normally the magnetic shear (s) in tokamaks is pos-
itive, i.e. the angle between the total magnetic field
and the toroidal direction increases faster with increas-
ing minor radius (r) than the ratio r/R itself, i.e. q
increases from plasma centre to edge as a result of a
monotonous decrease of the current density towards the
edge.

Necessary conditions: In cases where the current
density profile is hollow the value of q first decreases go-
ing from axis to edge but increases again from a certain
radius onwards (see Fig.4). The inner part has then
negative shear (NCS, C for Central), sometimes also
called reversed shear (RS). This configuration can be
obtained transiently by making use of the skin current
effect, i.e. ramping the plasma current up faster than
the magnetic diffusion allows penetration. In steady
state the same can be reached by strong counter-current
drive on axis and/or co-drive off-axis. The bootstrap
current helps since it is largest there where the density
gradient is strongest, i.e. off-axis.

Observations: The effect of such configuration on
confinement is stunning and since about 1995 confirmed
by many machines, ranging from small (RTP) to large
(JET, TFTR, JT-60, DIII-D) [14, 15, 16, 17]. Within
the radius where s < 0 all turbulence appears to be
damped and confinement increases to neoclassical val-
ues. Record values of central plasma pressures have
been reached. In some cases a local strong reduction
of transport is observed only near the position of mini-
mum q; in other cases a more global transport reduction
inside qmin is seen; the term internal transport barrier
(ITB) is used in both cases. It should be noted that
there appears to be a difference between electron and
ion thermal transport: whereas for the electrons RS is
sufficient to create an ITB [18], for the ions a combina-
tion of RS and high input power, i.e. strong flow shear,
is needed.

V.D. Improvement by Impurity Injection

In TEXTOR [19] and later on also in large tokamaks
like DIII-D and JET [20, 21], it was shown that impu-
rity (neon, argon) injection could enhance the confine-
ment: the so-called RI-mode. Appreciable enhance-
ments of more than a factor 2 have been quoted.
The transition from L-mode to RI-mode is believed
to be caused by suppression of long wave length tur-
bulence, in particular the Ion Temperature Gradient
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Figure 4: PEP mode in JET. Left panel: ne profile for a PEP discharge, compared with a no-PEP one. Right panel: q profile, showing

a region of reversed magnetic shear.

(ITG) mode [22]. The maximum growth rate of the ITG
mode (γmaxITG) decreases with Zeff and and the peaking of
the ne profile. The suppression mechanism is supposed
to be as follows: Zeff is increased by impurity puffing;
this decreases γmaxITG , which leads to peaking of ne, which
in turn further decreases γmaxITG . In the end this leads to
full suppression of the ITG mode.

Apart from the improvement of confinement, the
RI-mode is attractive because the radiative mantle
evenly distributes the heat load over the vessel, in stead
of concentrating it on the limiter or in the divertor.

V.E. Outlook for ITER

Scenarios for ITER are developed along 2 lines: on one
hand ELMy H-mode, on the other hand advanced sce-
narios based on NCS [23]. The latter have been vig-
orously pursued on JET; steady-state NCS operation
appears possible with zero loop voltage, i.e. jbc plus
the current driven by the external heating sources are
sufficient to sustain the desired plasma current [24].
Moreover, great progress has been made in JET to-
wards real-time control of the plasma evolution [25].

VI. FLUCTUATIONS

Fluctuation measurements confirm that tokamak
plasmas are a turbulent fluid. Measurements in TEXT
and Tore Supra (Fig.5) show that there are at least two
mechanisms acting at the same time in SOC and L-
mode plasmas:
1. A broad band turbulence with large potential and
density fluctuations exists at the edge. Levels are sev-
eral tens of %. Electrostatic turbulence seems likely
especially because the flux derived from n and E fluc-
tuations are in good agreement with the local particle
balance.

2. In the centre another broad band turbulence exists
with high magnetic field fluctuations.

Figure 5: TEXT and Tore Supra results: relative level of

various fluctuating quantities plotted against r/a.

The central density fluctuations are according to
many experiments only on a few percent level but prob-
ably still significant, because the level is directly corre-
lated with the anomaly in transport. The frequency
spectrum is very similar to the magnetic fluctuations.
High level temperature fluctuations can only be ob-
served if their spatial dimension is equal or larger than
the spatial resolution of the ECE equipment.

Interestingly, 〈k⊥〉 decreases with increasing size of
the device in contradiction with the electrostatic turbu-
lence theory predicting 〈k⊥〉 · ρi ≃ 1. Values below 0.1
have been reported. This suggests that τE should scale
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Figure 6: Relation between transport coefficients and fluctuation measurements in TORE SUPRA. Left: D and χe as function of ne

in ohmic plasmas together with the fluctuation level (∂n/n)2. Middle/right: Magnetic fluctuation levels as function of βpol(middle),

and χe calculated from this (right), taken from [26].

with a/ρi on a ’Bohm’-like way, whilst electrostatic tur-
bulence theory predicts so-called ’gyro-Bohm’ scaling.

It is still unclear how potential fluctuations in the
core fit into the observations.

In Section III it was already mentioned that in
LOC plasmas probably a third mechanism plays a dom-
inant role since there density fluctuations are on a much
higher level than in SOC plasmas. This high level is re-
duced with increasing density in the linear regime until
it reaches SOC level at the transition to the SOC regime
(see Fig.6).

VI.A. Connection with Transport

Ideally, one would like to see quantitative agreement be-
tween the measured fluctuation level and the observed
heat or particle transport. One example of this is the
measurement of magnetic turbulence in Tore Supra,
which indicated fluctuation levels of typically 5 · 10−5,
inducing the right level of electron heat transport [26],
see Fig.6. This is a strong argument in favour of mag-
netic turbulence as driving force of anomalous electron
heat transport.

Another important quantitative observation of
TFTR and TORE SUPRA is that if one derives the
growth rate from the frequency spectra of the density
fluctuations and the average perpendicular wavelength
from the k-spectra and one plugs that in the expression
for strong turbulence diffusivities (D = χ = γ/〈k⊥〉2)
one finds very good agreement with local diffusivities
for all kinds of confinement regimes.

Qualitative agreement is another way to prove the
role of fluctuations. This can be either in time, i.e. a
sudden drop of the turbulence level at the transition to
an enhanced confinement regime, or in radial position,
i.e. turbulence level and transport level have related
radial dependences. Either of this is a strong indicator
that indeed the fluctuations were driving the (locally

Figure 7: Transition from Reversed Shear to Enhanced Re-

versed Shear regime in TFTR (marked with dashed line), taken

from [32]. Note the marked reduction of density fluctuation

level at the transition.

or in time) quenched anomalous transport. There are
many observations of this, e.g:

a The transition from RS to ERS in TFTR (E
stands for Enhanced), see Fig.7.

b The observation that edge fluctuations in TEX-
TOR sharply drop at the transition to RI-mode
[27].

c The electron ITB in electron heated JET dis-
charges, where the fluctuation level sharply
increases outside the ITB [28], see Fig.8.

VI.B. Theoretical Modelling

Modelling of turbulent transport can be done at dif-
ferent levels of detail, e.g. gyro-fluid vs. kinetic etc.
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Figure 8: JET discharge with electron heating only. Upper

panel: density turbulence level as measured with reflectometry;

lower panel: Te profile (taken from [28]).

See for example [29, 30]. Generally, turbulence is seen
as 2D structures. This puts a strong request on diag-
nosticians to provide 2D measurements of fluctuations.
Recent developments on TEXTOR promise to provide
such 2D measurements of ñ and T̃ by means of Mi-
crowave Imaging Reflectometry and ECE-Imaging.

Much of the turbulent transport modeling work
does not take into account the magnetic structure of
the plasma, although it is clear from the experimental
results that the q and s profile are important. Some
recent theoretical work, however, does reproduce the
effect of rational q and shear reversal [31].

VII. CONCLUSIONS

1 Transport in tokamaks is of turbulent nature.

2 There are probably two or three mechanisms
acting at the same time:
- in the edge there is a broad band turbulence
where strong electrostatic fluctuations play a
dominant role;
- in the centre there is at least one mechanism
responsible for SOC- and L-mode behaviour with
an important level of magnetic fluctuations and
the q-related electron thermal barriers;
- in LOC discharges a third mechanism may play

a role which nature is unknown but with rather
strong central density fluctuations which are
quenched at high density.

3 Turbulence causes particle, momentum and heat
transport to vary simultaneously in a similar way.

4 There are strong non-diagonal elements in the
transport matrix.

5 The effective diffusivities show a strong turbulence
dependence: D = χ = (γ/〈k⊥〉2)max

6 The turbulence level can be reduced under the
following conditions:
- steepening of the ne (IOC, supershot, RI-mode);
- change of the shear in radial electric field/poloidal
rotation (H- and VH-mode);
- magnetic shear inversion (NCS, PEP-mode).

7 With magnetic field fluctuations of 10−5 to 10−4, it
appears doubtful if the concept of unbroken mag-
netic surfaces is still useful for transport theory and
if the distinction between electrostatic and mag-
netic turbulence can be held up. Probably a uni-
fied theory is necessary in which the magnetic field
topology is broken in the presence of potential fluc-
tuations such that fluctuations of B and potential
mutually reinforce each other.
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D. Reiser
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ABSTRACT

This tutorial presents an introduction to the basic
concepts of plasma turbulence models based on fluid
theory. It is intended to elucidate basic features of
drift fluid theory and drift wave turbulence. The-
oretical methods widely used in tokamak transport
and turbulence modelling are discussed briefly.

I. INTRODUCTION

The phenomenon of plasma turbulence is still an ac-
tive field of research. It is accepted for years now that
the turbulent transport is the main candidate to ex-
plain the degradation of plasma confinement known
as the “anomalous” transport. Moreover, the the-
ory of turbulent dynamics caused by the interplay of
plasma transport and self-consistent electromagnetic
fields, provides an explanation for the intermittent
transport in the edge of tokamak plasmas, plasma
oscillations and operational regimes found in experi-
ments. In this tutorial we introduce a basic mathe-
matical framework to study this kind of processes.
Emphasis is put on illustrative examples of basic
mechanisms driving turbulent processes in a plasma,
e.g. linear instabilities, non-linear interaction and ge-
ometry effects. Of course, a comprehensive overview
on all relevant aspects of turbulent transport and all
varieties of theories would be too lengthy and confus-
ing for this tutorial. Therefore, details on the physics
of trapped particles, ITG and ETG modes [1], finite
Larmor radius effects and elaborated kinetic theo-
ries have not been taken into account. However, the
framework of fluid turbulence chosen here offers the
opportunity to introduce systematically several terms
and concepts relevant also for those methods and ap-
proaches not included here. The tutorial starts with
a reminder of two-fluid plasma theory. By the use of
the so-called drift approximation a very general set
of model equations is established widely used in sev-
eral variants in the literature to study a large number
of plasma transport phenomena. By picking out cer-
tain ingredients of the general model presented basic
processes like drift wave motion, drift wave coupling,
linear instabilities and turbulent interaction are in-
troduced. A second part is devoted to a discussion of

problems and details on the numerical simulation of
tokamak turbulence.

II. DRIFT FLUID MODELS

In this section the basic equations of fluid theory
of magnetized plasmas - known as Braginskii equa-
tions - are recapitulated. The problem of solving
the perpendicular momentum equation is moved to
the derivation of a vorticity equation to compute the
self-consistent electric field and therefore the perpen-
dicular velocity of the particles. It is shown that the
so-called drift waves represent an elementary ingredi-
ent of the plasma dynamics of this kind of drift fluid
model. In subsequent sections the possibility of lin-
ear instability drive due to resistivity and geometry
effects, non-linear interactions and zonal flow oscilla-
tions are discussed.

A. Fluid Models

We start with the general fluid equations for the par-
ticle, momentum and energy balance for each plasma
species [2, 3] neglecting external sources and sinks

dn

dt
= −n∇ ·V (1)

mn
dV

dt
= −∇ ·P+R+ Zen(E+V ×B) (2)

3

2
n
dT

dt
= −∇ · q−P : ∇V −Q (3)

where n denotes the density of the particular species,
V is the flow velocity and T the particular tempera-
ture. The pressure tensor is denoted by P, m is the
particle mass, Z is the charge number, q is the heat
flow and E and B are the electric and magnetic field
vectors, respectively. External sources for particle,
momentum and energy are neglected here. Finally
the quantity Q and the vector R denote the change
of thermal energy and the force due to Coulomb colli-
sions between the charged plasma particles. The total
time derivative is defined by d/dt=∂/∂t+V ·∇.

B. Drift Approximation

Using Eq. 2 one can write a formal solution for the
perpendicular velocity V⊥ as

V⊥ =
E×B

B2
+

B×∇p

ZenB2
+

m

ZeB2
B× dV

dt
(4)
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Here the pressure tensor is approximated by P=p1
and the perpendicular part of the friction R has been
neglected. The first term on the rhs of Eq. 4 defines
the E×B-velocity VE , the second the diamagnetic
drift V∗ and the third the polarization drift Vp. Ac-
tually, Eq. 4 can be considered as an iteration scheme
to find the perpendicular velocity V⊥. The iteration
usually starts with the assumption that in zeroth or-

der V
(0)
⊥ =VE + V∗. Inserting this into Eq. 4 again

gives in first order

V
(1)
⊥ = VE +V∗

+
m

ZeB2
B×

(
∂

∂t
+V

(1) ·∇
)

(VE +V∗)

(5)

where V
(1)=V‖ +V

(1)
⊥ denotes the total velocity of

first order and V‖ is the parallel velocity. Therefore,
in first order a relation results between the perpen-

dicular velocity V
(1)
⊥ and the temporal evolution of

the electric field Ė⊥=−∇⊥φ̇.

C. The Vorticity Equation

To compute the electric field an additional equation
is needed. This is found by employing the quasineu-
trality condition ne=ni≡n in the form

∇ · J = ∇ · (enu⊥ − env⊥) +∇‖J‖ = 0 (6)

with u⊥ determined by

u⊥ = VE + u∗

+
mi

eB2
B×

(
∂

∂t
+ u ·∇

)
(VE + u∗)

(7)

and the electron drift approximated by

v⊥ = VE + v∗ (8)

i. e. due to their small mass the electron polarisa-
tion drift is neglected. This provides an equation -
called vorticity equation or quasineutrality condition
- for the time evolution of the electric potential φ
and completes the model. Often the detailed vorticity
equation is very diffult to derive, but as an example
we will give an approximate expression widely used
and valid for the case of cold ions, i. e. Ti≈0

mi

eB2

∂∇2
⊥φ

∂t
+

mi

eB2

(
u‖ +VE

)
·∇∇2

⊥φ

=
∇‖J‖

e n
+

∇ · (nVE − nv⊥)

n

(9)

This expression suffers from certain shortages con-
cerning the energetic consistency of the entire model,
this point has been discussed for cylindrical geometry
in Ref. [4]. However, in practice, this is often a good
approximation if Ti≪Te. This form also explains the
name “vorticity equation”, because the vorticity is

given by ∇2
⊥φ=B ·∇×VE and is a measure for the

local spinning of particles due to E×B motion. The
vortices in plasmas are often called eddies. Now we
have an equation for the perpendicular electric field
E⊥=−∇⊥φ. For the parallel electric field it is as-
sumed that E‖=−∇‖φ − ∂A‖/∂t, where A‖ is the
magnetic potential, which is related to a parallel cur-
rent density via Ampére’s law µ0J‖=−∇2

⊥A‖. Insert-
ing the resulting drift velocities into the model equa-
tions Eqs. 1-3 and project the momentum equations
on the direction parallel to the magnetic field lines
leads to a set of model equations describing the tem-
poral evolution of density, parallel momentum and
temperatures. These are the particle conservation

∂n

∂t
+ v ·∇n = −n∇ · v , (10)

the conservation of parallel electron momentum
(Ohm’s law)

me n

(
∂v‖
∂t

+ v ·∇v‖

)
= −∇‖pe + e n η‖ J‖

−αn∇‖Te + e n∇‖φ+ e n
∂A‖

∂t
,

(11)

the conservation of parallel ion momentum

mi n

(
∂u‖

∂t
+ u ·∇u‖

)
= −∇‖pi − e n η‖ J‖

+αn∇‖Te − e n∇‖φ− e n
∂A‖

∂t
,

(12)

the heat transfer of electrons

3

2
n

(
∂Te

∂t
+ v ·∇Te

)
= −∇ · qe

−nTe∇ · v − α
J‖

e
∇‖Te + η‖ J

2
‖ ,

(13)

and the heat transfer of ions

3

2
n

(
∂Ti

∂t
+ u ·∇Ti

)
= −∇ · qi

−nTi∇ · u ,

(14)

where qe is the electron heat flux

qe = −αTe J‖/e+ κe
‖ ∇‖Te − κe

⊥ ∇⊥Te (15)

and qi is the ion heat flux

qi = κi
‖ ∇‖Ti − κi

⊥ ∇⊥Ti (16)

and κ‖ and κ⊥ denote the classical heat conduc-
tivities. The thermal force coefficient is set to
α=0.71 [2, 3] and the parallel current density is de-
fined by J‖=en

(
u‖ − v‖

)
. The parallel derivative is

defined by ∇‖=b·∇, where B=B b denotes the to-
tal magnetic field (equilibrium field + fluctuations).
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This forms the basis for the following discussions.
Even though several physical effects are still miss-
ing (trapped particles, radiation, neutral physics etc.)
this model contains a rich variety of physics such as
the dynamics of drift waves, tearing modes, drift-
Alfvén waves, ITG modes, sound waves, drift resis-
tive ballooning modes etc. and it has been used as
a starting point to study turbulent and intermittent
plasma transport in the scrape-off-layer, the edge and
the core plasma as well.

D. Drift Waves

To get an idea of the nature of drift waves we con-
sider a subset of the model equations Eqs. 9-14 in
cylindrical geometry. The cylinder geometry is not a
severe restriction for the particular effects discussed
here. We inspect the physical processes described by

∂n

∂t
+VE ·∇n = 0 (17)

Te∇‖n

e n
−∇‖φ = 0 (18)

This means that the particles are advected by the
E×B-velocity and Ohm’s law is reduced to a simple
force balance between electron pressure and parallel
electrostatic field. The temperature Te is assumed
to be constant and it follows n=n0 exp (eφ/Te) along
the magnetic field line. To study the interplay of
a poloidal perturbation of mode number m and the
symmetric profiles (“background”) we split the den-
sity n and the electric potential φ according to

n = n0(r) + nm(r) eimθ + n∗
m(r) e−imθ (19)

φ = φm(r) eimθ + φ∗
m(r) e−imθ (20)

This gives the evolution equations

∂n0

∂t
=

2m

rB

∂

∂r
(Im {nm φ∗

m}) (21)

∂nm

∂t
=

im

rB

∂n0

∂r
φm (22)

According to nm=e n0 φm/Te the last equation gives

nm(t) = nm(0) exp

(
i
m

rB

Te

en0

∂n0

∂r
t

)
(23)

whereas ∂n0/∂t=0. This means for the simple system
considered that the sinusoidal perturbation nm eimθ

is traveling with the electron diamagnetic velocity in
poloidal direction, i.e. nm(t) eimθ is moving with tan-
gential velocity

r
∂θ

∂t
= − Te

en0B

∂n0

∂r
(24)

Notice that the velocity is independent of the mode
numberm. A sketch of the geometry of the drift wave
motion is shown in Fig. 1

∇n0

v∗ = −B×∇pe

B2

B

r

θ

Figure 1: Geometry of a drift wave. The perturbation
travels with the electron diamagnetic velocity.

E. “Anomalous” Transport in Drift Wave Models

Reconsidering Eq. 21 one finds that the homogeneous
component n0 will change in time if nm and φm are
not in phase anymore. This can be regarded as a
transport mechanism because for the radial compo-
nent vm of the E×B velocity due to the perturbation
φm one finds vm=−imφm/rB and therefore a radial
flux Γr shows up giving

∂n0

∂t
= −∇ · Γ , Γ = 2 Re {nm v∗m} er (25)

This relation is illustrated by Fig. 2 showing the effect
on the net transport due to a phase shift σ between
perturbations ñ ∼ sin(mθ) and φ̃ ∼ sin(mθ+σ). For

σ=0, the net transport
∫
Γ̃ dθ is zero and for σ 6=0 the

total particle transport is finite.

ñ

ñ

φ̃

φ̃

Γ̃

Γ̃

θ

0

0

Figure 2: Effective transport Γ̃ for perturbations ñ
and φ̃ with m=4 with phase shift σ=0 (top) and
σ=π/3 (bottom). The net flux is (dotted lines) is

zero if ñ and φ̃ are in phase.
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F. Linear Instabilities

As has been shown in the last section a phase shift be-
tween perturbations in density and potential is able
to modify the background profile of the density by
means of an effective flux which can be much larger
than the collisional diffusive flux [5]. On the other
hand the Eq. 22 tells us that such a phase shift will
also modify the profile of the perturbation density.
Instead of a stable drift wave as before, when nm and
φm were in phase, it is then possible that the pertur-
bation is damped or amplified. Of particular interest
are of course the perturbations which grow in time
and reach an amplitude level such that they might
affect the global plasma profile. The question of pos-
sible candidates for a significant impact on plasma
transport can be answered to a certain extent by a
linear analysis. This approach is based on the lin-
earization of the model equations and inspection of
the temporal behaviour of Fourier decomposed per-
turbations. This will be illustrated by a simple exam-
ple, the resistive instability. We start with a subset of
model equations similar to the one of Section II. D but
also including resistivity, parallel particle flow and a
simplified vorticity equation.

∂n

∂t
+VE ·∇n = −∇‖

(
n v‖

)
(26)

η‖ J‖ =
Te∇‖n

e n
−∇‖φ (27)

mi

eB2

(
∂∇2

⊥φ

∂t
+VE ·∇∇2

⊥φ

)
=

∇‖J‖
en

(28)

Neglecting the parallel ion motion, i. e. J‖≈−env‖,
and replace ∇2

‖ by a constant −k2‖ leads to set of
model equations known as the Hasegawa-Wakatani
model or dissipative coupling model [6]. One finds
for perturbations with mode number m as defined in
Eqs. 19 and 20 the evolution equations

∂nm

∂t
=

im

rB

∂n0

∂r
φm +

k2‖
e η‖

φm −
k2‖ Te

e2 n0 η‖
nm (29)

mi

eB2

∂∇2
⊥φm

∂t
=

k2‖

e n0 η‖
φm −

k2‖ Te

e2 n2
0 η‖

nm (30)

Replacing now also ∂/∂t→−i ω and ∇2
⊥→−k2⊥ via

Fourier decomposition one finds the algebraic equa-
tions

(D − i ω)
nm

n0
− (D − i ω∗)

e φm

Te

= 0 (31)

D
nm

n0
−
(
D − i ω k2⊥ ρ2s

) e φm

Te

= 0 (32)

where the coupling parameterD and the diamagnetic
frequency ω∗ are defined by

D =
k2‖ Te

e2 n0 η‖
, ω∗ = − mTe

e n0 r B

∂n0

∂r
(33)

and ρs=cs/ωi, c2s=Te/mi, ωi=eB/mi, are the drift
scale, the sound speed and the gyro-frequency, respec-
tively. Finally, this leads to the dispersion relation for
the frequency ω

ω2 + i
1 + k2⊥ρ

2
s

k2⊥ρ
2
s

Dω − i
D

k2⊥ρ
2
s

ω∗ = 0 (34)

If k2⊥ρ
2
s ≪ 1 this reduces to

ω2 + i α (ω − ω∗) = 0 , α =
D

k2⊥ρ
2
s

(35)

and for η‖→0 the stable drift wave is recovered
(ω=ω∗). For finite resistivity the frequency ω con-
tains a non-zero imaginary part, which represents an
unstable branch. If η‖ is small but finite, the solution
can be expressed approximately by

ω ≈ ω∗ + i
ω2
∗

α
(36)

Therefore it is possible that the drift wave perturba-
tion becomes unstable, i. e. it starts to grow exponen-
tially with a growth rate γ ≈ ω2

∗/α.

G. Mixing Length Estimate

The linear instabilities discussed in the last section
give important information on the plasma dynamics.
Using the linear theory allows to draw conclusions on
risky plasma configurations and typical time scales of
plasma dynamics. However, it does not capture the
important non-linear interaction in a plasma leading
to non-linear saturation and the “anomalous” trans-
port due to collective effects. To obtain more insight
into this kind of effects requires substantial effort in
development and analysis of non-linear models, theo-
retically and numerically as well. Nevertheless, many
estimates widely used in theories on radial turbulent
fluxes and plasma confinement use the so-called mix-
ing length approach to draw conclusions just from lin-
ear growth rates of plasma instabilities. This is based
on the idea that the linear instability with wave num-
ber k⊥ dominates the spatial structure of the turbu-
lent field. On the other hand a rough estimate for the
diffusion of particles is given by the ratio two basic
statistical quantities describing the turbulent dynam-
ics, i. e. D∼λ2

c/τc, where λc denotes the correlation
length and τc the correlation time. If one equates
now the correlation length λc with the inverse wave
number k⊥ (see Fig. 3 for an illustration) and con-
siders the correlation time τc to be of the order of
the inverse growth rate γ (the imaginary part of the
frequency ω in the standard linear theory), one finds

D⊥ ∼ γ

k2⊥
(37)

This is the standard mixing length diffusion coeffi-
cient used often in the literature. A refined version
of this has been proposed by Connor and Pogutse [7].
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However, it must be noted that this estimate can be
quite useful for a qualitative analysis of trends, but
very often the estimate is not useful for quantitative
results.

λc

Figure 3: Snapshot of a turbulent structure of the
electric potential φ. Lengths and amplitudes are
given in a.u. The correlation length λc is indicated
by the scale at the bottom left.

H. Non-Linear Interaction via E×B-Advection,
Three-Wave-Coupling

So far we have considered the E×B advection just for
the quasilinear model, where this mechanism leads
to rotation and destabilization of perturbations and
introduces an additional “anomalous” transport. If
more perturbation modes are present another effect
comes into play: the energy conserving interaction
between modes leading to an energy cascade. To
study this we reconsider the change in particle density
due to the E×B-advection.

∂n

∂t
= −VE ·∇n (38)

Again a Fourier decomposition of the density n and
the electric potential φ is useful.

n =
∑

k

nk e
ik·x , φ =

∑

k

φk e
ik·x (39)

Here x is the three-dimensional position vector and k

the wave vector of the particular Fourier component.
This gives

VE ·∇n = −
∑

k′,k′′

B× k
′

B2
·k′′ φk′ nk′′ ei(k

′+k
′′)·x (40)

∂nk

∂t
=

B

B2
·
∑

k′

(
k
′ × k

)
φk′ nk−k′ (41)

This means that the change of nk can be considered
as a (in general infinite) sum of interactions where
three different wave vectors are involved, namely k,

k
′ and their difference k − k

′. Using this relation it
can be proved that the following relation holds for a
each triplet in Fourier space {k1,k2,k3} which fulfills
k1+k2=k3

∂

∂t

|nk1
|2

2
=

B

B2
· (k3 × k1) Re

{
φk3

n∗
k2

n∗
k1

}

+
B

B2
· (k1 × k2) Re

{
φ∗
k2

nk3
n∗
k1

}
(42)

∂

∂t

|nk2
|2

2
=

B

B2
· (k2 × k1) Re

{
φ∗
k1

nk3
n∗
k2

}

+
B

B2
· (k3 × k2) Re

{
φk3

n∗
k1

n∗
k2

}
(43)

∂

∂t

|nk3
|2

2
=

B

B2
· (k1 × k3) Re

{
φk1

nk2
n∗
k3

}

+
B

B2
· (k2 × k3) Re

{
φk2

nk1
n∗
k3

}
(44)

Here the reality condition n−k = n∗
k
has been used.

Therefore, the sum of the three squared amplitudes
is conserved

∂

∂t

( |nk1
|2

2
+

|nk2
|2

2
+

|nk3
|2

2

)
= 0 (45)

This result allows the conclusion that any non-

Figure 4: Example of the temporal evolution of three
wave amplitudes |nk1

|2, |nk2
|2, |nk3

|2 (curve 1, 2 and
3) interacting via E×B-advection. The sum of the
three contributions is also shown (curve 4).

zero mode k1 in the system interacts with all pairs
{k2,k3} of modes fulfilling the relation k1+k2=k3 in
a way that fluctuations are permanently exchanged
and distributed in Fourier space, but always con-
served. This is the non-linear mechanism behind the
breaking of structures into smaller entities and vice
versa.
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I. Electromagnetic Effects, Shear Alfvén Waves, Tear-
ing Modes

In this section the role of the electromagnetic pieces
in the momentum equations are discussed. For this
purpose we consider the following subset relating the
electric potential φ and the magnetic potential A‖.

∇‖φ+
∂A‖

∂t
= 0 (46)

mi

eB2

∂∇2
⊥φ

∂t
=

∇‖J‖

en
(47)

The first equation is a part of the parallel momen-
tum balances and simply expresses that the parallel
electric field is zero, i. e. E‖=0. The second repre-
sents the response of the perpendicular electric field
on a change in the parallel current to ensure quasineu-
trality. Now we consider small perturbations in the
electric and magnetic field (labeled by a tilde) such
that ∇‖ is undisturbed and governed by the domi-
nant equilibrium field. Also the density n is assumed
to be constant. Due to Ampére’s law µ0J‖=−∇2

⊥A‖

one obtains for the first equation Eq. 46

µ0

∂J̃‖

∂t
= ∇‖∇2

⊥φ̃ (48)

and together with the second equation Eq. 47 it fol-
lows

∂2

∂t2
∇2

⊥φ̃ = V 2
A ∇2

‖∇2
⊥φ̃ (49)

∂2

∂t2
J̃‖ = V 2

A ∇2
‖J̃‖ (50)

where

VA =

√
B2

µ0 mi n
(51)

These are wave equations for the perturbations in
vorticity and current density, describing the travel-
ing of the perturbations along the magnetic field with
Alfvén speed VA. If also a response of particle den-
sity via electron velocity is included and back-reaction
via pressure gradient in the parallel electron momen-
tum balance is taken into account, the resulting (lin-
ear) perturbations are called drift-Alfvén waves. It is
also to be noted that by adding the resistive term in
Eq. 46, i. e. considering E‖=−η‖ J‖ instead of E‖=0,
and taking into account the magnetic field fluctua-
tions in the parallel gradient ∇‖ the two equations
Eq. 46 and Eq. 47 describe a tearing mode, an im-
portant resistive instability [8]

J. Sound Waves

If one considers now a particular situation where the
dynamics is governed by parallel motion

∂n

∂t
= −∇‖(nv‖) (52)

and - by neglect of electron mass - Ohm’s law can be
reduced to

−∇‖pe + e n η‖ J‖ − αn∇‖Te

+e n∇‖φ+ e n
∂A‖

∂t
= 0

(53)

Then one finds for the linearized parallel ion momen-
tum equation

mi n

(
∂u‖

∂t
+ u‖ ∇‖u‖

)
= −∇‖ (pi + pe) (54)

If one also assumes that the parallel current density
is zero, i. e. J‖=e n

(
u‖ − v‖

)
=0, the continuity equa-

tion becomes

∂n

∂t
= −∇‖(nu‖) (55)

and linearizing the equations about a stationary
equilibrium with constant temperatures Te and Ti,
i. e. n=n̄+ ñ and u‖=ũ‖ gives

∂ñ

∂t
= −n̄∇‖ũ‖ ,

∂ũ‖

∂t
= −Te + Ti

mi n̄
∇‖ñ (56)

Therefore the perturbations ñ and ũ‖ fulfill

∂2ñ

∂t2
= c2s ∇2

‖ñ ,
∂2ũ‖

∂t2
= c2s ∇2

‖ũ‖ (57)

where cs=
√
(Te + Ti)/mi is the sound speed. Like

the Alfvén waves this is a wave like motion of pertur-
bations along the magnetic field lines.

K. Curvature Effects

In the vorticity equation Eq. 9 and the continuity
equation Eq. 10 terms containing the divergence of
the perpendicular electron velocity v⊥ appear. They
can introduce an important kind of dynamics which
we want to study by considering the subset

∂n

∂t
= −n∇ · v⊥ (58)

mi

eB2

∂∇2
⊥φ

∂t
= −∇ · v⊥ +∇ ·VE (59)

According to the discussions above it is assumed that
the dominant contributions in v⊥ are given by the
E×B-velocity and the diamagnetic velocity, i.e.

v⊥ =
B×∇φ

B2
− TeB×∇n

enB2
(60)

Here Te=const. has been assumed, but this does not
restrict the conclusions to be drawn from this illus-
trative example. It can be seen that for B=const.,
i. e. for a homogeneous magnetic field, the divergence
∇ · v⊥ vanishes. This means that the perpendicu-
lar electron motion is incompressible for a homoge-
neous magnetic field. But in a curved magnetic field
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the motion becomes compressible and a coupling be-
tween the density n and the vorticity ∇2

⊥φ shows up.
To continue the exercise we have to assume a concrete
magnetic field structure. A reasonable choice is the
standard magnetic field

B =
B0

qR
eθ +

B0R0

R2
eϕ (61)

where θ is the poloidal angle, ϕ the toroidal angle,
R=R0 + r cos θ, with major radius R0 and minor ra-
dius r. The factor q=q(r) is the so-called pitch pa-
rameter. This represents a twisted toroidal magnetic
field with nested concentric circular flux surfaces and
a magnetic field strength B0 at the magnetic axes.
Evaluating the divergences is now straightforward but
cumbersome. We will just quote the result for the
limit of high aspect ratio (r/R0→0) and define the
curvature operator K.

K(f) ≡ ∇ ·
(
B×∇f

B2

)

≈ − 2

B0R0

(
cos θ

1

r

∂f

∂θ
+ sin θ

∂f

∂r

) (62)

One obtains

∂n

∂t
= −nK(φ) +

Te

e
K(n) (63)

mi

eB2

∂∇2
⊥φ

∂t
=

Te

en
K(n) (64)

Now consider small perturbations of the form

ñ =
∑

m

ñm eimθ , φ̃ =
∑

m

φ̃m eimθ (65)

and linearize the equations (also the term ∼K(n) in
the density equation is neglected here, because it is
not relevant for our considerations)

∂ñm

∂t
=

i n

R0B0

(
m− 1

r
φ̃m−1 +

m+ 1

r
φ̃m+1

−∂φ̃m−1

∂r
+

∂φ̃m+1

∂r

) (66)

∂

∂t

(
∂2φ̃m

∂r2
+

1

r

∂φ̃m

∂r
− m2

r2
φ̃m

)

= − i TeB0

minR0

(
m− 1

r
ñm−1 +

m+ 1

r
ñm+1

−∂ñm−1

∂r
+

∂ñm+1

∂r

)

(67)

The result is that the curvature of the magnetic field
introduces an additional coupling between a mode ñm

and the side bands φ̃m±1 and vice versa. Actually
this leads to the so-called ballooning instability [9]

which is located at the low field side of the tokamak,
reflecting that a toroidal configuration is not sym-
metric anymore with respect to the poloidal angle.
An important special case of this interaction is to be
mentioned. If one assumes that the only perturba-
tions present are

ñ = ñ∗(r) sin θ , φ̃ = φ̃0(r) (68)

one obtains for the sinusoidal density fluctuation

∂ñ∗

∂t
=

2n

B0R0

∂φ̃0

∂r
(69)

and for axisymmetric component of the electric po-
tential

∂

∂t

[
1

r

∂

∂r

(
r
∂φ̃0

∂r

)]
= −TemiB0

nR0

[
1

r

∂

∂r
(r ñ∗)

]

(70)

Assuming n≈const. one can integrate the second
equation with respect to r and it follows

∂

∂t

∂φ̃0

∂r
= − TeB0

minR0
ñ∗ (71)

By inserting Eqs. 69 and 71 into each other one ob-
tains

∂2ñ∗

∂t2
= −ω2

GAM ñ∗ (72)

∂2

∂t2
∂φ̃0

∂r
= −ω2

GAM

∂φ̃0

∂r
(73)

The solutions are oscillations with frequency

ωGAM =

√
2Te

miR2
0

(74)

This oscillation of the sinusoidal component of the
density and the radial derivative ∂φ̃0/∂r is called
the Geodesic Acoustic Mode (GAM) and has been
observed in many tokamak experiments [10]. The

derivative ∂φ̃0/∂r actually represents a homogeneous
poloidal flow in the plasma which is known as the
Zonal Flow.

L. Résumé I

In the last sections we have paid attention to partic-
ular pieces of the basic set of model equations Eqs. 9-
14. These pieces represent limiting cases of the full
dynamics represented by the complete model. By this
separation several isolated processes could be identi-
fied like drift waves (Sec. II. D), the dissipative in-
stability (Sec. II. F), Alfvén waves (Sec. II. I), sound
waves (Sec. II. J) and GAM oscillations (Sec. II. K).
In the full model and in reality all these effects ap-
pear simultaneously and interact in a complicated
way. Sometimes a single effect might be dominant,
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but usually they have to be considered all together to
obtain a consistent picture. Of course there are even
more important effects hidden in the set of model
equations or even more complete models not eluci-
dated here. But the discussion of such effects can be
conducted by similar reduction techniques presented
here. We conclude this section by a rough estimate of
the time scales related to the mechanisms mentioned
above. For this purpose we compare the time scales
of the drift wave motion τ−1

∗ ∼ k⊥ v∗, the dissipative
instability τ−1

α ∼ ω2
∗/α, the Alfvén waves τ−1

A ∼ k‖ VA,
the sound waves τ−1

s ∼ k‖ cs and the GAM oscillations

τGAM∼
√
2 cs/R0 and the diffusive time scale accord-

ing to the mixing length estimate τD∼k2⊥ a2 τα for
the dissipative instability. Using realistic estimates
k⊥ ρs∼1, k‖ R0∼1, ∂n0/∂r ∼ n0/a, where a is the
minor radius of the tokamak and R0 its major radius
this gives for Te=Ti=100 eV, n0=1019 m−3, a=0.5 m,
R0=1.75 m, mi=2 mp and B=1 T

τ∗ ∼ 7.2 · 10−6 s , τα ∼ 8.6 · 10−4 s (75)

τA ∼ 3.6 · 10−7 s , τs ∼ 2.5 · 10−5 s (76)

τGAM ∼ 1.7 · 10−5 s , τD ∼ 1.0 · 102 s (77)

Of course these are rough estimates and the precise
values can differ strongly for different plasma param-
eters. But it is typical that the Alfvén wave mo-
tion is the fastest process and that the time scales
of the different effects cover a range of several orders
of magnitude. The same can be concluded for the
spatial scales hidden in the complete plasma trans-
port model. This has important consequences for the
practical computation of plasma transport and tur-
bulence. The necessity to resolve very short and very
large temporal and spatial in a single model scales
makes it an enormous challenge to develop appropri-
ate numerical methods for an efficient use of comput-
ers available.

III. TURBULENT TRANSPORT MODELLING

Even though the basic model defined by Eqs. 9-14 is
not complete and misses certain important physical
effects, it would be desirable to solve at least this re-
duced set in detail and without any approximation.
Unfortunately the large range of temporal and spa-
tial scales mentioned in the last section makes it very
difficult to obtain results for realistic tokamak device
parameters and operational regimes in an acceptable
time. High resolution grids and a huge number of
small enough time steps would be needed in a nu-
merical computation. To make it worse, the imple-
mentation of complicated magnetic field geometries,
e. g. including X-points, is an additional challenge
for analytical and numerical methods. A first order
workaround often used is the splitting of time scales
and the restriction of the model to a certain range of

dynamics. Quite often it is useful to consider turbu-
lent fluctuations only and to consider the large scale
and slow dynamics as quasistationary. This reduces
simulation run time because the slow processes do
not have to taken into account. The need to cope
with such requirements led to the derivation of sev-
eral models with different content especially designed
for particular scenarios, plasma devices and parame-
ter regimes. It is not possible to compare them all in
a short tutorial. But in the next sections we present
an example of how a model reduction can be con-
ducted and checked in a systematic way using a scale
separation and an appropriate energy theorem.

A. The Problem of Setting up a Consistent Turbu-
lence Model

In developing a model suitable for numerical solution
we require that it is

• reasonably appropriate for the physics problem
to be studied with respect to dominant transport
mechanisms and geometry

• numerically tractable

• allowing a simulation in acceptable run time

• meeting the requirement of energetic consistency

In particular the last point is sometimes missed and
model equations which might be reasonable and beau-
tifully simple suffer from artificial effects due to incon-
sistencies. In the next section a practical example is
presented. The four-field-model has been used often
in turbulence studies and for this model the principles
of energetic consistency can be illustrated by simple
means.

B. Example: Four-Field-Model in Toroidal Geometry

In a first step we simplify the model Eqs. 9-14 by
assuming Ti=0, Te=const., and by neglecting most
of the parallel advection. Then one obtains for the
continuity equation

∂n

∂t
+VE ·∇n = −∇‖

(
n v‖

)

−n∇ ·VE − n∇ · v∗ ,

(78)

and for Ohm’s law

∂A‖

∂t
=

Te

en
∇‖n−∇‖φ− η‖ J‖ (79)

The equation for the conservation of parallel ion mo-
mentum reduced by the use of Ohm’s law Eq. 79 and
reads

∂u‖

∂t
+VE ·∇u‖ = − Te

mi n
∇‖n (80)
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and the vorticity equation is

mi

eB2

(
∂∇2

⊥φ

∂t
+VE ·∇∇2

⊥φ

)

=
∇‖J‖
e n

− ∇ · (nv∗)

n

(81)

Now a partly linearization with respect to fluctua-
tions is performed. Except for n the background
pieces of φ, u‖, and A‖ are assumed to be zero, i.e.

n = n̄+ ñ , φ = φ̃ , u‖ = ũ‖ , A‖ = Ã‖ (82)

where n̄ is a constant density. This defines a four-
field-model for fluctuations

dñ

dt
= −ṼE ·∇n̄+

∇‖J̃‖
e

− n̄∇‖ũ‖

−n̄K(φ̃) +
Te

e
K(ñ)

(83)

∂Ã‖

∂t
=

Te

e n̄
∇‖ñ−∇‖φ̃− η‖ J̃‖ (84)

dũ‖

dt
= − Te

mi n̄
∇‖ñ (85)

mi n̄

B2

dw̃

dt
= ∇‖J̃‖ + TeK(ñ) (86)

where

d

dt
=

∂

∂t
+ ṼE ·∇ , ∇‖ =

B+ B̃

B
·∇ (87)

w̃ = ∇2
⊥φ̃ , µ0 J̃‖ = −∇2

⊥Ã‖ (88)

Notice that a radial derivative of n̄ is taken into ac-
count. This is a second parameter of the model in
addition to the density n̄ itself. Both quantities are
taken into account as constants to keep the framework
as simple as possible (of course n̄=const. excludes a
finite gradient ∂n̄/∂r when taken accurately). Notice
also that the parallel derivative contains the fluctuat-
ing magnetic field B̃ related to the magnetic potential
Ã‖. This is approximately given by

B̃ = −B×∇Ã‖

B
(89)

Despite the approximations needed to derive the four-
field-model it still contains enough physics to describe
reasonably the drift-Alfvén turbulence in the edge re-
gion of tokamak plasmas. Applications of this model
and similar or even more reduced variants have been
reported in Refs. [11–20], to mention only a few and
without claiming to be exhaustive.

C. Energetics of the Four-Field-Model

The difficulties in the derivation of the four-field-
model of the last section gives rise to the question
to what extent the resulting model equations are still

realistic and appropriate for the problem to be stud-
ied. A very powerful and useful method to get some
insight into the particular features of the simplified
model found by certain manipulations is the analysis
of an energy theorem. This means that the desirable
property of energy conservation is still present in the
simplified model. For this purpose an appropriate en-
ergy functional has to be found. For the example of
the four-field-model this is the energy density

Ũ =
mi n̄

2
Ṽ 2
E +

mi n̄

2
ũ2
‖ +

B̃2

2µ0
+

n̄Te

2

ñ2

n̄2
(90)

Using appropriate boundary conditions the temporal
change of the different contributions integrated over
the entire computational volume is given by

∂

∂t

∫
mi n̄

2
Ṽ 2
E dV = −mi n̄

B2

∫
φ̃
∂∇2

⊥φ̃

∂t
dV

= −
∫

φ̃∇‖J̃‖ dV −
∫

Te φ̃K(ñ) dV

(91)

∂

∂t

∫
mi n̄

2
ũ2
‖ dV = min̄

∫
ũ‖

∂ũ‖

∂t
dV

= −
∫

Te ũ‖∇‖ñ dV

(92)

∂

∂t

∫
B̃2

2µ0
dV =

∫
J̃‖

∂Ã‖

∂t
dV

=

∫
Te

e n̄
J̃‖∇‖ñ dV −

∫
J̃‖∇‖φ̃ dV

−
∫

η‖ J̃
2
‖ dV

(93)

∂

∂t

∫
n̄Te

2

ñ2

n̄2
dV =

∫
Te

n̄
ñ
∂ñ

∂t
dV

= −
∫

Te ñ ṼE · ∇n̄

n̄
dV +

∫
Te

en̄
ñ∇‖J̃‖ dV

−
∫

Te ñ∇‖ũ‖ dV −
∫

Te ñK(φ̃) dV

(94)

All contributions where the fluctuations are advected
with the E×B-velocity ṼE vanish. Strictly speaking,
these contributions vanish exactly only if ∇ · ṼE=0,
i. e. if ṼE is incompressible. But one can consider the
corrections due to compressibility for these terms to
be small if the fluctuations are small. For the other
contributions it can be proved that the following re-
lations hold

∫
f̃ ∇‖g̃ dV = −

∫
g̃∇‖f̃ dV (95)

∫
f̃ K(g̃) dV = −

∫
g̃K(f̃ ) dV (96)
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Therefore, one gets for the temporal evolution of the
total energy

∂E

∂t
=

∫
∂U

∂t
dV

= −
∫

Te ñ ṼE ·∇n̄

n
dV −

∫
η‖ J̃

2
‖ dV

(97)

The second term in the second line is negative definite
and represents a sink for the energy due to resistivity.
The first term of the second line is usually positive
and represents the source for the turbulence due to
the gradient ∂n̄/∂r in the background density. All
other contributions cancel each other and this repre-
sents an energy conserving exchange of energy. For
example the piece

∫
Te ũ‖ ∇‖ñ dV gives the channel

of energy exchange between ñ and ũ‖ due to sound
waves. Such a kind of energy theorem helps to check
if a certain set of model equations is consistent and to
get some insight into its dynamics. Also it is obvious
that any modifications in the model should preserve
the energetic consistency. If, e. g., the curvature term
∼K(φ̃) in the continuity equation is removed from the
model, the corresponding term ∼K(ñ) should be re-
moved too. Otherwise an artifical sink/source of en-
ergy disturbs the dynamics of the model and leads
to unpredictable results. The same is valid if some
manipulations are done to a single equation of the
model. Usually this needs also modifications in other
equations to keep it consistent.

D. Résumé II

It has been shown that even a simplified model with
limited applicability needs a careful derivation and in-
spection of the consistencies of approximations used.
This has to be kept in mind as long as one is re-
stricted to simplified approaches due to the lack of
computational power or appropriate numerical meth-
ods for more general problems. To overcome the
limitations several activities are still ongoing to im-
prove the physics content and the numerical treat-
ment, e. g. the extension to gyro-fluid models and
the development of gyro-kinetic models and simula-
tions (see, e .g. , Refs. [21–24] and references therein).
Also the increase of computational power available, in
particular the use of parallel computers, offers the im-
provement of accuracy in the modelling of turbulent
plasma dynamics. Nevertheless, the basic concepts
presented in this tutorial remain of importance also
in interpretation and analysis of improved models and
techniques.

.
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I. INTRODUCTION

The importance of radial (i.e. perpendicular
to the magnetic surface) electric fields was already
recognised early in the research on controlled ther-
monuclear fusion. An initial description of electric
field effects in toroidal confinement was given by
Budker[6]. Such a configuration with combined mag-
netic and electric confinement (“magnetoelectric con-
finement”, where the electric field provides a toroidal
equilibrium configuration without rotational trans-
form) was studied by Stix[7], who suggested that
a reactor-grade plasma under magnetoelectric con-
finement (electric fields of order 1 MV/cm) may
reach a quasi-steady-state with ambipolar loss of elec-
trons and some suprathermal ions (e.g. 3.5 MeV α-
particles). Experiments such as on the Electric Field
Bumpy Torus EFBT[8, 9] provided quite favourable
scaling for particle confinement. The possible impor-
tance of radial electric fields for transport was in the
past repeatedly established [10, 11, 12, 13]. Since the
early days the plasma potential has been measured
in tokamaks such as ST[14], TM-4[15] and ISX-B[16],
but because no significant effects of the radial electric
field Er on plasma transport were observed under the
machine conditions at that time, no further research
was conducted in tokamaks.

However, a renaissance came after the transi-
tion from a low confinement mode (L-mode) to a
high confinement mode (H-mode) was discovered in
ASDEX[17]. The interest was suddenly refreshed and
a flurry of activity started with the experimental[18,
19] and theoretical recognition[20, 21, 22] of a possible
link between Er and the H-mode phenomenon. Since
then research on Er has flourished and the H-mode
has now been seen in a wide variety of magnetic con-
finement devices. Many theories have pointed to the
possible decisive role of Er in the creation of trans-
port barriers (i.e. zones of finite radial extent where
particle and/or heat diffusivity are depressed) and in
the L-H bifurcation mechanism.

Typical features of an L-H transition could also
be obtained by externally inducing a controlled ra-
dial electric field in the plasma (independently of
other plasma parameters) in the tokamaks CCT[18]
and TEXTOR[23, 24] and later in many other ma-
chines [see e.g. reviews[25, 26]]. These electrode
biasing experiments (induced H-modes) have con-

tributed significantly to the understanding of the H-
mode phenomenon and of the effects of Er on plasma
transport[27].

Besides an important theoretical activity, many
experiments have since been performed in the plasma
edge and the SOL of limiter or divertor devices[25,
26]. Imposing electric fields independently of other
machine parameters allows to manipulate the edge
and SOL profiles and flows, to control impurities and
to affect particle and power exhaust[25].

Radial electric fields have been studied in a va-
riety of devices: tokamaks, stellarators and other
helical devices, reversed field pinches, mirrors, etc.
In stellarators[28] where neoclassical transport dom-
inates, the transport coefficients depend on Er. A
radial electric field limits the excursions of the he-
lically trapped particles due to E×B poloidal rota-
tion, whereby neoclassical transport can be reduced
to such an extent that stellarators become viable for
a fusion reactor. The present paper concentrates on
tokamaks in which Er itself without shear cannot con-
tribute to confinement improvement because the en-
suing rigid rotation which reduces orbit losses (“orbit
squeezing”) and improves neoclassical transport has
no effect on microturbulence which is regarded as the
dominating cause of anomalous transport in auxiliary
heated tokamaks. Effects of Er on transport enter
only through derivatives of Er.

This paper is mainly based on a former version of
this lecture [1], from which the main role of the radial
electric field in a tokamak is taken. The underlying
mechanism on how it suppresses the turbulent trans-
port is still believed to happen in the way proposed
by Burrell[27]. The development of this E×B veloc-
ity shear turbulence stabilisation model to explain the
formation of transport barriers in magnetic confine-
ment devices is exactly one of the scientific success
stories of fusion research. This model has the uni-
versality needed to explain turbulence reduction and
confinement improvement under a variety of condi-
tions in limiter- and divertor tokamaks, stellarators,
torsatrons, reversed field pinches, mirror machines,
etc.

Further details on radial electric fields and their
role in plasma confinement and exhaust can be found
in review articles[29].
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II. RADIAL ELECTRIC FIELDS AND ROTATION

The mechanism of a radial electric field as a trans-
port barrier can be summarized through the link
with the E×B drift velocity, creating steady state
or oscillatory rotational flows in the poloidal and/or
toroidal direction. The correct derivation of this link
is described in the framework of neoclassical theory
(see [2]). In the core plasma, this theory predicts
a link between the radial electric field and (mostly)
the toroidal rotation on the basis of ambipolarity,
whereas the poloidal flow is strongly damped. In the
edge of a tokamak, close to the separatrix, strong
gadients in n (and to less extent T ) make that the so-
called “anomalous” transport overrules the “theoret-
ical” one predicted by neoclassical theory [3]. In that
region other mechanisms come into play; the neoclas-
sical expression for the radial electric field is not valid
and it should be replaced by numerical results from
codes like ASCOT [4] or B2SOLPS [5].

Figure 1: Left: Er computed in the midplane by
B2SOLPS and based on neoclassical theory (taken
from [3]). Right: Comparison of Er-measurement in
ASDEX Upgrade with Er,neo: Doppler reflectometry
profile (#24812, 2.7 s) and single point (#24906, 2.3
s, circle), Er,neo (#24906, 2.3 s, red), taken from [42]

For every family of species individually, the ra-
dial electric field and plasma rotation are connected
through the radial momentum balance. From an ex-
perimental point of view this opens quite some oppor-
tunities, because Er can be determined from a single
(impurity) ion radial force balance equation:

Er =
1

ni Zi e
∇Pi − vθ,iBφ + vφ,iBθ (1)

where ni is the ion density, Zi is the charge number
of the ion, e is the electronic charge, Pi is the ion
pressure, vθi and vφi are the poloidal and toroidal ro-
tation velocities, respectively, of the ion species con-
sidered; and Bθ and Bφ are the poloidal and toroidal
magnetic fields, respectively. This equation is valid at
each point on any given flux surface, and the quan-
tities involved are local quantities (Er itself is not a
flux function).

It follows from Eq. (1) that Er is determined by
three major driving forces: radial pressure gradient,

poloidal and toroidal rotation. Because Er can be in-
fluenced by particle-, heat- and angular momentum
input, and by changing the current profile (changing
Bθ), various of these terms can be active in various
machines with respect to E×B shear flow reduction
of turbulence and transport, which occurs regardless
of the plasma rotation direction. This provides the
possibility of active control of transport; E×B shear
as a control mechanism for turbulence and transport
has the major advantage of flexibility, in that the
shear can be generated or enhanced in several ways.
Particle-, heat-, and momentum transport are not in-
dependent of each other, but have a complex cou-
pling. Therefore, research on Er can clarify complex
plasma transport mechanisms.

III. E×B VELOCITY SHEAR REDUCTION OF
TURBULENCE

E×B velocity shear reduction of turbulence in a
plasma is a mechanism akin to the interaction be-
tween sheared velocity fields and turbulence in fluids.
However, in a plasma E×B velocity and fluid veloc-
ity due to Er can be quite different. The fundamental
velocity is not the mass velocity, but rather the E×B
velocity, the drift velocity at which all particles move
– regardless of their charge or mass – and at which
turbulent eddies are convected.

The fundamental physics involved in transport
reduction is the effect of E×B shear on the growth,
radial extent and phase decorrelation of the turbu-
lent eddies. The identification of individual modes
responsible for the observed turbulence may not be as
important as the knowledge of turbulence drive sup-
pression mechanisms, which provide a direct route to
transport control.

Turbulence is stabilised by the shear rate ωE×B
in the E×B flow velocity vE×B induced by Er[30]

ωE×B =

∣∣∣∣dvE×Bdr

∣∣∣∣ =

∣∣∣∣ (RBθ)2B

d

dψ

(
Er
RBθ

)∣∣∣∣ (2)

where R is the major radius, Bθ is the poloidal mag-
netic field and ψ is the poloidal flux.

The E×B shear rate enters quadratically into the
various theories; accordingly, its sign is irrelevant.
Indeed, H-mode edge barriers have been seen with
both signs of Er and its derivative[33]. Equation (2)
shows that both Er and Bθ contribute to the final
result; Er/RBθ is the toroidal angular speed due to
the equilibrium flow driven by Er in standard neo-
classical theory, suggesting that the basic shearing is
in the toroidal direction.

Equation (2) also shows that the shear rate is not
constant on a given magnetic flux surface, being sig-
nificantly larger on the low toroidal field side, where
the flux surfaces are more dense (the electric poten-
tial being constant on a flux surface). Experimental
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data on H-modes have indeed demonstrated signifi-
cant poloidal variation in the effect of E×B shear on
turbulence.

Theoretically, there are two points of view[27].
The first (non-linear suppression) is that the turbu-
lent eddies are distorted and the radial transport is
reduced if the E×B shear rate exceeds the decorrela-
tion rate of the ambient turbulence in the absence of
E×B shear; this is valid for entire classes of turbu-
lent modes. The second is linear stabilisation, which
is mode specific, and therefore the details depend on
the turbulence driving mechanisms. The fluctuation
spectra are E×B Doppler–shifted, and the stabilisa-
tion is mainly due to shear in this Doppler shift.

An important point in plasmas is the synergis-
tic effects between E×B velocity shear and magnetic
shear. In neutral fluid dynamics sheared velocity is
a source of free energy which can drive turbulence
through Kelvin-Helmholtz instabilities. In a plasma
shear in the magnetic field prevents coupling of the
various modes across the velocity gradient so that
they are unable to extract energy from the E×B ve-
locity shear and grow[27].

IV. MEASUREMENT TECHNIQUES

Different methods exist for measuring the radial
electric field in plasmas[34].

A. Spectroscopic measurements by charge
exchange recombination spectroscopy
(CXRS)[35]:

The different terms in eq. (1) can be measured
on impurity ions. A beam of neutral particles (typi-
cal deuterium, hydrogen or helium atoms) is injected
in the plasma. In some devices a special diagnostic
beam is installed for this purpose or alternatively one
of the heating beams can be used. Some of the in-
jected neutral atoms transfer an electron to impurity
ions. The emitted photons from the impurities in ex-
cited state are detected by a spectrometer. From the
width, height and Doppler shift of the spectral line,
the impurity temperature and density (and thus the
pressure) can be calculated, as well as the rotation
velocity. Careful attention is required to the correct
interpretation of the measured line shape, moreover
due to the energy dependence of the charge exchange
cross-section and the gyro-orbit motion of the excited
ions.

B. Measurements of the perpendicular fluctua-
tion velocity by Doppler reflectometry:

A probing beam is launched at an oblique inci-
dence with respect to the cut-off layer. The back-
scattered field close to the cut-off layer is detected.
Fluctuations whose wave-number (kf ) matches the
Bragg rule kf = −2ki where ki is the probing wave-
vector at the cut-off, are selected. Since they are

aligned with the magnetic field lines (k// << k⊥)
the signal frequency spectrum is Doppler shifted by
∆ω = k⊥v⊥, hence allowing the determination of the
fluctuation rotation component in the perpendicular
direction. A v⊥ profile is obtained by scanning the
probing frequency. The measured velocity (v⊥) is the
sum of E×B velocity (vE×B) and turbulent phase ve-
locity (vph). When vph is much smaller than vE×B
(which is the normal situation) a direct measurement
of vE×B = Er × B/B2 is obtained, and thus of the
radial electric field when the B-field is known.

C. Plasma potential measurements with Heavy
Ion Beam Probes (HIBP)[36]:

Single charged particles are generated in an ion
source, accelerated in a tube and injected across the
magnetic field into the plasma. As particles pass
through the plasma they are further ionised to pro-
duce double charge exchange particles. The energy
of the secondary beam is detected at the energy anal-
yser. An advanced Heavy Ion Beam Probe can si-
multaneously measure the plasma electric potential φ
(from the difference in energy between the secondary
ions leaving the plasma and the primary ions), the
electron density ne (from the intensity of the sec-
ondary beam) and its fluctuations, the electron tem-
perature Te, and a poloidal magnetic field component
Bθ at a point inside the plasma. This point can be
scanned through the plasma cross-section by varying
the deflection potentials (active beam control).

D. Measurements of the plasma potential in the
edge region with Langmuir probes[37]:

Langmuir probes can provide radial profiles of
ne, Te, plasma potential and phase velocity of den-
sity turbulent fluctuations. The radial electric field
profile is computed from the first derivative of the
plasma potential. Langmuir probe measurements are
restricted to the plasma edge for high-temperature
toroidal plasmas, but they have an excellent spatial
resolution of less than 1mm, while the CXRS and
HIBP measurements have typical resolutions above 5
mm.

E. Direct measurement of the radial electric
field using Motional Stark Effect polarimetry
(MSE)[39]:

MSE is a well established technique for measur-
ing the magnetic field pitch angle in tokamaks. By
viewing the Stark emission spectrum from two dif-
ferent angles, this technique can also provide local
measurements of the plasma radial electric field (Er).

V. TRANSPORT BARRIERS AND CONFINE-
MENT IMPROVEMENT

As outlined in the review paper of Burrell[26] (see
also references therein) the E×B shear stabilisation
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model was originally developed to explain the trans-
port barrier formation at the plasma edge at the L
to H transition. Later, it has been applied to ex-
plain the wider edge transport barrier at the H- to
VH- (very high) mode transition moreover seen in
DIII-D. Most recently, this model has been applied
to the internal transport barriers (ITB) formed in
plasmas with modified (negative or optimised) mag-
netic shear (DIII-D, TFTR, JT-60U, JET, ASDEX
Upgrade, Tore Supra, etc), and to plasmas with trans-
port reduction across the whole plasma radius (JT-
60U and DIII-D).

A. E×B Shear Effects at the Plasma Edge

A large variety of studies related to the effect
of radial electric fields on edge transport barriers
(ETBs) exist. A review of H-mode studies over the
past 25 years is given in [40]. The paper concen-
trates on a couple of the recent results on different
tokamaks: ASDEX-Upgrade[41], JET[38], Alcator C-
Mod[44] and the spherical tokamak MAST[46].

On ASDEX-Upgrade[41], radial electric field
and shear measurements were performed using the
Doppler reflectometer system as well as the recently
installed toroidal and poloidal edge CXRS system fol-
lowing the B5+ ions.

The Er profile has been measured in different con-
finement regimes. In L-mode, Er is small in magni-
tude and exhibits little shear, while in the ETB of
the H-mode a strong, negative Er well and a local-
ized minimum close to the separatrix (ρpol > 0.99)
is found. The steepest gradients of the pressure pro-
file are in the inner, negative shear region of the Er
well. The depth of the Er well is observed to increase
dramatically with the confinement of the discharge
and the main ion pressure gradient term seems to be
the dominant contribution to Er (figure 2). The Er
profile undergoes a reversal at the plasma edge to be-
come positive in the Scrape-Off-Layer, as is measured
in Fig. 1.

Figure 3 shows the minimum of Er,neo for the dif-
ferent phases at varying densities. Error bars derived
from shifting the Ti profile are given for the L-H tran-
sition points. At the L-H transition Er,neo shows no
dependence on the electron density at the pedestal
top, ne,ped. Included in figure 3 are also Er mini-
mum values derived from Doppler reflectometry for
a different set of discharges with comparable param-
eters. This shows a good agreement between CXRS
and Doppler reflectometry for the different discharge
mode regimes. The very weak variation of the L-H
points in Er,neo is remarkable and underlines the pos-
sible key role of Er in the L-H threshold.

Refurbishment of the JET edge CXRS diagnostic
has resulted in higher quality impurity density pro-
files than previously, allowing analysis of the local
C6+ impurity ion profiles across the L-H transition.
Also with the JET-ITER-Like-Wall a shallow edge
radial electric field well is observed at the L-H transi-

Figure 2: (a) Er in L-, I- and H-mode and (b) re-
sulting Er shear. For better clarity the uncertainties
are only shown for distinct radial positions. (c) Main
ion pressure gradient, ∇pi, in different confinement
regimes. (d) Depth of Er well as a function of the
energy confinement factor H98(y,2) [41]
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Figure 3: Minimum values in the profile of Er,neo ver-
sus ne,ped, Doppler Er and Er,dia for L-H transitions
only. (figure taken from[42]).

tion. Consistent with previous poloidal velocity mea-
surements in JET, but in contrast with results from
other tokamaks, the edge impurity ion poloidal ve-
locity remains low, close to its L-mode values (0−5
km/s ± 2−3 km/s), through the L-H transition and
into the ELMy H-mode phase, with no measureable
increase within the experimental uncertainties.

The experimental uncertainty in vpol is domi-
nated by poor photon statistics in the near-separatrix
region, where the C6+ CX signal is very weak.

The large error bars in vpol, coupled to its low
values in JET, prevent the evaluation of the depth
of the total Er well and of the relative strength of
diamagnetic versus poloidal velocity terms in the ra-
dial force balance of impurity ions (see fig.4). The
diamagnetic term of the negative Er well increases in
magnitude across the L-H transition and into the H-
mode phase in the radial region where the edge den-
sity and temperature transport barriers have formed
and thus is likely to be correlated with the formation
of the H-mode pedestal at the L-H transition. The
edge toroidal rotation profile does not contribute to
the depth of the negative Er well and thus may not be
correlated with the formation of the edge transport
barrier in JET.

A new high-resolution CXRS system measuring
B5+ ions has enabled the determination of the radial
electric field in the Alcator C-Mod edge pedestal with
high spatial and temporal resolution[44]. During H-
mode operation, the radial electric field is positive in
the core, but forms a negative well up to – 30 kV/m
deep in the region 10 mm inside of the LCFS. The
well is consistently 5 ± 1.5 mm in width regardless
of the type of H-mode or plasma parameters. This
well is largely determined by the poloidal velocity and
diamagnetic contributions in the B5+ radial force bal-
ance equation. The poloidal velocity contribution is

Figure 4: Edge Er derived from the C6+ profiles, and
assuming vpol = 0 ± 2.5km/s due to the uncertain-
ties. Solid black line: Er(vpol = 0); dashed black
lines: upper and lower bounds of Er derived from
the uncertainty in the vpol measurement; solid red
line: diamagnetic term; solid blue line: vtor × Bpol
term. (a) Er at the L-H transition; (b) Er 10 ms af-
ter the L-H transition and (c) Er during the ELMy
H-mode phase of the discharge. The vertical dashed
lines mark the EFIT separatrix position, Rmid is the
major radius at the magnetic axis, taken from [38]
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typically the larger and narrower contribution of the
two and dominates both the Erwell width and the
E×B shear (see figure 5). The data show a clear cor-
relation between deeper Er wells, higher confinement
plasmas, and higher electron temperature pedestal
heights. However, improved L-mode (I-mode) plas-
mas exhibit energy confinement equivalent to that ob-
served in similar H-mode discharges, but with signif-
icantly shallower Er wells. I-mode plasmas are char-
acterized by H-mode-like energy barriers, but with
L-mode-like particle barriers. The decoupling of en-
ergy and particle barrier formation makes the I-mode
an interesting regime for fusion research and provides
for a low collisionality pedestal without edge localised
modes.

Figure 5: Contributions of the three components from
Eq. (1) to the radial electric field in an EDA H -
mode. The poloidal velocity contribution dominates
the width of the E rwell (figure taken from[44]).

The first measurements of the struc-
ture of the edge radial electric field in a
spherical tokamak (MAST) have been presented

in[46]. Using active Doppler spectroscopy on He+

with 120 lines of sight Er profiles are calculated from
the leading terms of the radial momentum balance
equation. A spatial resolution up to 1.5 mm with a
typical time resolution of 5 ms has been achieved.
In L-mode the field is largely determined by the
diamagnetic term of the force balance, and fields
of only a few kV/m are observed. The measured
impurity flow is mostly parallel to B, and is greatly
affected by MHD, such as sawteeth or mode locking
of tearing modes, or error fields. In H-mode a
strong perpendicular flow evolves with poloidal and
toroidal velocities up to vHe+φ,θ ≈ − 20 km/s, and

a deep negative electric field well Eminr ≥ -15 kV/m
develops. The shape of the profile is dominated by
the diamagnetic term.

The causal relationship between radial electric
fields and improved confinement was demonstrated
in biasing experiments[47]. By means of polariza-

Figure 6: Evolution of Er through a fast L/H transi-
tion, (a) total Er, (b) diamagnetic part, (c) Lorentz
part (figure taken from [46])
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tion electrode at the plasma periphery, the edge ra-
dial electric field profile could be externally con-
trolled and H-mode transitions could be triggered.
Important results were contributed by the TEXTOR
tokamak[48, 49].

B. E×B Shear Effects on internal transport bar-
riers

Internal transport barriers (ITBs) have allowed
the reduction of transport coefficients to close to neo-
classical levels in a plasma region of finite radial ex-
tent, typically around mid-radius. ITBs have been
produced on different tokamaks, moreover on DIII-
D[50], JT-60U[51] and JET[52]. The formation of an
ion ITB dramatically reduces ion heat and particle
flux from the core (sub-neoclassical ion thermal diffu-
sivity has been obtained). In as much as neoclassical
transport is usually considered to be as the minimum
transport possible in a tokamak, these results rep-
resent a dramatic improvement in confinement and
performance. Furthermore, the strong pressure gra-
dient associated with ITBs drives a bootstrap current
which can substantially contribute to overcome the
limited pulse length in tokamaks.

Most likely ITB dynamics is controlled by a com-
bination of two or more of the following main mecha-
nisms: (1) E×B flow shear ; (2) magnetic shear s=r/q
dq/dr and low order rational q-surface, (3) the in-
fluence of the ratio Ti/Te or strong electron density
gradients (e.g. due to pellet injection) on instability
growth rates; and (4) turbulence stabilisation by self-
generated poloidal E×B zonal flows[53]. Numerous
triggering mechanisms have been proposed: ion orbit
losses[54], Stringer spin-up[55], critical gradients[56],
magnetic shear[57, 58], Reynolds stress[59, 60, 61, 62].

Ion ITBs
JET plasmas are heated mainly by NBI and

ICRH. The NBI is oriented in co-current direction
and is an important source of toroidal momentum.
In most cases ITBs on JET are clearly visible in
the ion heat and toroidal momentum channels. Dur-
ing strong ITBs large excursions in poloidal rotation
velocity have been observed[63]. Both toroidal and
poloidal rotation terms contribute equally to the ra-
dial electric field in the region with reduced ion heat
transport. The contribution from the diamagnetic
term is an order of magnitude lower.

In dedicated experiments[64] the toroidal field
(TF) ripple was modified, which changed the E×B
rotation of the plasma. It was found that in plas-
mas with large TF ripple and small E×B rotation,
ITBs could still be triggered, but did not develop
into strong barriers. Also the poloidal rotation ve-
locity seems to be related to the ITB strength, sug-
gesting that it acts as a positive feedback mecha-
nisms, which helps to sustain the region with reduced
transport[65]. Figure 7 shows profiles of ITBs for
different ripple amplitudes, shot no. 69670 has the
standard TF ripple of δ=0.08%, shot no. 69665 has

δ=0.63%, shot no. 69684 has δ=0.82% and shot no.
69690 has δ=1.00%. The Ti and ωφ gradients are de-
creasing with increasing ripple, as is the excursion in
vθ.

Figure 7: (a) and (b) Ion temperature, (c) and (d)
toroidal angular frequency and (e) and (f) poloidal
rotation velocity for four shots with different ripple
amplitudes and reversed magnetic shear. Profiles on
the left hand side are before the ITB. Profiles on the
right hand side are during the ITB phase (figure taken
from[65])

In recent DIII-D discharges with varying percent-
ages of co- and counter-injected neutral beam frac-
tions, differences in core barrier formation are ob-
served. For fully co-injected discharges with high
toroidal rotation and large E×B shear, either an en-
during internal transport barrier (ITB) forms spon-
taneously or is triggered at the qmin=2 crossing. For
balanced-injected discharges with low toroidal rota-
tion and small E×B shear, no core barrier forms;
however, transient improvements in transport are
seen near integer qmin crossings (figure 8). In all cases
reductions in fluctuation amplitudes occur near the
rational qmin times as well as jumps in poloidal ve-
locity. The observations support the model that zonal
flow effects at integer qmin can act as an ITB trigger
and sufficient background E×B shear is required for
barrier sustainment[66].

Electron ITBs
In DIII-D ITB plasmas, large reductions in trans-

port are observed in the ion (χi), angular momentum
(χφ), and sometimes particle D diffusivities, but a
similar large reduction in electron heat transport (χe)
is often not observed. In low magnetic shear plas-
mas, χe shows little change, and remains well above
χi. However, in some DIII-D discharges with strongly
negative magnetic shear, large reductions in χehave
been observed[67]. The electron temperature profile
steepens just inside the ion ITB, indicating the for-
mation of an electron ITB. In this region χe may de-
crease a factor of 3–10, but remains far above the
neoclassical level (figure 9).
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Figure 8: Time traces of ion temperature and toroidal
rotation velocity in DIII-D plasmas with co- and bal-
anced NBI-injection. When the E×B shearing rate is
low only transient transport improvements are seen
when qmin crosses an integer value (figure taken
from[66])

Figure 9: Ion stability in strong negative magnetic
shear: (a) ion and electron diffusivity profiles, show-
ing ITB, and q profile and (b) comparison of ωExB
flow shear rate and predicted γmax for the ITG mode
(figure taken from[67]).

The formation of electron ITB was further stud-
ied using Electron Cyclotron (EC) heating in JT-60U
plasmas with positive (PS) and reversed magnetic
shear (RS)[68]. The NBI power was scanned. With
no or small NBI power, a strong, box-type electron
ITB was formed in RS plasmas while a peaked profile
with no strong electron ITB was observed in PS plas-
mas. Comparison of Gyro Kinetic Simulation pre-
dictions with experiments, in low and strongly neg-
ative magnetic shear plasmas with an ITB, suggests
that the region for improved ion transport seems well
characterized by the condition ωE×B > γmax, where
ωE×B is the E×B flow shear rate, calculated from
measured quantities, and γmax is the maximum cal-
culated linear growth rate for ITG modes in the ab-
sence of flow shear. For the electrons, within a limited
region just inside the point of ITG mode suppression,
the ETG modes appear to dominate the electron ther-
mal transport and, consequently, to provide a lower
limit on electron thermal diffusivity. When the NBI
power (and thus the shearing rate) was increased in
EC-heated PS plasmas, the electron thermal diffusiv-
ity was reduced in conjunction with the increase in
Er gradient and reduction of ion thermal diffusivity,
and strong electron and ion ITBs were formed. When
the NBI power was increased in RS plasmas with high
power EC heating, in which a strong electron ITB is
already established, χe was not affected but χi de-
creased and a strong ion ITB was formed with the
increase in Er gradient. The dependences of χi and
χe on the shearing rate are shown in figure 10. In this
study, it is clearly shown that there is easier access to
strong electron ITBs without a large Er gradient in
RS plasmas than in PS plasmas. Another new discov-
ery is that electron transport in strong electron ITBs
in RS plasmas is not affected by the increase in Er
gradient.

Figure 10: Dependence of minimum values of χe and
χi on the shearing rate. Closed and open circles de-
note χe and χi in Reversed Shear plasmas and closed
and open squares denote χe and χi in Positive Shear
plasmas (figure taken from[68])

On the National Spherical Torus Experiment (NSTX)
electron ITBs have been formed with no E×B shear,
by heating only with High Harmonic Fast Wave
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(HHFW) radio frequency heating[69]. It was found
that in plasma with strongly negative magnetic shear
(s) electron scale fluctuations were suppressed and
the Te profiles show a strong transport barrier around
the region of minimum s (figure 11). Experiments
have been conducted to investigate the interplay
between the formation of electron ITBs and the
maintenance of self-consistent plasma profiles under
the action of Electron Cyclotron Resonance Heating
and Current Drive ECRH/ECCD. A joint analysis of
T-10 and TEXTOR experimental results enabled to
analyse effects bound with plasma self-organization.
It was shown that the plasma pressure profiles
obtained in different operational regimes and even
in various tokamaks may be represented by a single
typical curve, called the self-consistent pressure or
canonical profile, also often referred to as profile
resilience or profile stiffness[70].

Both phenomena, the self consistent profile and
ITB, are connected with the density of rational mag-
netic surfaces, where the turbulent cells are situated.
The distance between these cells determines the level
of their interaction, and therefore the level of the tur-
bulent transport. This process regulates the plasma
pressure profile. If the distance is wide, the turbulent
flux may be diminished and the ITB may be formed.
In regions with rarefied surfaces the steeper pressure
gradients are possible without instantaneously induc-
ing pressure driven instabilities, which force the pro-
files back to their self-consistent shapes[71].

VI. CONCLUSIONS AND FUTURE STUDIES

The importance of radial electric fields is now
widely recognized. It has been demonstrated in
limiter- and divertor tokamaks, helical devices and
mirror machines with a variety of discharge- and heat-
ing conditions as well as edge biasing schemes that
improved confinement is often associated with strong
E×B velocity shear. Turbulence stabilisation is a ro-
bust and universal mechanism which plays a major
role in the formation and sustainment of transport
barriers in magnetic confinement devices.

A negative well in the edge electric field profile
has been measured in different tokamaks during im-
proved confinement modes. The parameters that de-
termine the shape of the Er profile may differ from
machine to machine, but the depth of the well (and
thus the ExB shear) seems to be linked to the level
of improved confinement.

Different mechanisms play a role in the trigger-
ing and sustainment of internal transport barriers. It
has been demonstrated that synergistic effects exist
between E×B velocity shear and magnetic shear. It
has been found that a stable ion ITB can most easily
be created in the vicinity of low order rational q- sur-
faces when a certain background E×B velocity shear
is present[64, 65, 66]. Experiments are ongoing to

Figure 11: (a) High-k microwave scattering fluctua-
tion power spectra comparison between a case with
an e-ITB and strongly negative magnetic shear vs a
weakly reversed shear case with lower electron tem-
perature gradients. (b) Electron temperatures and
(c) q-profiles for cases shown in (a), shaded region in-
dicates the high- k measurement region (figure taken
from [69])
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study the formation of electron ITBs. The hypoth-
esis is that the formation of an electron transport
barrier is determined by the density of turbulent cells
in the vicinity of low-order rational surfaces, a neg-
ative magnetic shear is favourable to a non-reversed
q-profile.

Further improved comparison between experi-
ment and theory requires the development or im-
provement of plasma diagnostics with higher spatial
and temporal resolution.
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ABSTRACT  
 
The control of wall loads in fusion devices, in particular with 
respect to the life time limitations of wall components due to 
material erosion and migration, will be decisive for the 
realisation of a fusion power plant operating in steady state, 
whereas in a pulsed experiment like ITER the primary goal 
for plasma-wall interaction is the achievement of high 
availability of the device.  The article describes the grand 
challenges of plasma-wall interactions research along the 
needs for ITER. Addressed are questions related to material 
limitations, erosion- and transport processes, tritium retention 
and transient heat loads.  
  
I. INTRODUCTION 
 
A fusion device cannot work without plasma-wall 
interactions. Two essential functions have to be provided 
via the interaction of the plasma with the wall: 
a) the exhaust of heating power to the plasma (mainly from 
alpha-particle heating) and  
b) the exhaust of alpha-particles (Helium ash) to avoid fuel 
dilution. 
A large variety of processes is involved in plasma-wall 
interactions. They are determined by the properties of wall 
materials, plasma edge parameters (e.g. temperature, 
density, radiation), heat and particle transport and the 
plasma species (hydrogen and impurities). Thus the 
research field of plasma-wall interactions is 
interdisciplinary and comprises plasma physics, surface 
physics, physics of atoms and molecules, chemistry and 
materials sciences. The following describes the concepts 
for controlling plasma-wall interaction being developed in 
today’s fusion devices. 
 
 
II. PARTICLE AND HEAT EXHAUST IN ITER 
 
In ITER the total heating power of Palpha = 100 MW plus 
an external heating of about Pheat = 50 MW has to be 
exhausted via radiation and plasma convection onto wall 
components. Linked to this is a production rate of Helium 
of about 2 1020 particles per second (about 1 mg/s), which 
have to be pumped out continuously. 
 

 
 

 
Fig. 1  Magnetic flux surfaces shown in a poloidal cross 

section of ITER; the highest loads are located at the target 
plates  

 
 
Helium exhaust will be solved in ITER by pumping the 
neutral particles from the divertor chamber. The plasma flow 
into the divertor along the so called scrape-off layer (SOL) 
and the successive neutralisation of particles on the target 
plates provides a certain concentration of neutral particles 
inside the divertor (deuterium, tritium, helium and other 
impurities). The resulting gas pressure will be sufficient to 
achieve efficient pumping through channels below the divertor 
chamber. In ITER it is expected to achieve a characteristic 
exhaust time for helium of about 15 seconds which will lead in 
steady state to a helium concentration of about 4 %. This 
helium concentration in the plasma centre is low enough for 
providing a significant margin for other impurities, e.g. eroded 
particles or injected particles for the purpose of radiation 
cooling.  
 
The required heat exhaust is more difficult to achieve because 
the radial extend of the SOL is only in the order of a 
centimetre and thus generates high heat load densities on a 
rather small area on the target plates. The heat load density on 
plasma wetted areas can be reduced by up to a factor of 6 by 
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inclining the target plates. Even then, the total area is only 
6-8 m2. In the reference scenario for ITER about half of the 
total heating power Palpha + Pheat is convected to the target 
plates leading to a power density of up to 10 MW/m2. 
Prototype modules for divertor plates which can take these 
loads under cycling conditions have already been 
manufactured and tested successfully (Fig. 2). 

 
Fig. 2  (left) Monoblock from graphite (CFC) brazed on 
copper, as a water cooled element for the target plate, and 
(right) a prototype target plate module (vertical target) made 
from tungsten and CFC; these modules fulfill all 
requirements for heat exhaust under thermal cycling loads 
up to 23 MW/m2s   1  
 
The other half of the heating power is radiated onto the 
whole inner wall on an area of 680 m2 (radiation cooling). 
The corresponding power density of 0,11 MW/m2 can be 
extracted rather easily via water cooled wall elements. A 
significant fraction of the radiation cooling is provided by 
electromagnetic radiation from excited impurity species in 
the plasma. Thus radiation cooling from impurities can be 
seen as a beneficial aspect of erosion of wall materials. 
This effect has to be taken into account when different wall 
materials are considered. It is important that the radiation 
from impurities is concentrated mainly on the plasma edge 
region, which is the case for light impurities. Normally the 
amount of eroded material is not sufficient to provide the 
necessary radiation level, in particular not in the case of 
heavy metals as wall material. By injecting additional 
impurities, preferably noble gases, we have the possibility 
to adjust the radiation level and thus to control the heat 
load to the target plates 2. 
 
With these concepts we can exhaust the average heat loads 
in ITER reliably. Much more critical are the transient 
loads. These loads are caused by plasma instabilities, like 
disruptions (e.g. at the density limit) or Edge Localized 
Modes (ELMs)3. Transient loads lead to enhanced erosion, 
possible excess loads (melting) or fatigue effects on 
thermo-mechanical properties.  
 
Methods are developed to mitigate the peak loads caused 
by disruptions 4. ITER is in contrast to a fusion power 
plant, where disruptions should be avoided at all, an 

experiment in which a certain number of disruptions are 
unavoidable when exploring the operational limits of the 
device. 
 
Periodic events, like ELMs, are more difficult to cope with, 
since they are linked closely to the plasma scenario and the 
corresponding energy confinement. For ITER the standard 
scenario is the H-Mode plasma where ELM activity is always 
present. An example for ELM activity in JET 5 is shown in 
Fig. 3.  
 

 
Fig. 3  Plasma discharges in JET with ELM-activity; 
comparison of two discharges with a) large low frequency 
ELMs (heat exhaust 1 MJ per ELM, dark line) and b) small 
and fast ELMs (0,5 MJ per ELM); the curves down left show 
the energy content (pressure)at the plasma boundary and the 
upper left curves show the corresponding radiation level; on 
the right the 2-dimensional view of the radiation pattern from 
carbon inside the divertor is shown during and before an 
ELM-crash 6 
 
Large ELMs in JET can lead to a load on the target plate up to 
0.5 MJ/m2, causing a transient increase of the target 
temperature up to 2500 °C as observed for the operation with 
graphite target plates6. Extrapolations to ITER show that the 
transient loads due to ELMs must be limited in order to 
achieve a sufficient life time of the target plates. In ongoing 
research different strategies are pursued to achieve this goal. 
 
There is a link between good energy confinement (and steep 
pressure gradients at the boundary) and ELM energy. A 
possible way for optimizing plasma-wall interactions with 
ELMs is to choose plasma-scenarios with an optimum balance 
between good energy confinement and ELM energy, with the 
consequence of accepting some decrease in energy 
confinement and thus energy amplification. In this respect, a 
possible way is the use of small type III ELMs induced by 
strong gas injection7. 
 
Another attempt is the development of methods for ELM-
mitigation: A pace-maker technique employing the injection 
of pellets or the recently developed technique of short vertical 
plasma displacements (kicks) can trigger ELMs before they 
acquire too much energy8. Another method is based on 
resonant magnetic perturbations (RMP) imposed by external 
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coils. By this method it has been shown that the magnetic 
field at the boundary is ergodized (chaotic field lines) 
leading to a change in transport and eventually to 
mitigation or even suppression of ELMs9,10. This concept 
is also studied with the Dynamic Ergodic Divertor on the 
tokamak TEXTOR 11.  
 
 
III: EROSION AND DEPOSITION  
 
Plasma-Wall Interactions lead to significant erosion 
processes at plasma wetted areas. Some erosion 
mechanisms are caused directly by excess heat loads, like 
melting or sublimation. Normally the more important 
erosion mechanisms are linked to the particle fluxes to the 
wall: physical sputtering and chemical reactions. 

Fig. 4  Schematic 2-d view of particle recycling and heat 
exhaust; inside the SOL the plasma flows to both sides 
along the magnetic field lines towards the target plates 
 
Erosion processes release particles from the wall, which 
are then ionized when entering the plasma or dissociated 
and ionized in the case of molecules. Transport processes 
in the plasma lead the impurity particles back to the wall - 
in most cases even to the place of their origin due to the 
specific guiding effect of the magnetic field lines. In 
contrast to the energy, the particles are cycling (Fig. 4). 
Hydrogen is neutralized at the target plate and is re-emitted 
as atom or molecule – this is called hydrogen-recycling. 
Impurities are eroded and deposited. 
 
Physical sputtering of wall materials is caused by the 
bombardement of plasma ions. The sputtering yield 
depends on the energy of the ions, the mass ratio of 
projectile and target and the surface binding energy of the 
target particles. Fig. 5 shows some yields for deuterium on 
various materials as a function of the energy of the 
projectiles. 
The energy with which the ions impinge on the target is 
primarily given by the plasma temperature. Typical values 
are between 2 and 100 eV.  However, the sheath potential 
accelerates the ions proportional to their charge state 

(typically about four times for singly charged ions). As a 
consequence, in relatively cold plasmas, typical e.g. for high 
density divertors, already rather small amounts of impurities 
can dominate the overall sputtering yield compared to the 
deuterium/tritium ions.  
.  
 

 
Fig. 5  Erosion yields of wall materials for physical 
sputtering by deuterium as a function of the energy of the 
projectiles (left) 12 and chemical erosion of graphite as a 
function of the flux density of deuterium (right) 13; the dashed 
line shows the physical sputtering of tungsten by carbon  
 
The effective yields for physical sputtering of carbon are in 
the range of 1-2 %. In case of tungsten the yields are much 
lower down to values of 0.01 to 0.001 % governed by 
impurities as carbon or injected impurities as neon for the 
purpose of radiation cooling14.  
 
For some wall materials also chemical erosion processes are 
significant, as is the case for graphite, where chemical erosion 
is as important as physical sputtering. Particle flux density and 
surface temperature of the material are the most important 
parameters. The yield of chemical erosion shows a strong 
decay with high flux densities as was demonstrated in a multi-
machine comparison (Fig. 5). The highest flux densities were 
provided by the tokamak TEXTOR, where special means 
(limiter locks) allow measurements with very high flux 
densities close to the conditions of ITER15.  
 
Erosion in the divertor plays the main role for the life time of 
the target plates and contributes to the impurity contamination 
of the plasma. Also the erosion on the large main chamber 
contributes to the impurity contamination. Erosion on the 
main chamber wall can be caused by fast neutrals (via charge 
exchange processes) or by impinging ions due to enhanced 
radial transport. The latter may go mainly via convective cells 
which are formed due to instabilities in the edge plasma. This 
kind of turbulent transport is an important issue of ongoing 
research and is also the cause for some uncertainty in the 
extrapolations of global erosion results to ITER.  
 
The eroded impurities can have a substantial influence on the 
plasma characteristics. The particles are ionized and excited 
by electron collisions, which can lead depending on the kind 
of impurities and their concentration to substantial radiation 
and thus cooling of the plasma. A lowered plasma temperature 
can have repercussion on the erosion yields. The choice of 
wall material and the characteristics of the plasma close to the 
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wall are therefore coupled nonlinearly. 
 
The deposition of eroded wall material plays an important 
role for the extension of the life time of wall components. 
In some areas the deposition rates are smaller than the 
erosion rates (net-erosion zones), in other areas they are 
larger (net-deposition zones) and at the boundary of these 
areas there is even balance between erosion and deposition 
(Fig. 6).  
 

 
Fig. 6  Formation of layers by deposition of eroded carbon 
on limiters in the tokamak TEXTOR; the electron 
microscope image shows layers structures of about  4 µm 
thickness  16  
 
Generally the local and global deposition processes lead to 
a strong reduction of net erosion - the deposition processes 
therefore represent an important self healing mechanism 
for highly loaded components, like divertor target plates or 
limiters.  
 
In the zones with net deposition, however, accumulative 
layers develop. These can store deuterium and tritium by 
co-deposition. In fusion experiments, in particular at less 
loaded surfaces (remote areas), carbon layers with 100% 
hydrogen content have been observed. Based on these facts 
it is criticized using carbon at all for plasma facing 
components in ITER.  
 
 
IV. WALL MATERIALS FOR ITER 
 
A combination of different materials is intended for the 
plasma-loaded surfaces in ITER. A first design has 
foreseen the materials beryllium, tungsten and graphite, as 
they  fulfill the requirements with their specific 
characteristics for the very different loads at different wall 
areas (Fig. 7).  
 
This material choice was found on the basis of the 
following criteria: 
 

Beryllium: Radiation by impurities in the plasma 
centre, as it can occur by heavy elements, is 

unwanted. By the lining of the inner wall with as light 
an element as possible this condition can be fulfilled. 
Beryllium is the lightest metal, these wall 
components can be made of. Additionally, the 
property of beryllium as an oxygen getter, turned out 
to be advantageous for the vacuum characteristics 
and thus for the tokamak operation. 

 
Fig. 7  Combination of wall materials for plasma-loaded 
surfaces in ITER according to the first design: Beryllium in 
the main chamber, graphite for the target plates in the 
divertor and tungsten for the remaining surfaces in the 
divertor 
 
 

Graphite: With a melting point of only 1560 K 
beryllium cannot be used in the most loaded areas of 
the divertor. Here graphite is ideal a material. It is 
“forgiving”, because it does not melt with 
overloading but only sublimates (3825 K). This 
characteristics is in particular of high relevance in 
case of experiments like ITER, which will go to the 
operational limits. The largest disadvantage of 
graphite is its rather strong erosion, and associated to 
this the tritium retention by co-deposition. Therefore, 
the use of graphite should be restricted to a minimum 
area of high loads where the properties of graphite 
are required. 
 
Tungsten: A combination of high melting point and 
very small sputtering yield is given by tungsten. The 
sputtering yield in the range of 10-5 to 10-4 for those 
particle energies as expected in ITER. Tungsten can 
be used for medium and high load areas instead of 
graphite, however, at the risk of melting in case of 
off-normal operation. 

 
At present the risk of tungsten melting seems to less 
dangerous compared to the problem of tritium retention in 
connection with graphite as wall material, because an 
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accumulation of the mobilizable tritium inside the 
deposited layers could exceed the maximum allowed 
amount (at present 700 gr). In this case the machine would 
have to be shut-down for the period of cleaning or 
conditioning with possibly substantial disadvantages for 
the availability of the whole experiment17. Thus, graphite 
as a divertor material is still an option, but most likely the 
ITER divertor will be covered fully by tungsten. 
 
In any case some wall components (e.g. the divertor plates) 
will have a limited life time and have to be exchanged 
occasionally. However, a too large replacing frequency 
would impair also the availability of the plant. The main 
uncertainties lie here in limited knowledge about the 
erosion by transient loads, like ELMs or disruptions. In 
ITER the exchange of the divertor after some years of 
operation is made possible by a cassette design for the 
divertor.  
 
 
V. STRATEGIES FOR MINIMIZING THE RISKS  
 
The risk of insufficient availability is to be minimized by a 
coordinated effort with experiments and calculations for 
plasma-wall interactions. This task is addressed worldwide 
with joint plasma-wall interaction experiments on many 
facilities facilities18. The strategy for minimizing the risk 
contains both the improvement of the wall concept with the 
selected materials (W/Be-wall in JET) and the parallel 
development of alternative material combinations (e.g. full 
metal wall in ASDEX-upgrade). 
 
Carbon 
 
The re-erosion of deposited carbon must still be 
understood better, in order to derive from it concepts for 
the minimization of hydrogen containing layers. We can 
forecast the net-erosion of the target plates in ITER based 
on our current knowledge by computer models. Fig. 8 
shows such a calculation of the ERO code for the outer 
divertor19.  
 
The main zones of net-erosion and net-deposition 
concentrate on a few centimeters in the proximity of the 
magnetic separatrix, which intersects the target plate. 
Eroded particles are transported preferentially in the 
direction of the magnetic field lines and are deposited with 
a small offset on the target plate again. Finally  94% of the 
eroded carbon particles are re-deposited locally. The 
remaining local loss rate amounts to maximally 3 nm/s. 
This means that more than 3000 ITER discharges of 8 
minutes duration are possible until a 5 mm thick layer is 
eroded at the target plate. According to this calculation we 
do not have a life time problem. 
 
 

 
Fig. 8  Calculation of erosion, deposition and surface 
temperatur on an ITER target plate ITER with the computer 
code ERO; the direction of the magnetic field line is indicated 
by the separatrix  
 
About 6 % of the eroded carbon particles leave the target 
region and deposit at other surfaces. These in such a way 
formed layers will be mainly responsible for the unwanted 
tritium retention, contrary to the deposited layers on the target 
plate, which can take up little tritium only because of the high 
surface temperatures. 
 
The computations still suffer from uncertainties due to limited 
knowledge in our understanding of some processes:  
• Control and effect of transient loads by ELMs and 

disruptions 
• Effect of eroded beryllium from the main chamber on the 

erosion behavior of carbon in the divertor 
• Data on the probability of re-erosion of deposited carbon 

and its migration behavior to remote or hidden surfaces 
• Understanding of mixed material systems in tokamaks  
• Retention of tritium by beryllium layers. 
 
Tungsten - Beryllium 
 
Recently the JET main chamber wall has been covered fully 
by beryllium and the divertor is now made fully of tungsten 
(the “ITER-like wall”: ILW) 20,21,22. The main driver for the 
installation of the JET-ILW was the expected reduction in fuel 
retention. The expectations have been met: with the JET-ILW 
the long-term fuel retention has been reduced by more than 
one order of magnitude with respect to JET-C23. The 
remaining retention mechanisms are now co-deposition with 
Be and, of less importance, hydrogen implantation in Be and 
W. A strong reduction of divertor radiation has been found 
with the ILW. This is a consequence of the absence of carbon 
radiation and the low radiation potential of beryllium and 
deuterium inside the divertor24. With incident power densities 
of 5-10MW/m2 or higher, divertor target plates of large 
tokamaks are driven close to the material limits. Moreover, 
the possible occurrence of thermo-mechanical fatigue cannot 
be ignored. 
 

182



All High-Z metal wall 
 
In view of the necessities for DEMO also the avoidance of 
Beryllium is an important matter. This could be achieved 
by using a full tungsten lining of the inner wall and the 
divertor. The Tokamak ASDEX-upgrade took the leading 
task developing an integral solution with main chamber 
wall and divertor covered fully with tungsten. (Fig.. 9) 25. 
 
 

 
Fig. 9  Lining of the inner wall of ASDEX-Upgrade with 
tungsten  
 
As a main result the transport of eroded material to remote 
areas has been reduced significantly. The deposited layers 
in the inner divertor were reduced by a factor of ten. The 
deposits are mainly B and C from boronization and 
residual C in the machine26. The absence of carbon 
radiation requires external impurity seeding for achieving a 
sufficient power exhaust via radiation. This has been 
demonstrated successfully by feed-back controlled in 
jection of different gas species27.   
 
VI. CONCLUSIONS 
 
The primary goal of ITER - 500 MW fusion power for 8 
minutes of pulse duration and significant alpha-particle 
heating - will be achieved with the available concepts for 
the control of plasma-wall interaction. The open questions 
of plasma-wall interactions refer to problems with the 
realization of a continuously operated fusion device. In 
ITER these questions have only relevance for the 
availability of the experiment.  
 
A high availability is crucial for the economy of a fusion 
power plant. Fusion research enters now into a new era, in 
which the main question is not anymore whether we can 
produce a burning fusion plasma – this we know in 
principle based on the results of JET28. Now the new goal 
is the demonstration of an economical long-term operation. 
The research field plasma-wall interaction is for this a key 
topic. 
 
The current research in the area of plasma-wall interactions 
concentrates in the coming years on decisions related to the 

construction of ITER. On the long run the research will 
contribute to the improvement of the ITER operation as well 
as on the preparatory work for the next step – the construction 
of the first fusion power station DEMO. 
 
The stellarator development will play an important role for the 
plasma-wall interaction research regarding the development of 
concepts for steady state operation of fusion devices. 
Stellarators, like the Wendelstein 7-X, work contrary to 
tokamaks not in a pulsed manner. This makes stellarators 
particularly relevant for investigations of plasma-wall 
interactions during continuous operation. The concept of an 
island divertor will impose new questions about heat and 
particle exhaust. However, in general the problems of plasma-
wall interactions are alike in stellarators and tokamaks. 
 
Experiments with new wall concepts on a large scale are very 
important. However, the complex questions of plasma-wall 
interaction with its various aspects in plasma physics, surface 
physics, atomic and molecule physics, chemistry as well as 
material sciences cannot be solved alone on the large 
facilities, like JET or later ITER. Flexible smaller and medium 
sized plasma devices (tokamaks, stellarators, linear plasmas) 
as well as specialized laboratory equipment (e.g. test facilities 
for thermal loads, material laboratories) represent the actual 
backbone for the study of plasma-wall interaction. 
 
 
REFERENCES 

/1/  G. Janeschitz et al., “Divertor design and its integration into 
ITER”, Nucl. Fusion 42 (2002) 14-20  

/2/  U. Samm et al., ”Radiative edges under control by 
impurity fluxes”, Plasma Phys. Contr. Fusion 35 (1993) 
B167 

/3/  A Loarte et al., “Characteristics of type I ELM energy and 
particle losses in existing devices and their extrapolation to 
ITER”,  Plasma Phys. Control. Fusion 45 (2003) 1549-1569  

/4/  M. Lehnen et al., „Runaway genereation during disruptions 
in JET and TEXTOR“,J. Nucl. Mater. 390-391 (2009) 740 

/5/   http://www.jet.uk/ 
/6/  A. Huber et al., “Plasma radiation distribution and radiation 

loads onto the vessel during transient events in JET”, J. Nucl. 
Mater. 390-391 (2009) 830 

/7/  J. Rapp et al., "Integrated scenario with type-III ELMy H-
mode edge: extrapolation to ITER", 2009 Nucl. Fusion 49 
095012 

/8/  P.T. Lang et al.,  “ELM pace making and mitigation by pellet 
injection in ASDEX Upgrade”, Nucl. Fusion 44 (2004) 665-
677 

/9/  T.E. Evans et al., "Edge stability and transport control with 
resonant magnetic perturbations in collisionless tokamak 
plasmas", Nature Physics 2 (2006) 419 

/10/  Y. Liang et al., “Active Control of Type-I Edge-Localized 
Modes with n=1 perturbation fields in the JET tokamak”, 
PRL 98 265004 (2007)  

/11/  M. Lehnen et al., “Transport and divertor properties of the 
dynamic ergodic divertor”, Plasma Phys. Control. Fusion 47 
(2005) B237 

                                

183



/12/  W. Eckstein, „Computer simulation of ion-solid 
interaction“, Springer Verlag, Berlin (1991) 

/13/  J. Roth et al., „Flux dependence of carbon erosion and 
implications for ITER“, J. Nucl. Mater. 337-339 (2005) 
970 

/14/  A. Kallenbach et al., „Tokamak operation with high-Z 
plasma facing components”, 32nd European Physical 
Society Conference on Plasma Physics (EPS) 2005 
Tarragona, Spain, to be published in Plasma Phys. Contr. 
Fusion 

/15/  A.Pospieszczyk et al., Phys. Scr. T 81 (1999) 48 
/16/  P. Wienhold et al., „Short and long range transport of 

materials eroded from wall components“, J. Nucl. Mater. 
313-316 (2003) 311 

/17/  G Counsell et al., “Tritium retention in next step devices 
and the requirements for mitigation and removal 
techniques”, Plasma Phys. Control. Fusion 48 No 12B 
(2006) B189 

/18/  J. Roth et al., “Recent analysis of key plasma wall 
interactions issues for ITER”, J. Nucl. Mater. 390-391 
(2009) 1-9 

/19/  A. Kirschner et al., "Simulation of the plasma-wall 
interaction in a tokamak with the Monte-Carlo code ERO-
TEXTOR", Nucl. Fusion 40 5 (2000) 989 

/20/       V.Philipps V. et al 2010 Fusion Eng. Des. 85 1581 
/21/       S.Brezinsek S. et al 2011 J. Nucl. Mater. 415 S936 
/22/       G.Matthews G.F. et al 2012 Phys. Scr. T145 014001 
/23/       T.Loarer T. et al 2013 J. Nucl. Mater. 438 S108 
/24/       A.Huber, A. et al. 2013 J. Nucl. Mater 438 S139 
/25/  A. Kallenbach et al., „Spectroscopic investigation of 

carbon migration with tungsten walls in ASDEX 
Upgrade“, J. Nucl. Mater. 363-365 (2007) 60   

/26/  M. Mayer et al., “Carbon balance and deuterium 
inventory from a carbon dominated to a full tungsten 
Asdex Upgrade”, J.Nucl.Mater. 390-391 (2009) 538 

/27/  A.Kallenbach, A et al. 2012 NF 52 122003 
/28/  U. Samm, “Controlled Thermonuclear Fusion at the 

Beginning of a New Era”, Contemporary Physics 44 3 
(2003) 203-217 

 
 
 

                                                    

184



TRANSPORT PROCESSES IN THE PLASMA EDGE

Bernhard Unterberg
Institut für Energieforschung - Plasmaphysik, Forschungszentrum Jülich GmbH∗, Association EURATOM-FZ Jülich
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ABSTRACT

Basic properties of the plasma edge in magneti-
cally confined fusion plasmas are summarized. Starting
from the magnetic topology of tokamaks we describe
the transport of the scrape-off layer including drifts,
the transition to high recycling and detached plasma
regimes typical for divertors and the consequences of
the electrostatic Debye sheath in front of the plasma
facing components. The transport of the fuel neutrals
(hydrogen atoms and molecules) is introduced.

I. INTRODUCTION

Processes at the edge plasma in general and
plasma-wall interaction in particular play a crucial role
for achieving a steady state burning fusion plasma. The
first wall has to withstand and exhaust the α- parti-
cle heating power and the helium-ash must be removed
(pumped) from the plasma. Wall erosion affects the
lifetime of wall elements and releases impurities into
the plasma, which then cause fuel dilution and energy
loss due to radiation from the plasma centre. More-
over, also global confinement properties can be affected
by edge processes. Therefore, understanding these pro-
cesses and controlling the edge plasma by appropriate
means is an important field of research (cf. also [1] for
an introduction to the field of plasma- wall interaction).

The plasma in a tokamak or stellarator represents
an open system. The wall is a perfect plasma sink and
owing to the finite confinement times (energy and par-
ticle confinement times τE and τP ) the plasma has to
be renewed continuously. The energy content E is sus-
tained by heating, E = Pheat ∗ τE , with the heating
power Pheat. The number N of particles in the plasma
is sustained by a permanent flow of D/T gas from the
wall elements into the plasma, N = Γ ∗ τp. The alpha
particles with a power density of Pα = 0.15MW/m3

(T=10 keV, n = 1020m−3) lead to an average wall load
of some 100kW/m2, if we take into account a plasma
volume of roughly 1000m3 for self- sustained burn - a

∗Partner in the Trilateral Euregio Cluster

moderate value. However, energy exhaust becomes a
problem, because the magnetic field directs the con-
vected heat load on rather small wall areas. This can
lead to peak loads which could damage the wall.

Another important issue of edge physics is impurity
generation and impurity exhaust. Any impurities in the
plasma centre lead to fuel dilution reducing the fusion
power. Their concentration has to stay below a certain
level. E.g. the concentration of the unavoidable helium,
which is generated at a rate of RHe = 1018s−1m−3,
should not exceed significantly a value of about 10%.
This condition is fulfilled when the characteristic time
τ∗p,He for helium removal is sufficiently low [9], [10]. The
experimental values found for τ∗p,He are much larger
(factor 10 or more) than the global confinement time
of helium demonstrating that helium is recycling at the
wall more than 10 times before it is removed by the
pumps. The presence of other impurities in the plasma
depends on the choice of wall materials, erosion pro-
cesses and edge plasma properties, like temperature,
density and particle transport (for a further descrip-
tion of impurity transport and radiation processes cf.
[11]).

No unique definition exists for the term ”plasma
edge” or ”plasma boundary”. An important part of
the edge plasma is the scrape-off layer (SOL) which
is that region of the plasma where the magnetic field
lines intersect wall elements. But significant processes
occur also inside the confined plasma, like neutral parti-
cle penetration, ionization, charge exchange or impurity
line radiation. These atomic processes have an impact
on the properties of both, the edge plasma and the core
plasma.

In this lecture plasma edge physics is introduced
comprising the SOL as well as part of the confined
plasma. The relevant processes are discussed follow-
ing the transport cycle of the particles beginning with
the boundary conditions which are given by the mag-
netic topology. After an illustration of the basic SOL
properties, we discuss the penetration of neutrals into
the plasma. Then a general description of the parallel
transport in the SOL is given. Next, we introduce the
Debye sheath in front of the plasma facing components,
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before we finally discuss the properties of the simple
limiter SOL and the complex divertor SOL. Overall,
the physical processes in the plasma edge have impor-
tant consequences for the interaction between plasma
and wall and the resulting recycling and erosion mech-
anisms. This subject is discussed in a separate lecture
[2].

An excellent introduction into the physics of
the plasma boundary can be found in the book of
P.C. Stangeby ”The Plasma Boundary of Magnetic Fu-
sion Devices” [3]. Further monographs used for this
overview have been published by A.V. Nedospasov and
M.Z. Tokar [4] and R. Schneider [5], a review article
on experimental divertor physics by C.S. Pitcher and
P.C. Stangeby is published in [6].

II. MAGNETIC TOPOLOGY

Wall elements which intersect the magnetic field
serve as a perfect plasma sink and impose a flow di-
rected along the field lines. The flux tubes generated at
each wall element are filled with plasma by perpendicu-
lar transport (diffusion, drifts). This property helps to
build up a particle density sufficient for helium exhaust.
On the other hand the concentration of plasma flow on
small areas is less beneficial for power exhaust, since a
uniform plasma flow to the whole wall would avoid peak
heat loads. The very details of particle and heat load
on the wall are determined by the magnetic topology
and the geometry of the plasma facing components. We
have to distinguish two different concepts: divertor and
limiter. The poloidal divertor shown in Fig. 1 is used in
the performance oriented tokamak devices (JET, JT60-
U, DIII-D, ASDEX-U) and is the preferred concept for
the next step device. The simpler (and cheaper) limiter
is explored e.g. in Tore Supra and TEXTOR (toroidal
belt limiter), in particular, with respect to steady state
technology, plasma-wall interaction and new concepts
with ergodic boundaries. The subject of ergodic diver-
tor physics is discussed in [7], for a review on divertor
physics in stellarators the reader is referred to [8].

The projection of the flux tubes on the surface of
the limiter/divertor plate is determined by two angles:
the tilting angle α between toroidal and poloidal direc-
tion depends on the rotational transform (safety factor)
q; the angle Ψ in the poloidal plane between the mag-
netic field and the surface normal is given by the lim-
iter shape or the orientation of the divertor plates. In
torus geometry α varies along the poloidal coordinate
depending on the aspect ratio and the plasma pressure.

Figure 1: Poloidal divertor and toroidal limiter concept
shown in the poloidal plane of a tokamak

III. BASIC CHARACTERISTICS OF THE SOL

Both concepts shown in fig. 1 are toroidally sym-
metric. This allows to discuss the main features by re-
ducing the transport inside the SOL to a 2-dimensional
problem: flow along the field line (coordinate z) and
diffusion in radial direction (coordinate x) as shown in
fig. 2. As we will see below, the radial extension of the
SOL is small with respect to the minor radius of the
plasma (λ ¿ a), so that we can apply a plane geome-
try and straighten out the SOL as indicated in fig. 2,
thereby neglecting toroidal effects.

The SOL begins at the last closed flux surface
(LCFS). After the initiation of the plasma discharge
and on a time scale of µs, electrons will rush ahead
the ions as a consequence of their higher mobility and
charge up the solid negatively. A thin sheath will form
to shield the electrostatic potential with a characteristic
length given by the so called Debye length

λD =
√

ε0kTe

nee2
(1)

For Te = 20eV and ne = 1019m−3 we get λD =
10−5m, which reflects the fact that the plasma main-
tains quasi- neutrality very well. Further properties of
this sheath will be discussed in section VI.

However, the shielding is imperfect because of the
thermal motion of the plasma particles and a small elec-
tric field penetrates the plasma (pre-sheath) which ac-
celerates the ions towards the target. The electrons feel
a corresponding retarding field. The plasma fluid as a
whole is quasi- neutral, because of the plasma sink at
the end of the field lines a pressure gradient develops
and a symmetric flow towards both ends is driven. At
the symmetry plane the parallel flow velocity v‖ and the
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Figure 2: 2-d model of the SOL, a) simple SOL, b)
complex SOL

parallel flux density Γ‖ must be zero (stagnation plane)
and at both ends the flow velocity reaches sound speed,
v‖ = cs (so called the ”Bohm criterion”).

At the material surfaces ions and electrons recom-
bine and are released back into the plasma as neutrals,
will be ionized by impact of electrons and form the
plasma source to drive again plasma flow back to the
material surfaces. This process which has a very short
time scale compared to the duration of a plasma dis-
charge (e.g. in TEXTOR several tens of ms compared
to 10 s) is called recycling. The recycling process is
strongly influenced by the fact how the neutrals are
released into the plasma and where they get ionized.
Some characteristics of the transport of neutrals in the
plasma edge are summarized in section IV. Much more
details, in particular on techniques how to prescribe the
neutrals in realistic geometry are given in [9]. Two dif-
ferent situations can be distinguished with respect to
the particle sources in the SOL. Under the simplified
assumption that there are no ionization sources in the
volume of the SOL but the sources are located inside
the confined volume, the SOL is solely filled by a cross-
field diffusion with a flux density Γ = −D⊥∂n/∂x. This
situation is generally named the ”simple SOL”, cf. fig.
2a). On the other hand, if all ionization sources are
located inside the SOL, no perpendicular diffusion into
the SOL develops, cf. fig. 2b). While the first sit-
uation is usually realized in limiter tokamaks and in
divertor tokamaks with low plasma densities, the sec-
ond situation can only be realized in divertor tokamaks
at high plasma densities and is usually called the ”com-
plex SOL” for reasons which will become clear in the
following.

Throughout this overview we will describe the edge

plasma in the fluid picture with equations for the av-
erage quantities rather than with a full kinetic anal-
ysis. Strictly, the requirement for such a procedure
is that the self- collisional mean free pathes of elec-
trons and ions λee ≈ λii ≈ 1016T 2/n (with T in eV
and n in m−3 yielding λee,ii in m) are smaller than
the extension of the plasma along the magnetic field
(connection length L). In the medium size limiter toka-
mak TEXTOR with typical SOL parameters L ≈ 20m,
n = 1 − 10 · 1018m−3 and T = 10 − 100eV the mean
free path is 0.1m (high density/ low temperature case)
up to 100m (low density/ high temperature case) the
situation can be marginal at SOL low densities.

With simple estimates we may now characterize
some basic features of such a SOL as the SOL thickness
and the radial density variation, assuming a simple SOL
with perpendicular diffusion as particle source for the
SOL. For this first estimate we may relate the length of
the flux tube (connection length 2L, where L = πqaR in
a toroidal limiter / poloidal divertor configuration with
qa the safety factor at the edge and R the major ra-
dius) and the SOL thickness λ to the average transport
velocities v‖ and v⊥ according to

v⊥
v‖

=
λ

L
. (2)

For the average velocities we take v‖ = 0.5cs and
v⊥n = D⊥∂n/∂x. With the characteristic length λ =
(1/n)∂n/∂x we obtain for Eq. 2

D⊥/λ

0.5cs
=

λ

L
. (3)

From this relation we get the well known expression
for the SOL thickness λ (i.e. the density decay length)

λ =
√

D⊥L

0.5cs
(4)

With typical values for an edge plasma D⊥ =
1m2/s, T = 50eV , and L=10 m we obtain λ = 30mm.
This is a remarkably small value compared to the di-
mensions of a fusion reactor. As a consequence, the
surface area wetted by the plasma reduces by roughly
two orders of magnitude with respect to the total wall
area, leading to unacceptable high heat loads. We will
see later that this simple calculation even overestimates
the SOL thickness, in particular close to the plasma fac-
ing components.

The radial variation f(x) of density inside the SOL
can be derived from a simple 1d-calculation based on
the conservation of mass along the flow channel z

∂

∂x
D⊥

∂n

∂x
=

∂

∂z
(nv‖). (5)
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Assuming in a first step D⊥ = const and ∂n/∂x =
const. along z as well as a constant r.h.s of Eq. 5 repre-
sented by ∂/∂z(nv‖) = n/τ‖ with a characteristic par-
ticle residence time in the SOL given by τ‖ (parallel
transport to the target is the only plasma sink, no par-
ticle sources caused by ionization of neutrals inside the
SOL are considered) we obtain the solution of Eq. 5

n(x) = n(0) exp(−x/
√

D⊥τ‖) (6)

The density shows an exponential decay inside the
SOL with a characteristic length λ =

√
D⊥τ‖ as given

by Eq. 4, n(0) denotes the density at the LCFS. Here,
the typical time scale of parallel transport to the tar-
gets τ‖ is of the order of ms. However, one has to be
careful when using these simple expressions, as particle
sources inside the SOL and drifts will alter the result
as discussed later on.

IV. NEUTRAL PARTICLE TRANSPORT

Hydrogen (deuterium or tritium) and impurity neu-
trals are released from the plasma facing components
and penetrate into the edge plasma. Owing to the dif-
ferent release mechanisms as discussed in [2] we observe
also different particle velocities. This has an important
impact on the edge plasma.

Hydrogen may be released as a molecule H2 or
an atom H0. It has been found that in the recycling
process the probability for molecule formation depends
on the surface temperature, which determines the resi-
dence time in the surface. At low temperatures mainly
molecules are desorbed while above about Ts = 1200K
the majority of particles is released as atoms [19] [20].

Some processes involved with the penetration of H2

are illustrated in Fig. 3 . Because of electron impact
the molecule dissociates. Various dissociation channels
compete, with cross sections depending on Te. Some of
them are given in table 1 together with the rate coeffi-
cients for Te =50 eV.

The reaction no.1, also illustrated in Fig. 3, is only
dominant at or below Te = 10eV , whereas at higher Te

the molecule is first ionized and then dissociated (reac-
tions no.3 and no.4), as is obvious from the rate coef-
ficients < σv >dis [21]. The atoms resulting from the
dissociation of molecules in ground state gain energies
in the range of 2.2eV . Surprisingly, average energies
significantly lower than these (0.5eV ) have been mea-
sured in the vicinity of a limiter [22] [23]. It is assumed
that this is caused by vibrationally excited molecules.

The probability that an atom has at least one
charge exchange (CX) reaction before it is ionized is
rather high because the rate coefficients for ionization

H
H

H

2

o

o

H
H

H

2
o

o

H

H

Ho

dissociation

ionisation

charge
exchange

H

Figure 3: Molecule dissociation and charge exchange
processes at the plasma boundary (solid circles: atoms,
open circles: ions)

no. dissociation reaction < σv >dis /m3/s
1 H2 → H0 + H0 6 · 10−15

2 H2 → H0 + H+ 2 · 10−15

3 H2 → H+
2 4 · 10−14

4 H+
2 → H0 + H+ 3 · 10−13

5 H+
2 → H+ + H+ 6 · 10−15

Table 1: Dissociation reactions of hydrogen molecules
and molecular ions[21].

< σv >i and CX < σv >CX are similar as is shown in
the table 2 [21].

Using the atomic and molecular data the transport
of neutral particles can be modelled with a rather high
accuracy even for complicated 3d-geometries [24] [9].

The velocity of impurity atoms also depends on
their release mechanisms. The fastest particles are re-
flected impurities (impurity ions from the plasma, neu-
tralized and re-emitted). Among the erosion mecha-
nisms, sputtering generates particles in the range of
5 eV. Atoms coming from molecules gain their veloc-
ity from the dissociation energy. Sublimated or evap-

Te = Ti 10 100 eV
< σv >i 7 · 10−15 3 · 10−14 m3s−1

< σv >CX 2 · 10−14 5 · 10−14 m3s−1

Table 2: Rate coefficients for ionization and charge ex-
change [21].
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orated atoms have only thermal energy, thus represent
the slowest particles with the least impact on the edge
plasma (cf. discussion in [2]).

Recombination processes are generally not impor-
tant unless the plasma is very cold as in detached di-
vertors, since in most cases the recombination times of
ions are much longer than the average residence time
of the particles in the plasma.

The ionization time of an atom can be calculated
from the rate coefficient for ionization < σv >i (Te)
and the local electron density ne. The time derivative
of the neutral density n0 owing to ionization is then
given by

∂n0

∂t
= −nen0 < σv >i (7)

leading to an exponential decay of the atom density

n0(t) = n0(t = 0) exp(− t

τi
). (8)

The ionization time τi is given by

τi =
1

ne < σv >i
(9)

The penetration of neutral particles into a homo-
geneous plasma having a velocity v0 is given by the
ionization length

λi =
v0

ne < σv >i
(10)

In the presence of a radial profile of both the elec-
tron density and temperature the description of the ion-
ization length can be generalized to

∫ λi

0

ne(r) < σv >i (Te(r))
v0

dr = 1 (11)

We can define the ion source distribution Q(r),
which is given under steady- state conditions as

Q(r) = −∂Γ0

∂r
= n0(r)ne(r) < σv >i (Te(r)) (12)

Here, Γ0 = n0v0 is the neutral flux density under
the simplifying assumption of a mono-energetic neutral
velocity distribution. The ionization length λi can be
used to characterize the radial extent of the ion source
distribution. As a consequence the impact of neutrals
on the edge plasma is characterized both by their ve-
locities as determined by the specific release mechanism
and the edge plasma parameters ne and Te.

As stated before, for hydrogen atoms charge ex-
change processes are important in addition. This gives
rise to a diffusion process of the atoms. The penetration
depth is given by the geometric mean of the ionization

length λi as given by Eq. 10 and the mean free path for
the CX process λCX [25] using for both (!) the thermal
ion velocity vth =

√
kTi/mi

λpen =
vth

ne
√

< σv >CX< σv >i
. (13)

V. GENERAL DESCRIPTION OF PARALLEL
TRANSPORT IN THE SOL

We start our general description of SOL transport
parallel to the magnetic field (z direction) in the fluid
picture with the conservation equations for particles,
momentum and energy under steady- stated conditions
(no partial time derivatives). The extension to 2D
transport (parallel - radial) can be made by including
”effective” cross field sources (cf. [3], chapter 13, and
[4], section 1.1). We consider two species (electrons e
and singly charged plasma ions i) under the assumption
of quasi- neutrality (ne = ni = n).

∂

∂z
(ni,ev‖i,e) = Sp (14)

Here n denotes the particle density, v‖ the parallel
fluid velocity and Sp the particle source which can be
related to particle transport into the SOL, to ioniza-
tion or recombination processes (the latter forming a
particle sink in the SOL volume).

Next we introduce the momentum equations for
plasma ions of mass mi in its conservative form

∂

∂z
(minv2

i,‖ + pi) = enE + Rie + Rn. (15)

Here pi = kTin is the ion pressure with Ti the ion
temperature, k the Boltzmann constant, e the elemen-
tary charge, E the parallel electric field, Rie the fric-
tion force term owing to collisions with electrons and
Rn the friction force term owing to collisions with neu-
trals. Both friction terms have two contributions,

Rie = me(ve − vi)νein + 0.71n
∂kTe

∂z
(16)

with me the electron mass, νei the electron ion col-
lision frequency and Te the electron temperature, and

Rn = −mi(vi − vn) < σv >CX nnn + mivnSp (17)

with vn the velocity which with the neutrals with
a Maxwellian distribution are drifting, < σv >CX the
rate coefficient for charge exchange between ions and
neutrals and nn the neutral density.

For electrons the inertia term ∂
∂z (menv2

e,‖) can be
neglected as well as electron momentum sources be-
cause of the small electron mass, and we are left with
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∂

∂z
pe + enE = −me(ve − vi)νein− 0.71n

∂kTe

∂z
(18)

If we solve equation 18 for the parallel electric field,
we obtain Ohm’s law as

E =
j‖
σ‖
− 0.71

e

∂kTe

∂z
− 1

en

∂pe

∂z
(19)

where the parallel current density has been defined
as j‖ = en(vi − ve) and the parallel electric conductiv-
ity as derived assuming balance between electric and e-i
friction force as σ‖ = e2n/(meνei). In most cases one
assumes local ambipolarity, j‖ = 0 such that for a deu-
terium plasma ve = vi = v. Otherwise, a current con-
tinuity equation is needed e.g. to describe cases where
external currents are driven in biasing experiments (cf.
also the discussion in [3], chapter 17).

Next we proceed to the energy conservation equa-
tion for ions, which is given as

∂q‖i
∂z

=
∂q‖i,conv

∂z
+

∂q‖i,cond

∂z

=
∂

∂z

[(
5
2
Ti +

1
2
miv

2
i

)
nvi − κ0iT

5/2
i

∂Ti

∂z

]

= enviE + +Qin −Qeq, (20)

where we have decomposed the parallel heat flux
into its convective and conductive part. The heat con-
duction coefficient K = κoiT

5/2
i has a very strong tem-

perature dependence, for ions we have for deuterium
ions κoi = 60 to get with Ti in eV and ∂Ti/∂z in
eV m−1 the conductive heat flux in Wm−2. The term
Qin denotes the energy exchange between ions and neu-
trals during charge exchange processes,Qeq is the en-
ergy transport from ions to electrons in Coulomb colli-
sions.

For electrons we get accordingly

∂q‖e
∂z

=
∂q‖e,conv

∂z
+

∂q‖e,cond

∂z

=
∂

∂z

[
5
2
Tenve − κ0eT

5/2
e

∂Te

∂z

]

= −enveE + Qr −Qei + Qeq, (21)

.
Again we have omitted the inertia term in the con-

vective flux, Qr denotes the Joule heating term (not
present if j‖ = 0), Qei is the energy loss of electrons be-
cause of inelastic collisions which ionize or excite neu-
trals. The heat conduction by electrons is substantially
larger than that of ions, κoe = 2000, because of the
m−1/2 dependence of the heat conductivity.

Now we are still missing boundary conditions for
our fluid equations 6, 15, 18, 20 and 21. At the stagna-
tion plane we request from symmetry considerations

v‖ =
∂n

∂z
=

∂Ti

∂z
=

∂Te

∂z
= 0. (22)

The boundary conditions at the limiter and target
plate are defined by the existence of the Debye sheath
mentioned before, which is the subject of the next sec-
tion.

VI. THE SHEATH

Within the Debye sheath quasi - neutrality is no
longer fulfilled and the electrostatic potential is given
by Poisson’s equation

∂2V

∂z
= − e

ε0
(ni − ne). (23)

In this potential the electrons can be described by
a Boltzmann equation

ne(z) = nse exp(e(V − Vse)/kTe) (24)

where nse,e = nse,i = nse is the density at the
sheath entrance. This potential distribution constitutes
a hill for the electrons (V < 0), as the limiter or diver-
tor surface has initially been charged negatively by the
electrons. At the sheath entrance we have the potential
Vse which will be deduced from the parallel transport
equations in section VII.

The ions will be accelerated in the sheath. If
we assume now following the derivation in [3] that
the parallel ion flux density remains constant within
the very thin sheath, nivi = const., and for a mo-
ment that Ti = 0, we can use ion energy conservation
1
2miv

2
i = −eV (no change of thermal energy) to obtain

ni(z) = nse(Vse/V )1/2. (25)

We use Eqns. 24 and 25 to transform 23 to

∂2V

∂z
= − e

ε0
nse

[(
Vse

V

)1/2

− exp(e(V − Vse)/kTe)

]
.

(26)
Now we consider the region just inside the sheath

where ∆V ≡ Vse − V > 0 is small with respect to V
and expand the two terms on the RHS of Eqn. 26

(
Vse

V

)1/2

≈ 1 +
1
2

∆V

Vse
= 1− 1

2
∆V

|Vse| (27)

exp (e(V − Vse)/kTe) ≈ 1− e∆V

kTe
(28)
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to get

∂2∆V

∂z
=

e∆V

ε0
nse

(
e

kTe
− ∆V

|Vse|
)

. (29)

From the condition that the electric potential in the
Debye sheath has a monotonic distribution it follows
that

e

kTe
≥ ∆V

|Vse|
miv

2
se ≥ kTe

vse ≥ cs (30)

where cs is the sound velocity and Eqn. 30 de-
fines the Bohm criterion for the ”plasma exit veloc-
ity”. It will be supplemented with a condition vse ≤ cs

following from the calculation of the parallel velocity
profile in the SOL as described in section VII to end
with vse = cs as boundary conditions for the parallel
flow at the sheath entrance (valid as long no drifts are
considered, cf. section VIII).

Using this Bohm criterion we can describe the ion
flux density to the target as the parallel flux density at
the sheath entrance (se) (neglecting additional sources
in the very thin sheath)

Γi
target = nescs =

1
2
n(0)

√
k(Ti + Te)

mi
. (31)

To preserve ambipolarity the ion flux (for an ion
charge Z=1) must balance the electron flux which is
influenced by the sheath potential drop Vs. The elec-
tron distribution remains Maxwellian in the retarding
electric field. Thus, the electron flux to the target reads

Γe
target =

1
4
nesce =

1
4
nes exp (

eVs

kTe
)
√

8kTe

πme
. (32)

Equating 31 and 32 yields

eVs

kTe
= 0.5 ln (2π

me

mi
)(1 +

Ti

Te
). (33)

Typical values for the ratio given above are about
3. To quantify the total potential drop between stag-
nation plane and target surface one has to add the pre-
sheath potential drop deduced in the next section VII
(cf. Eqn. 48). Emission of electrons from the surface
reduces the electrostatic potential. In some cases it can
even lead to a breakdown of the sheath. The most im-
portant effect is the emission of secondary electrons, but
also reflected electrons, photon induced emission and

thermal emission play a role. In particular, above cer-
tain temperatures thermal emission can dominate and
is considered to be one reason for the formation of so
called hot spots [18].

The ions gain energy in the sheath (at the expense
of the electrons which are cooled because only the fast
part of the electron population can leave the plasma
while the slower ones are repelled by the sheath poten-
tial). The impact energy of ions to the target

Eion = 2kTi + 3ZkTe (34)

with Z the charge of the ions, is significantly increased
by the acceleration in the sheath, especially for highly
charged impurity ions, leading to enhanced physical
sputtering (cf. discussion in [2]).

The heat flux density of ions and electrons from the
plasma onto the surface can be related to the particle
flux densities leaving the plasma with the help of the
so called ”sheath transmission coefficients” defined as

γi,e =
qi,e

kTeΓtarget
(35)

For electrons we get γe ≈ 2 + 3 + 0.5 from the
thermal, sheath and pre- sheath contribution. The
ions don’t have a Maxwellian distribution, if they had,
then γi ≈ 2.5Ti/Te + 0.5 + 0.5Ti/Te. Numerical simu-
lations allowing for non- Maxwellian ion distributions
give somewhat smaller results γi ≈ 2 − 3. The total
sheath transmission coefficient is then around γ = 8.
The heat flux density to the target can be expressed as

qtarget = γnescskTe = nes

√
k(Ti + Te)

mi
kTe. (36)

We finally can include the power flow deposited on
the target upon recombination of the ion-electron pairs
and possibly formation of molecules. This potential
energy flow density can be expressed as

qp = nescskεp = nes

√
k(Ti + Te)

mi
εp. (37)

with the potential energy εp composed of the ion-
ization and dissociation energy of deuterium atoms and
molecules, εp ≈ 16eV .

The magnetic field −→
B has no influence on the

sheath description as long as the surfaces are orthogo-
nal to −→B . In practice, however, surfaces are tilted to
spread the power onto the target. By enlarging the an-
gle Ψ between −→

B and the normal to the surface the
power flux density normal to the target can be reduced
to
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Figure 4: Near surface region for a target inclined to
the magnetic field [13] (figure adapted from [3])

qdep = q‖ cosΨ. (38)

The parallel heat flux density in a fusion reactor
can be in the order of 100 − 1000MWm−2 so that a
shallow inclination of the targets with Ψ up to 89o is
envisaged. For these small angles of incidence a new
feature, the magnetic pre-sheath [13] shows up, which
extends from the electrostatic Debye sheath discussed
before about one ion larmor radius (∼ 10−3m) into the
plasma. The reason for the formation of the magnetic
pre- sheath is, that there is now an ExB drift of the ions
perturbing the last gyro-orbits in front of the target,
while the electrons will follow the magnetic field lines
virtually all the way to the surface because of their
much smaller gyro radius (cf. fig. 4). As a consequence,
the Bohm criterion for the parallel flow now applies at
the magnetic pre- sheath edge.

Equating the ion flux at the magnetic pre- sheath
(mse) with the electron flux at the electrostatic sheath
entrance (se), again assuming ambipolar flow and no
sources in the pre-sheath and the Boltzmann relation
for electrons)

nmsecs cos Ψ = nsecs = nmse exp (eVmse/(kTe))cs

(39)
leads to

eVmse

kTe
= ln cosΨ. (40)

The total potential drop in Debye VDS and mag-
netic pre-sheath Vmse together is independent on Ψ to
first order as found in numerical calculations [13], in-
stead Ψ determines the split between Vmse and VDS .
Thus, to first order, the sink action of the solid surface
acting on the plasma, with regard to both particle and
power flows, is unaffected by the change from a normal

to an oblique target, as are the sheath voltage drop and
the ion impact energy onto the target (Eqn. 34).

VII. PROPERTIES OF THE SIMPLE SOL

Now we return back to the description of the par-
allel flow in the SOL. First we will describe the case of
the simple SOL (cf. fig. 2a), which is also called the
sheath- limited regime. The model assumptions are the
following:

• The 1D fluid flow is isothermal, Ti = const. and
Te = const., and there are no heat sinks or sources
inside the SOL. Thus, we don’t need the energy
transport equations.

• There are no particle sources from ionization in-
side the SOL, the only source is diffusive cross field
transport.

• The target is a perfect plasma sink, there are no
volume sinks as recombination.

• The ions and electrons are fully decoupled.

The source term for the continuity equation along
z is given by radial particle transport into the SOL (no
ionization inside the SOL)

∂

∂z
(nv‖) = Sp = − ∂

∂x
(D⊥

∂n

∂x
) =

D⊥n

λ2
. (41)

For the ion momentum balance, we again neglect
friction with neutrals (CX losses and ionization) and
represent the electric field with the help of the Boltz-
mann relation Eq. 24 yielding

minv‖
∂v‖
∂z

= −k(Te + Ti)
∂n

∂z
+ miv‖Sp (42)

with Sp as given by Eq. 41.
Defining a parallel Mach number M‖ = v‖/cs and

using the definition of the (isothermal) ion sound veloc-
ity cs =

√
(k(Te + Ti)/mi we can now use Eqs. 41 and

42 to deduce two coupled equations which describe the
variation of the density and the Mach number along z

∂n

∂z
= −nD⊥

csλ2

2M‖
1−M2

‖
(43)

∂M‖
∂z

=
D⊥
csλ2

1 + M2
‖

1−M2
‖

(44)

The divergence of these two equations for M‖ = ±1
defines the boundary condition of the flow at the sheath
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entrance (the Bohm criterion as mentioned before).
Combining Eqs. 43 and 44 we get

∂n

∂M‖
= −n

2M‖
1 + M2

‖
(45)

which can be integrated analytically:

n

n0
=

1
1 + M2

‖
(46)

with n0 the density in the stagnation plane where
M‖(z = 0) = 0. Therefore, the density drops from
the stagnation point to the sheath entrance to half its
value. As we assumed no variation of the particle source
originating from cross field transport into the SOL and
|∂n/∂x| = n/λ = const., the SOL thickness λ reduces
towards the target proportional to the density further
aggravating the problem of the high target load as in-
dicated before.

The equation describing the variation of the Mach
number along z reads

M‖ − 2 arctan M‖ = (
π

2
− 1)

z

L
(47)

Finally, combining Eq. 46 and 24 we get an equa-
tion for the potential in the pre-sheath

V (z) = −kTe

e
ln (1 + M‖(z)2) (48)

Therefore, at M‖ = 1 the total pre-sheath drop is
given by V ≈ −0.69kTe/e.

Fig. 5 depicts the variation of the plasma density,
the Mach number and the electric potential as given by
Eqs. 46, 47 and 48, respectively, from the stagnation
plane z/L=0 to the sheath entrance z/L=1.

For the situation of a simple SOL the power flux
density is determined by the power flow into the SOL
and the power decay length together with the perpen-
dicular extension of the target (i.e. the poloidal ex-
tension in case of a toroidal limiter), which is small as
is the density decay length discussed in section III. At
the same time the temperature at the target surface re-
mains high, unless both the power flow into the SOL
and the temperature at the LCFS are reduced by power
loss mechanisms inside the confined volume (cf. [11]).

VIII. IMPACT OF DRIFTS ON THE SOL FLOW

Next we discuss briefly the influence of drift effects
on the parallel particle transport in the SOL which have
been identified as the cause of significant poloidal asym-
metries in tokamaks ([14], [15], [16], [17], cf. also dis-
cussion in [3], chapter 18, and references therein).

Figure 5: Variation of plasma density n normalized
to n(0), parallel Mach number and normalized poten-
tial drop in the pre- sheath along the magnetic field
from the stagnation plane z/L=0 to the sheath entrance
z/L=1

The model for the parallel transport discussed be-
fore can be extended to include a perpendicular drift
component caused by ExB drift, diamagnetic drift
and ∇B and curvature drift. We decompose the
drift motion into a radial and a binormal component
(−→e r⊥−→e ⊥⊥−→e ‖) which allows to express the poloidal
velocity component vθ as

vθ = v‖ sinα + v⊥ cosα (49)

where α denotes the angle between the toroidal and
poloidal magnetic field components as before (tanα =
Bθ/Bφ)).

As we will continue to investigate transport along
the field line, we have to project the resulting poloidal
velocity onto the parallel direction (cf. fig. 6)

ṽ‖ = v‖ +
1

tan α
v⊥. (50)

As a consequence Eqs. 43 and 44 are modified to

∂n

∂z
=

nD⊥
csλ2

2M‖ + M⊥/ tan α

(M‖ + M⊥/ tan α)2 − 1
(51)

∂M‖
∂z

=
D⊥
csλ2

1 + (M‖ + M⊥/ tanα)2

1− (M‖ + M⊥/ tanα)2
(52)

where M⊥ normalizes the perpendicular velocity to
the sound speed. The boundary condition for the par-
allel Mach number at the sheath entrance reads

M‖(z = ±L) = ±1− M⊥
tanα

. (53)

193



limiter

B

a

eq
v

q

v|||

v|||
~

vz

ef

Figure 6: Projection of the perpendicular drift velocity
onto the parallel direction.

Consequently, the flow towards both sides of the
limiter or to the two divertor plates shown in Fig. 1
is asymmetric, resulting in an asymmetric density dis-
tribution along the field line and in poloidal direction.
Eq. 46 is replaced by

n

n0
=

1
1 + M‖(M‖ + M⊥/ tan α)

. (54)

Within the simple model discussed above (still un-
der the assumptions of no ionizations in the SOL) Fig.
7 illustrates the influence of a perpendicular Mach num-
ber M⊥ = 0.05 on the parallel Mach number along the
field line from the electron drift side of the ALT- II
limiter in TEXTOR (located 450 below the outer mid-
plane) to the ion drift side. The toroidal magnetic field
and plasma current are anti- parallel under standard
conditions in TEXTOR. In that case M‖ > 1 on the ion
drift side. The stagnation plane (as defined by M‖ = 0)
is considerably shifted away from the geometrical sym-
metry plane (located at z = 0.5; here we normalize z
to the total length of the flux tube 2L).

In poloidal divertor tokamaks drifts are thought to
be the cause of strong asymmetries in the power load
of inner and outer divertor target plates, so that both
divertor zones are often in different divertor regimes.
These divertor regimes are the topic of the following
section.

IX. PROPERTIES OF THE COMPLEX DIVERTOR
SOL

At the end of section VII we have noted the prob-
lems of high power flux densities and high temperatures
in limiter SOLs. While the high power flux densities

Figure 7: Influence of a perpendicular drift on the par-
allel Mach number(tan α = 0.1, no ionization in the
SOL)

lead to large temperatures of the surfaces of plasma
facing components, high temperatures give rise to large
energies of particles impinging onto the material sur-
face (cf. Eqn. 34). Both effects will pose huge problems
with the plasma- wall interaction in fusion devices (see
[1] [2]). Therefore, the formation of a plasma regime
with reduced power flow to and a cold plasma in front
of the targets (conduction limited and high recycling
regime) is an important issue in plasma edge physics.

The possibility to reduce the plasma temperature in
front of the plasma facing components by establishing
a temperature gradient along the magnetic field lines is
closely related with the necessity to localize the ioniza-
tion of neutrals close to the target. As it is depicted in
fig. 2b) the parallel plasma flow is then only developing
in the ionization (or recycling) region close to the tar-
get, most of the SOL is stagnant. In particular, there
is no particle flux into the SOL from the confined vol-
ume. In practise, such a situation cannot be reached
to a full extend because there will be also interaction
of the plasma with the main chamber walls, leading to
ionization sources remote from the divertor target or
limiter inside the SOL or even sources in the confined
plasma, if the neutrals recycling at the main chamber
walls penetrate across the LCFS. Nevertheless, the par-
ticle flux from the core and into the SOL remote from
the targets may be rather small with respect to the re-
cycling flux at the targets. While the particle sources
are close to the targets, the heat fluxes remain in the
core of the confined plasma. Therefore, there is still the
power flow out of the confined volume into the SOL and
along the magnetic field towards the targets which con-
stitute the heat sink. Without particle flow this heat
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Figure 8: Schematic illustration of the two point model
(figure adapted from [6])

flux cannot be convective but will be conductive and a
temperature gradient must develop.

We can quantify the effects in the complex SOL
of a divertor using a simple analytical model (the so
called ”two point model”, cf. [3], chapters 4 and 5, and
[6]). For simplicity we assume equal ion and electron
temperatures, Ti = Te. Fig. 8 illustrates the typical
plasma profiles along the magnetic field for such a sit-
uation. We have two different regions, the conduction
region consisting of most of the SOL where there are
no sources or sinks, and the recycling region where we
have the strong ionization sources and possibly a sink
for energy and momentum. The two point model re-
lates the conditions upstream of the target (position u)
to those at the target (position t) in the case where
the fraction fcond of the power is conducted along the
parallel temperature gradient as

q||,cond = fcondPSOL/Aq|| = −κ0T
5/2dT/dz, (55)

where κ0 is taken for electrons because of their
higher heat conductivity (cf. Eqns. 20 and 21), PSOL

is the power flow into the SOL and Aq|| the total cross-
sectional area of the SOL for power flow perpendicular
to −→B (all power enters the SOL upstream of the target).
We include possible volumetric power sinks character-
ized by the factor floss > 0 in the balance between
power flux into the SOL and power flux at the sheath
entrance as

(1− floss)PSOL/Aq|| = γntcskTt (56)

We further introduce a factor ffric < 1 into the
pressure balance to take pressure losses because of mo-
mentum sinks and friction into account

nuTuffric = 2ntTt. (57)

Figure 9: Pressure loss factor from ohmic discharges in
C-Mod as a function of the electron temperature at the
target Tt and factor calculated from Eqn. 59 (figure
adapted from [6]).

Momentum losses induced by CX processes be-
tween ions and neutrals in a high density divertor play
a major role in in poloidal divertors and occur for very
low temperatures below 7 eV, and we will come back
later to an assessment of the factor ffric. On the other
hand, in the island divertor of helical devices detach-
ment processes at higher temperatures have been ob-
served, which have been related to friction losses caused
by counter streaming flux tubes in the complicated 3D
geometry of such an island divertor [30] [8]. An expres-
sion for ffric,CX has been been given in [6] following
an 1D analytical solution for the momentum balance in
[31]. Here it is assumed that the temperature in the
recycling region shown in fig. 8 is constant and the
momentum loss reduces the density only. The density
ratio between the entrance of the recycle region (r) and
the target is given as

nr

nt
=

(
α + 1

α

)(α+1)/2

(58)

where the coefficient α is linked to the rate coeffi-
cients for ionization and charge exchange (cf. section
IV) as α ≡< σv >i /(< σv >CX + < σv >i). Using
the pressure balance equation 57 we obtain

ffric = 2
(

α

α + 1

)(α+1)/2

(59)

.
This Equation fairly well describes the experimen-

tally determined pressure drop in the high density Al-
cator - CMOD tokamak [6] as shown in fig. 9.
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Returning back to the two point model we now inte-
grate Eqn. 55 over the distance L between the upstream
region u and the target region t to obtain

T 7/2
u = T

7/2
t − 7

2
PSOLL

Aq||κ0
fcond. (60)

Because T
7/2
t ¿ T

7/2
u as soon as a temperature

gradient exists the upstream temperature is given as

Tu =
(

7
2

PSOLL

Aq||κ0
fcond

)2/7

(61)

showing a very weak dependence on all parameters.
If we now take nu and PSOL/Aq|| as given, we can

derive from Eqs. 56, 57 and 61 an expression for the
temperature at the target

Tt =
mi

2e

4(PSOL/Aq||)2
(

7
2

PSOLL
Aq||κ0

)−4/7

γ2e2n2
u

· (1− floss)2

f2
fricf

4/7
cond

.

(62)
Correspondingly we get for the density nt at the

target

nt =
n3

u

(PSOL/Aq||)2

(
7
2

PSOLL

Aq||κ0

)6/7
γe2

2mi
· f3

fricf
6/7
cond

(1− floss)2
.

(63)
High upstream densities nu are very efficient to re-

alize a cold and dense high recycling divertor with high
nt and low Tt. We further note that the plasma condi-
tions at the target depend very sensitively on the loss
parameters floss, fcond and ffric. A consistent picture
of these parameters can only be obtained from sophis-
ticated modelling (cf. the discussion in [5]).

Nevertheless, we will give some further considera-
tions on the balance between convective and conductive
heat flux density, which determines the desired temper-
ature drop along the field lines.

As a first step we can deduce the ratio between
upstream and target temperature from Eqn. 61 and 62
which scales as

Tu

Tt
∝ nu

(
7
2

PSOLL

Aq||κ0

)6/7 f2
fricf

6/7
cond

(1− floss)2
. (64)

Naturally, the existence of conductive heat trans-
port (fcond > 0) and the resulting temperature ratio
is directly linked, and any contribution heat convective
heat transport will reduce Tu/Tt. Volumetric power
losses close to the target strongly drive the tempera-
ture drop but momentum losses impede it. But what is
now the ratio between convective and conductive heat

flux and how to control it? Why we observe high recy-
cling regimes in divertor configuration but not in limiter
machines? This difference is of course strongly linked
to the possibility to retain the ionization sources in-
side of the SOL. To quantify this statement we have
integrated the balance equation for the total energy
(sum of Eqns. 20 and 21) retaining both conductive
and convective heat flux densities. We used the power
flux density as well as the particle flux density to the
target as a boundary condition. The convective heat
flux is driven by the particle sources inside the confined
plasma fSOLΓ0 where we assume complete recycling at
the target, Γt,‖ = Γ0. We obtain

∂q‖
∂z

=
q‖,t
L

=
∂

∂z
q‖,cond +

∂

∂z
q‖,conv. (65)

Here we have the parallel heat flux to the target
given by the power PSOL entering the SOL all along
the connection length L, the cross section of the heat
flux channel Aq‖ = 4piRλq‖a/(qaR) and the energy loss
by ionization and excitation Ei = 30eV [4] given as

q‖,t =
PSOL

Aq‖
− fSOLΓ0Ei = γΓt,‖kTt (66)

and the rate of change of the conductive and con-
vective heat flux density given as

∂

∂z
q‖,cond = −κe0

[
T 5/2 ∂2T

∂z2
+

5
2
T 3/2

(
∂T

∂z

)2
]

∂

∂z
q‖,conv = (1− fSOL)k

Γ0

L

(
5T + z

∂T

∂z

)
. (67)

The second order differential equation 65 is solved
for T numerically after transformation into two first
order equations

∂T

∂z
= T̃

∂T̃

∂z
= −(κe0L)−1T−5/2

[
q‖,t −

Γ0

(1− fSOL)k
(5T + zT̃ )

]

−5
2
T̃ 2T−1 (68)

The boundary conditions are

∂T

∂z
|z=0 = 0 and T |z=L = Tt . (69)

The target temperature is defined by the inferred
heat flux density to the target Eqn. 66. The target den-
sity follows from the particle flux to the target, and tar-
get temperature and the upstream densities and tem-
peratures are determined by the pressure balance Eqn.
57 where no momentum losses are considered.
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We use typical parameters for the limiter toka-
mak TEXTOR, major radius R = 1.75m, minor radius
a = 0.46m, connection length L = 20m, edge safety fac-
tor qa = 3, power entering into the SOL PSOL = 1MW ,
power decay length λq‖ = 0.02m and vary then the par-
ticle flux density onto the target. We use the fraction of
ionizations inside the SOL fSOL as a parameter. The
results are shown in fig. 10.

We scanned the collisionality ν∗ = L/λee as the ra-
tio between the connection length and the mean free
path of electrons (or ions) in a wide range and cal-
culated the ratio of upstream and target temperature
Tu/Tt, absolute values of upstream and target temper-
atures, Tu and Tt as well as fraction of power lost on
ionization and excitation of neutrals in the SOL floss.
The calculation is stopped as soon as the target tem-
perature approaches a value of 7eV because at these
temperatures momentum dissipation by CX processes
will become significant. We clearly see that the fraction
of ionizations in the SOL has to be 0.6 and higher to
allow for a significant temperature drop along the mag-
netic field. Such large neutral screening is, however, in-
accessible in a limiter device because neutrals recycling
at the limiter penetrate into the confined zone even at
highest densities when the temperature falls below the
ionization threshold for hydrogen.

Our result is consistent with [32] where an improved
two point model including both convective and con-
ductive heat transport as well as a realistic description
of the neutrals and the resulting particle sources had
been developed for a limiter SOL and compared to full
numerical simulations with a fluid code coupled to a
Monte-Carlo code for the neutrals (both codes use full
3D geometry). Here the numerical code shows that at
maximum 50% of the neutrals can be ionized in the SOL
of TEXTOR. As a consequence, the ratio Tu/Tt satu-
rates at high collisionality. Higher neutral screening is
only possible in a divertor tokamak where the targets
are positioned remote from the confined volume inside.
Closed divertor configurations which suppress leakage
of neutrals out of the divertor chamber are best in this
respect (cf. also the discussion in [5]).

As we see from fig. 10 under conditions of good neu-
tral screening from the divertor we quickly approach a
situation, where the temperatures in the recycling re-
gion are small enough to allow for large momentum
losses, leading to a detached divertor state. Then the
particle and power flux to the divertor plate is strongly
reduced. Such a regime is envisaged for fusion devices.
However, stability of a detached divertor is an issue as
we can expect from the complicated and non-linear in-
terplay of the various loss channels. Also the need for
additional losses by radiation from impurities is a sub-
ject of current research. In present days experiments
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Figure 10: Variation of SOL parameters as a function
of the upstream collisionality for typical TEXTOR con-
ditions using the fraction of ionizations inside the SOL
as parameter: a) ratio of upstream and target temper-
ature, b) absolute values of upstream and target tem-
peratures, b) fraction of power lost on ionization and
excitation of neutrals in the SOL
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the high heat load areas of the divertors are mostly
made of carbon, an effective intrinsic radiator at the
low temperatures close to detachment (see the exten-
sive discussion in [5]).
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ABSTRACT

The role of impurity radiation at the plasma edge
in fusion devices is considered. Conditions critical
for radiative instabilities, provoking the development
of detachment and MARFE, are analyzed. Require-
ments necessary for the creation of a stable radiating
edge, that would allow to protect the wall from inten-
sive heat loads, are formulated.

I. INTRODUCTION

From the very beginning of nuclear fusion re-
search an uncontrollable pollution of the plasma core
with impurities released through the interaction of
hot particles with the wall was a subject of deep con-
cerns. It was early recognized that radiation losses
from such impurities can hinder the plasma heating to
thermonuclear temperatures and the concentrations,
being “lethal” for fusion, have been estimated for dif-
ferent impurity species [1, 2].

Experiments on earlier tokamak devices with wall
elements of heavy metals, e.g., stainless steel, molyb-
denum, tungsten, have demonstrated that instead
of a gradual increase of radiation e.g., with increas-
ing plasma density, the losses can start to grow ex-
plosively when the density exceeds a certain critical
level (see, e.g., [3, 4]). This behavior is caused by a
sudden accumulation of heavy impurity particles of
high charges near the plasma axis. This fact forced
researchers to switch to light elements like carbon,
beryllium, boron in fabricating the wall facing compo-
nents. The ions of these elements radiate most inten-
sively at relatively low temperatures, i.e., in the edge
region close to the plasma boundary [5]. This edge
radiation can play a positive role reducing heat loads
concentrated mostly on particular wall elements, such
as limiters and divertor target plates [6, 7]. Never-
theless, also in this case the plasma behavior does
not obey simple laws. The radiating edge layer at-
tached to the plasma boundary can become unstable
when the plasma density is ramped up above a thresh-
old value [3]. Under some conditions this manifests
itself in a radial contraction of the plasma column
that preserves its poloidal and toroidal homogeneity
[3, 9, 10]. By such a detachment the power launched

into the plasma is completely lost with impurity ra-
diation from a thin toroidal shell at the edge. Of-
ten a detachment terminates the discharge through
disruption [11] but may also lead to the formation
of a quasi-stationary “detached plasma”. In other
cases a toroidal plasma loop of very high density and
low temperature, named the Multi-Faceted Radiation
From the Edge (MARFE), arises at the high field side
of the device and later can disappear or smear out
into a “detached plasma” [12, 13, 14]. In divertor
machines the processes of MARFE formation is initi-
ated often by a plasma detachment from neutralizing
plates and MARFE locates near the X-point [15].

A compromise has been found by deliberate seed-
ing into the plasma of impurities of intermediate
atomic numbers like neon, silicon, argon [6, 7]. On
the one hand, their characteristics allow to increase
the edge radiation to a level of 95% of the power
transported from the plasma core without formation
of MARFE or “detached plasmas” [7]. On the other
hand, their electric charge is still low enough to avoid
accumulation in the plasma core. Such a “radiating
edge” allows to reduce significantly the heat flows to
the wall elements.

Further exploration of the “radiating edge” con-
cept has resulted in one of the most unexpected
findings in controlled fusion research: under definite
condition impurity seeding results in a reduction of
anomalous heat and particle losses from the plasma
[16, 17]. These discovery has shown that impurities
are essentially involved not only in the global plasma
behavior but also in the mechanisms of anomalous
transport induced by micro-instabilities developing at
very small spatial scales. The Radiation Improved
(RI) mode, a regime with the energy confinement in-
creased by the presence of impurities, is now consid-
ered as an attractive scenario for a fusion reactor.
This mode combines the benefits both from the re-
duction of head loads on material surfaces and from
improved energy confinement in the plasma core.

This brief introduction gives an idea about the
broadness of the spectrum of impurity impacts on
hot plasmas in fusion devices. These impacts extend
from the negative phenomenon of radiation instability
leading to MARFE and “detached plasma” to a de-
sirable improvement of confinement in the RI-mode.
Investigations of mechanisms underlying impurity in-
fluence pursue both academic and practical aims: (i)
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deeper insight into radiative phenomena, (ii) better
understanding of impurity involvement in transport
processes and (iii) outgrowth of a coherent under-
standing of the impurity behavior in hot plasmas in
order to optimize this in future reactors.

In the present contribution only the processes im-
portant from the point of view of radiation losses from
impurities and their impact on the thermal stability
at the plasma edge in fusion plasmas are considered.

II. POWER DENSITY OF RADIATION LOSSES

Normally, impurity enters the plasma as neutral
particles, generated in erosion processes of the wall
elements [18, 19] or deliberately seeded [7, 8]. In
the process of ionization by electrons these neutrals
are converted into ions of different electric charges Z.
The power density of radiation losses from all impu-
rity charge states can be calculated as follows:

Qrad =

Zmax∑
Z=0

nnZLZ (1)

Here n is the density of plasma electrons which loss
their energy either by exciting electrons bounded in
impurity ions or due to Bremsstrahlung radiation by
Coulomb scattering; nZ the density of impurity ions
of the charge Z; LZ the so called cooling rate, i.e.,
the power lost from a unit volume if one electron and
one impurity ion are present there. To determine nZ
and LZ , one has to consider the processes responsible
for the transport of impurity particles and radiation
from them.

If the exact spreading of each impurity charge
state is non-relevant, one can express Qrad through
the effective impurity cooling rate LI =

∑
Z ζZLZ

and the total impurity ion density nI =
∑

Z nZ :

Qrad = nnILI (2)

where ζZ = nZ/nI are the relative concentrations of
different impurity charge states.

A. Impurity ion density

The densities of ions of different charges are de-
scribed by the continuity equations:

∂tnZ +∇‖
(
nZV

Z
‖

)
+∇⊥ΓZ

⊥ = SZ − νZnZ (3)

where V Z
‖ is the ion velocity along magnetic field,

ΓZ
⊥ the density of their flux in the perpendicular di-

rection, SZ and νZ are the source density and the
frequency of ion disintegration, respectively. The lat-
ter include diverse processes [20], e.g., ionization by
electrons, capture of free electrons by radiative and
dielectronic recombination, and of electrons bounded
in hydrogen atoms by charge-exchange, etc.
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Figure 1: The temperature dependence of the cooling
rates for different carbon charge states.

The parallel motion of impurity ions is of the
most importance close to the sources where impurity
particles are released into the plasma and obeys the
momentum transfer equation:

∂t

(
nZV

Z
‖

)
+∇⊥

(
ΓZ
⊥V

Z
‖

)
+∇‖

[
nZ

(
V Z
‖

)2
+ nZTZ/mZ

]
= MZ − νZnZV Z

‖ + ZeE‖/mZ

+νZi

(
V‖ − V Z

‖

)
+ ξZ∇‖T/mZ (4)

The first term on the right hand side, MZ , is the
momentum assimilated from the ion source and the
second one is the loss by the ion disintegration; the
third term is the acceleration due to the parallel elec-
tric field; the forth one term is due to friction of impu-
rities with the background ions moving with the mass
parallel velocity V‖, and νZi is the friction coefficient
[21]; the last term is the so called thermal force aris-
ing also due to collisions with the background plasma
particles if their temperature T has a parallel gradi-
ent; this force exists because the collision frequency
decreases with increasing temperature and for the im-
purity ion mass mZ significantly larger than that of
the background ions, mi, ξZ ≈ 3.3Z2 [22]. Normally,
the electric field arises because light electrons escape
from the plasma to the limiter or divertor plate faster
than ions. In such a case both electric and friction
forces drag the impurity ions back to the material sur-
face but the thermal force pulls them in the opposite
direction, towards the region of higher temperature.

The perpendicular flux of impurities, averaged
over the magnetic surfaces, is normally decomposed
into diffusive and convective terms:

ΓZ⊥ = −D⊥∇⊥nZ + V⊥nZ (5)

In the diffusivity D⊥ and convection velocity V⊥
usually neoclassical and anomalous contributions are
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Figure 2: The effect of perpendicular diffusion of im-
purity ions on the effective cooling rate of carbon.

taken into account:

D⊥ (V⊥) = Dneo
⊥ (V neo

⊥ ) +Dan
⊥ (V an

⊥ ) (6)

The former one is due to collisions with the main
ions [23] and the latter one – due to drift micro-
instabilities in the plasma [24]. Normally Dneo

⊥ �
Dan
⊥ and V neo

⊥ . V an
⊥ . The convection velocities are

controlled by the radial gradients of plasma parame-
ters such as density, temperature, safety factor, etc.

The temperature TZ of impurity species in the
parallel pressure gradient on the left hand side of
Eq. (4) is changing through the Coulomb collisions
with the background plasma particles and is governed
by the heat transfer equation:

∂t (1.5nZTZ) +∇⊥
(
1.5ΓZ

⊥TZ
)

+∇‖
(

2.5nZV
Z
‖ TZ

)
= QZ − 1.5νZnZTZ + 3νZinZ (T − TZ) (7)

where QZ is the density of heat assimilated from the
ion source. It is worth to note that different impurity
charge states are heated by the plasma particles to
different temperatures and in the vicinity of local
sources of impurity the effect of impurity heating
on its parallel transport can be comparable or even
higher than that from the electric field arising by
impurity ionization.

B. Impurity cooling rate

There are two the most important radiation pro-
cesses through which plasma electrons lose their en-
ergy in interactions with impurity particles. The
first one is the line radiation arising when impu-
rity is excited by electron impacts [5]. In hot fu-
sion plasmas the excited particles are normally de-
excited spontaneously by radiating photons. Since

Figure 3: The radial profiles of the radiation loss
density for different charge states of carbon impu-
rity entering the plasma through the LCMS located
at the minor radius r = 46 cm, computed with the
code RITM for an Ohmic discharge in the tokamak
TEXTOR [27].

tokamak plasmas are normally transparent to impu-
rity radiation, this leads to plasma cooling. The sec-
ond one is Bremsstrahlung arising due to change of
electron velocity caused by the attraction towards
the impurity nuclei. Normally at the plasma edge
the line radiation is the main contribution to the
radiation from impurities. The cross-section of the
Bremsstrahlung process increases, however, as Z2 and
in the hot central plasma, where impurity particles
are strongly ionized, it dominates radiation losses.
The temperature dependence of the cooling rate for
carbon ions of all charges is shown in Fig. 1. The low
ionized B,Be,Li-like charge states with Z = 1, 2, 3
are easy to excite since their typical excitation en-
ergy Eex is of 5− 10 eV ; the He, H-like ions C4+ and
C5+ with Eex ∼ Eion & 300 eV can be excited only
at high temperatures; the nuclei C6+ contribute to
Bremsstrahlung only.

Often, e.g. in the hot central plasma, the effective
impurity cooling rate LI is assessed in the so called
corona approximation [5]. It has been developed for
the description of Sun corona where the processes of
ionization and recombination dominate the particle
balances for different charge states and their densities
are governed by the relations:

kionZ−1nZ−1 + krecZ+1nZ+1 =
(
kionZ + krecZ

)
nZ (8)

Here kionZ,Z±1 and krecZ,Z±1 are the ionization and re-
combination rate coefficients depending only on the
electron temperature. In this case the relative concen-
trations of different impurity charge states, ζZ , and,
thus, the effective impurity cooling rate LI depend
also on the local electron temperature only. This de-
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pendence is shown for carbon by the solid curve in
Fig. 2. The increase of LI with the temperature at
low T is due to temperature behavior of LZ for impu-
rity ions of low charges with small excitation energies,
see Fig. 1. The sharp drop of LI at high tempera-
tures is due to ionization of impurity particles into
dim high-Z states.

At the plasma edge in fusion devices the anoma-
lous transport can be very intensive. Low-Z impurity
ions, which are generated from neutrals entering the
plasma, have enough time to diffuse into hot plasma
regions before they are ionized into dim high-Z states.
Therefore, transport processes increase effective cool-
ing rate and make it less temperature sensitive com-
pared to the corona approximation without transport
effects; see Fig. 2 where LI is shown by dashed and
dash-dotted curves for different values of the impurity
diffusivity D⊥ [25]. Similarly the charge-exchange of
impurity ions with hydrogen neutrals affects LI [26].
The effects of elementary and transport processes on
the density, radiation losses and ion heat exchange
from impurity are taken firmly into account in trans-
port codes. Figure 3 shows the radial profiles of the
radiation loss density for different charge states of
carbon computed by the code RITM (Radiation of
Impurity and Transport Model) for an Ohmic dis-
charge in the tokamak TEXTOR [27]. One can see
that the Li-like ions C3+ are the main contributors
to the radiation losses. This is explained by the fact
that, on the one hand, the characteristic excitation
energy of these ions is relatively low, of 8 eV , and, on
the other hand due to high enough ionization energy
of 64 eV they live long and penetrate deeply into the
plasma.

In the vicinity of intense localized impurity
sources, e.g. diagnostic beams, injection valves or
suddenly melted parts of the wall, one has to take
into account the essential time-dependence and three-
dimensionality of the impurity spreading process.
During the life time τZion ≡ 1/

(
kionZ n

)
impurity ions

of the charge state Z move along the magnetic field
and diffuse in the direction y perpendicular to the
field at distances lZ ≈ V Z

|| τ
Z
ion and δZ ≈

√
D⊥τZion,

respectively. On the one hand the area AZ = δZ lZ
occupied by ions of low Z ions with very large kionZ

and small τZion is negligible compared with the total
area AS of the magnetic surface. On the other hand,
kionZ decreases with increasing Z and, thus, AZ grows
up also. Therefore, the Z-state serves as an intensive
but localized source for the next charge state. All to-
gether the regions on the magnetic surface occupied
by charge states with AZ < AS form a set of nested
shells evolving in time. By using this “shell” approx-
imation [28] one can complement transport codes,
modeling the radial profiles of impurity ion densi-
ties, e.g., RITM, with a description of non-stationary
spreading of impurity on magnetic surfaces.

III. THERMAL INSTABILITIES DUE TO RADIA-
TION AND COULOMB COLLISIONS WITH IM-
PURITY

Presence of impurity can make a significant ef-
fect on the plasma parameters. In turn, this changes
impurity transfer in such a perturbed plasma. The
plasma can be significantly disturbed by: (i) the pro-
duction of additional electrons by impurity ionization,
(ii) electron heat losses on impurity excitation and
ionization, (iii) heat transfer from the main ions to
impurity ones by Coulomb collisions. The influence
on the temperatures of electron and the main ion, Te
and Ti, respectively, is governed by the heat transport
equations:

1.5n∂tTe − κe‖∆‖Te − κ
e
⊥∆⊥Te = −Qrad (9)

1.5n∂tTi − κi‖∆‖Ti − κ
i
⊥∆⊥Ti = −Qcoll (10)

where κe‖ � κi‖ � κe⊥ > κi⊥ are the compo-
nents of the electron and ion heat conductions par-
allel and perpendicular to the magnetic field and
Qcoll = 3νZinZ (Ti − TZ) is the power density of heat
losses due to Coulomb collisions [21]. Consider the
plasma region inside the last closed magnetic surface
(LCMS) in a limiter tokamak or inside the separa-
trix in a divertor device. Initially the temperatures
Te = Ti = T0 are assumed constant on a magnetic
surface and impurity ions are cold, TZ � T0. Con-
sider a spontaneous fluctuation in the temperature
periodic in the direction l of the magnetic field:

Te,i = T0 + δTe,i × exp (ikl + γt)

where k = 2π/λ with λ being the perturbation wave
length, and γ is the growth rate of the perturbation
which has to be determined. The plasma pressure
P = n (Te + Ti) is equilibrated along field lines very
fast and the temperature change leads to the pertur-
bation in the plasma density:

δn

n0
= −δTe + δTi

T0
(11)

Thus, at the position where the temperature is re-
duced the density is increased. We on purpose omit
here the finiteness of the time required for movement
of the main ions to cooled area as it allows us to ex-
clude acoustic waves inessential for this consideration.
By using the latter relation and linearizing Eqs. (9)
and (10) for small perturbations, we get a system of
equations for the perturbation amplitudes δTe,i:

γ (2δTe + 0.5δTi) +
k2κe‖

n
δTe

= nI

[
LI

2T0
δTi +

(
LI

2T0
− dLI

dT0

)
δTe

]
(12)

γ (2δTi + 0.5δTe) +
k2κi‖

n
δTi

=
Qcoll

T0
(δTi + 0.5δTe) (13)
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which nontrivial solution provides an equation for
perturbation growth rate. Consider two limit cases.
If radiative electron cooling prevails, δTe � δTi, it
reduces to:

γ =
nI
2

(
LI

2T0
− dLI

dT0

)
−
k2κe‖

2n
(14)

In the limit case of dominant Coulomb ion cooling,
δTi � δTe, it provides:

γ =
Qcoll

T0
−
k2κi‖

n
(15)

Small spontaneous reduction of plasma compo-
nent temperatures provokes an increase in plasma
density, n, caused by the pressure equilibration. This
increases the heat losses both from electrons through
the rising radiation and from the main ions due to
heat exchange with impurity ions in Coulomb colli-
sions. As it is seen from Eqs. (14) and (15), in both
cases plasma heat conduction reduces the growth rate
of perturbation and plays a stabilizing role. An in-
stability develops, i.e. γ ≥ 0 and initial spontaneous
perturbations grow exponentially with time, if with
increasing either plasma density or impurity content
the heat losses from the main plasma components ex-
ceed the critical level which can not be compensated
by the heat fluxes coming to impurity cloud with heat
conduction. This level can be described by the pa-
rameter η = nIn/k

2. For electron radiation instabil-
ity this threshold value is equal to:

ηrad =
κe‖

0.5LI/T0 − dLI/dT0
(16)

and for cooling instability induced by heat exchange
with impurity ions by Coulomb collisions:

ηcoll =
κi‖T0

Qcoll
(17)

This provides a hint for understanding why the
MARFE, considered often as the non-linear stage of
the radiation instability, develops in the inner plasma
edge at the high field side (HFS). Due to the Shafra-
nov shift of the plasma axis the distance between
magnetic surfaces is larger at the HFS than at the
low field side (LFS). Therefore, the radial tempera-
ture gradient and heat flux from the plasma core are
weaker at the HFS. Already in the stationary state
before plasma becomes unstable there is an inhomo-
geneity along the magnetic field so that the plasma
temperature is somewhat lower and density is larger
at the HFS than at the LFS. Therefore, the critical
heat losses are reached first at the HFS and the radia-
tion instability, leading to the MARFE formation, de-
velops first there. One has to mention that also other
mechanisms for the energy loss are of importance for
the MARFE formation. In particular the perpendic-
ular convection of charged particle from the MARFE

Figure 4: Critical parameter η for the development of
thermal instabilities due electron cooling with carbon
radiation and cooling of the main ions by Coulomb
collisions with impurities.

region with increased density to the inner wall is con-
sidered now as an important one [25, 30].

For particular plasma conditions and impurity
species ηrad and ηcoll are functions of initial plasma
temperature T0 only. Figure 4 demonstrates this
dependences for typical parameters of deuterium
plasma with carbon impurities [29]. One can see
that for the conditions usual for MARFE develop-
ment, with the edge temperature below 50 eV , ion
collision instability can develop at the product of the
plasma and impurity densities several times smaller,
than that required for development of electron radi-
ation instability. For higher charge states this differ-
ence even stronger since Qcoll ∼ νZi ∼ Z2. Thus, by
studying the MARFE development one has to take
ion-ion collisions into account.

IV. STABLE RADIATING LAYER AT THE
PLASMA EDGE

Up to now we have neglected the fact that in fu-
sion devices the temperature is inhomogeneous in the
radial direction: since the heat is deposited into the
plasma core and is transferred to the plasma edge
with perpendicular plasma heat conduction a strong
radial temperature gradient exists. This is, however,
of very importance for the creation of a stable radiat-
ing layer at the edge. Such a layer would be very ben-
eficial for the protection of wall elements from inten-
sive heat loads and has been successfully realized in
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Figure 5: Dependence of the total losses from the
plasma with the heat conduction to the SOL and edge
radiation from impurity on the plasma temperature
at the LCMS. Two stationary states can exist and
that with the lower temperature is unstable. These
states are merging, T+

s = T−s , when the maximum
radiation level is achieved. No stationary states exist
when qheat is smaller than the minimum qloss.

additionally heated discharges in TEXTOR by puff-
ing of neon. Under these conditions up to 85−90% of
the input power is radiated from the plasma edge in-
side the LCMS without MARFE formation or shrink-
ing of the plasma column. To understand why it is
possible, we proceed from the stationary heat bal-
ance at the edge homogeneous along magnetic field,
i.e., from Eq. (9) with the first and second terms on
the left hand side neglected:

−κ⊥d2T/dx2 = −Qrad (18)

where x is the distance from the LCMS toward the
plasma axis and Te = Ti = T is assumed henceforth.
Moreover, we take into account that with a realis-
tic level of the impurity particle diffusion of 1m2/s
the effective cooling rate LI is nearly constant for
the temperatures lower than a certain level Tmax be-
ing close to the ionization energy of the impurity
Li-like ions, see Fig. 2. For the sake of an analyt-
ical treatment we assume Qrad (T ) = Q0 = const
for T ≤ Tmax and Qrad = 0 for T > Tmax. The
boundary condition at the LCMS, x = 0, is given
by dT/dx = T/δT with the e-folding length δT pre-
scribed by transport processes in the scrape-off layer
(SOL) beyond the LCMS. At the interface of the radi-
ating layer with the plasma core, x = ∆rad, T = Tmax

and κ⊥dT/dx = qheat where the latter is determined
by the heating power in the plasma core. Thus, we
have three boundary conditions for the second order
ordinary differential equation (18). All of them are
needed because ∆rad is unknown a priori.

As a result of the integration of Eq. (18) one gets
the following relation for the plasma temperature at
LCMS, Ts:

T±s =

(
Q0δT ±

√
Q2

0δ
2
T + q2heat−

−2Q0κ⊥Tmax

)
δT
κ⊥

(19)
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Figure 6: The variation of the maximum radiation
level in stable steady states with the parameter char-
acterizing transport, heating and impurity radiation
ability.

The solution T −s is unstable. This can be seen by
determining Ts from the edge power balance

qheat = qloss ≡ qSOL + qrad (20)

where the first term in qloss is the heat flux qSOL =
κ⊥T/δT conducted by the plasma through the LCMS
into the SOL and the second one, qrad = ∆radQ0, is
lost with the impurity radiation. The dependence
qloss on Ts is shown in Fig. 5 for two different mag-
nitudes of Q0. Two stationary solutions exist if Q0

is not too small and not too large. In the station-
ary state with Ts = T−s a spontaneous reduction of
Ts would lead to an increase of the energy losses due
to widening of the radiating edge layer. Therefore
Ts would decrease further, i.e., an instability takes
place. A similar analysis shows that the solution T+

s

is stable. The maximally achievable radiation level
γrad ≡ ∆radQ0/qheat in this state corresponds to the
case where T+

s merges with T−s when Q0 increases up
to the critical level. This provides:

γmax
rad = 1− κ⊥Tmax

qheatδT
+

√(
κ⊥Tmax

qheatδT

)2

− 1 (21)

Figure 6 displays the dependence of γmax
rad on the pa-

rameter combination κ⊥Tmax/ (qheatδT ). One can see
that with passing from Ohmic plasmas with relatively
low transport (small κ⊥) and intrinsic carbon impu-
rity (Tmax ≈ 60 eV ) to additionally heated discharges
with high transport (large κ⊥) and seeding of neon
(Tmax ≈ 200 eV ) the maximally achievable radiation
level γrad without instability increases, as it takes
place in the experiment [7].

When the critical level of Q0 is exceeded, there is
no anymore stationary states in the framework of the
model considered above. This leads to the steadily
cooling of the plasma edge. When Ts decreases be-
low the excitation energy of low-Z impurity ions of
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5− 10 eV , the radiating layer develops in a radiating
toroidal shell which shrinks towards the plasma axis
[31]. This processes can, however, be terminated: the
heat flux density from the core increases because the
plasma current, that is maintained constant, flows in
a narrower channel. Thus, the current density and
ohmic heating in the core increase. As a result a “de-
tached plasma” state develops [27].

V. DIVERTOR DETACHMENT CAUSED BY IM-
PURITY RADIATION

In a divertor configuration the radiation of im-
purities can be localized in the divertor volume, see
Fig. 7, where the plasma state is essentially controlled
by the recycling of charged particles and energy loss
to the target plate [32]. Normally neutrals of the
working gas of hydrogen isotopes are ionized very
close to the plate in the “recycling zone”. In that
zone heat is transported by the convection of plasma
particles towards the plate. By going deeper into
the plasma, at a distance larger than neutrals pen-
etrate, the intensity of the charged particle source
and, thus, the plasma flux drop and in the “conduc-
tion zone” the heat is transported predominantly by
the heat conduction[33].

Consider an impurity particle eroded from the di-
vertor target and entering the SOL plasma as a neu-
tral. Because of the difference in masses the impu-
rity atom is ionized at a shorter distance than hydro-
gen ones, i.e. still in the recycling region where the
plasma flows to the plate with a velocity close to the
sound speed. Huge friction between the plasma flow
and newly born impurity ion will drag the latter in a
short time back to the plate so that it will not have
any opportunity to be excited and radiate. Does it
mean that there is no any chance for impurity parti-
cles to “sneak away” and enter the conduction region
where the thermal force overcomes the friction? This
is not the case for impurity neutrals produced suffi-
ciently close to the lateral side of the SOL. They can
escape from the plasma layer into the gas volume and
return back in the conduction region of the SOL. Let
us estimate the probability of such a process, ωcond.
A neutral which has been produced at the plate at a
distance y from the SOL side and moves towards it
with a velocity v0 will be not ionized in the SOL with
a probability of exp (−y/l0 ), where l0 = v0/ (k0 np)
is the penetration depth with kion0 being the ioniza-
tion rate coefficient for impurity neutrals computed
at the plasma temperature near the plate, Tp, and np
is the plasma density there. By averaging this value
over the SOL width ∆, we obtain:

ωcond =
l0
∆

[
1− exp

(
−∆

l0

)]
For typical plasma parameters in Div-I divertor in
ASDEX-U [32], Tp ≈ 10 eV, np ≈ 1020m−3,∆ ≈
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Figure 7: Geometry of the divertor volume, “recy-
cling” and “conduction” zones in the plasma and
flows of impurity neutrals and ions.

5 cm, one gets ωcond ≈ 0.1 for carbon neutrals with
v0 ≈ 106 cm/s. This value is by several orders of
magnitude larger than the probability of direct neu-
tral penetration into the conduction zone of the SOL.

Another important parameter is the plasma tem-
perature Tc at the interface between “recycling” and
“conduction” zones. This value defines the actual
range of temperatures, Tc < T < Tmax, in which im-
purities radiate in the divertor SOL. To find Tc one
should consider the particle and energy transport in
the recycling region. We do this in a simple one-
dimensional approximation by taking into account
transport processes along magnetic field (l-direction)
only. The density of recycling hydrogen neutrals, na,
and the plasma density are determined from the con-
tinuity equations:

d (−Dadna/dz) /dz = −kionnna (22)

d
(
nV‖

)
/dl = kionnna (23)

where z = −l sinψ is the distance from the plate,
ψ ≈ 0.1 the angle between the plate and magnetic
field; the transport of neutrals is described in a diffu-
sive approximation by taking into account that neu-
tral velocities change chaotically by charge-exchanges
and Da = T/ [nmi (kcx + kion)] is the neutral diffu-
sivity with kcx and kion being the rate coefficients of
charge-exchange and ionization of hydrogen atoms,
respectively. At the plate, l = z = 0, full recycling
takes place, i.e.,

−Da
dna
dx

= −nV‖ sinψ

The plasma parallel velocity V‖ is governed by the
conservation of the parallel momentum:

minV
2
‖ + 2nT = 4npTp (24)

where it is taken into account that at the target
the Bohm criterion, see, e.g., Ref. [20], has to be
satisfied, i.e. V‖ is equal to the ion sound velocity
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cs ≡
√

2Tp/mi. In the recycling zone the radiation
losses can be neglected and the plasma temperature
here is governed by the conservation of the energy
flux:

−κ‖dT/dl + 5nV‖T = γcsTp (25)

with γ ≈ 7.5 being the so called heat transmission
factor [20].

The plasma temperature at the plate, Tp, is taken
as a parameter and the transport equations above
are integrated numerically that gives their values as
at larger |l| and z. At a certain position with the
temperature Tc the balance of the friction and ther-
mal forces applied to impurities from the background
particles is met:

mZνZiV‖ ≈ −ξZdT/dl (26)

Calculations show that Tc ≈ Tp if Tp exceeds 30-40
eV and exceeds Tp by a factor of 3 if this is below
10eV .

Consider now the conduction zone. Here the ther-
mal force accelerates impurity ions away from the
plate up to a velocity at which the friction force with
background particles, being nearly at rest, is in bal-
ance with the thermal force. Thus, also in this case
the balance of forces applied to impurity ions can be
described by Eq. (26) but with −V Z

‖ instead of V‖.
This determines the impurity velocity and density:

V Z
‖ ≈

ξZ
νZimZ

dT

dl
, nI ≈

Γc
I

V Z
‖

(27)

where Γc
I is the influx density of impurity neutrals

into the conduction region averaged over the SOL
width. This value is governed both by the impurity
source due to erosion of the plate and by the conduc-
tance of the recycling region for neutrals. The former
one is determined by the density of the plasma flux to
the plate and the erosion coefficient YI . As a result
we get:

Γc
I ≈ npcs · YI · ωcond (28)

In the conduction part of the SOL the heat bal-
ance equation should take into account the energy
losses with radiation,

d

dl

(
−κ‖

dT

dl

)
= −nnILI (29)

Since the plasma velocity here is much smaller than
the ion sound speed, Eq. (24) results in the pressure
balance nT = 2npTp = Ps with Ps being the plasma
pressure at the separatrix. With the definitions of νZi

and κ‖ [21] and the nI found above, we obtain:

d

dl

(
κ‖
dT

dl

)
≈
√
mi

me
P 2
s LIΓc

I

(
Tκ‖

dT

dl

)−1
(30)

This equation, multiplied by 3κ2‖
dT
dl dT and integrated

over T from Tc to Tmax, provides an equation for the
plasma temperature at the target plate:

Fp + Fr ≈ R (31)
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Figure 8: Functions Fp(Tp) and Fp(Tp) and their sum
vs the plasma temperature at the target plate.

where Fp = γ3T 1.5
p and

Fr = 2.4YIωcond

√
mi

me
miL0

κ‖ (Tmax)− κ‖ (Tc)√
Tp

and their sum are displayed in Fig. 8 as functions of
Tp for deuterium SOL plasma in contact with diver-
tor plates of carbon. The erosion coefficient YI = 0.02
was assumed independent of Tp since at low temper-
atures physical sputtering [18] of carbon is replaced
by chemical erosion with roughly constant YI [19].

The right hand side of Eq. (31),

R ≡
(
q
‖
heat

√
2mi/Ps

)3
with q

‖
heat being the density of the parallel heat flux

into the divertor, is independent of Tp but controlled
by global plasma parameters such as the heating
power Wheat and the mean density 〈n〉. For a Bohm-
like perpendicular transport in the SOL [20]:

R ∼W 2.7
heat/〈n〉4.7

Thus, as in the case of the edge radiating layer in the
confinement region with perpendicular energy trans-
port, see section IV and Fig. 5, stationary states
in divertor exist if R is large enough, i.e. for suffi-
ciently strong heating and not too high plasma den-
sity. If the former is fixed and the density increases
above the critical level there are no steady state, the
plasma near the target plate cools down due to impu-
rity radiation, detachment from the plate and X-point
MARFE should develop. The used system of trans-
port equations fails to describe this evolution because
many processes important at low temperatures are
not taken into consideration. In particular, when Tp
becomes noticeably less than the ionization potential
of hydrogen, neutrals recycling from the plate freely
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escape into the gas surrounding the plasma layer.
These particles return later into the SOL through its
lateral side and contribute significantly to momen-
tum and heat dissipation [33]. Additionally, diverse
channels for recombination of charged particles can
influence all balances and govern the plasma state in
a detached divertor.
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ABSTRACT

Experimental results from different devices
demonstrate that magnetic topology plays a key
role in plasma confinement, edge MHD stability,
and interactions between the plasma and the first
wall, particularly with the divertor. Recently, three-
dimensional (3D) magnetic topology effects, which
are associated with stochastic boundary plasma
physics, form one of the hottest topics in fusion re-
search today, and understanding them is essential for
the success of future fusion devices. In this paper,
an overview of the physics understanding of the for-
mation first of 3D magnetic topology and then of a
stochastic layer, and its effects on the edge and di-
vertor transport and on MHD stability in tokamak
plasmas will be presented. In addition, comparing
the advantages and disadvantages of 2D and 3D mag-
netic topology effects in magnetic confinement fusion
will be discussed.

I. INTRODUCTION

On the basis of the fusion reseach achievements of
the past half century, it is foreseen that a steady state
operation of ITER [1] and future fusion power plants,
e.g. DEMO, will require the resolution of plasma wall
interaction, in which a tolerable plasma exhaust, in-
cluding steady state and transient heat and particle
fluxes on plasma-facing components, is controlled re-
liably by one or more mechanisms at high power den-
sities.

A. Problem of transient plasma wall interaction

The standard tokamak H-mode [2] is foreseen as
the baseline operating scenario of a future fusion ma-
chine, e.g. ITER. However, the steep plasma pres-
sure gradient and associated increased current density
at the edge pedestal could exceed a threshold value
for driving magnetohydrodynamic (MHD) instabili-
ties referred to as Edge Localized Modes (ELMs).
Using results from various current devices, an extrap-
olation of the heat and particles deposited on the wall
components has been carried out for ITER. Since the
exact physics and scaling is unknown, the predicted

ELM energy loss ranges from ∼ 5 to 22MJ [4]. It
is expected that approximately half of this energy
will reach the wall and be deposited over a region of
∼ 1m2, known as the wetted area. Thus, the surface
energy density is suggested to be 2.5 to 11MJm−2

which is ∼ 5 to 20 times higher than acceptable for
the planned first wall components, primarily made of
tungsten or carbon fibre composites, which can re-
ceive a maximum of 0.5MJm−2. Therefore, it is im-
portant to find mitigation/suppression solutions for
ELMs.

B. Problem of stationary plasma-wall interaction

In a fusion reactor, a significant amount of heat-
ing power, which is mainly from auxiliary heating and
energetic α particles produced in the D-T burning
plasmas, has to be continuously exhausted through
radiation or deposited directly on the plasma facing
components during long-pulse or steady-state opera-
tion. Since the transport along field lines is several
orders of magnitude higher than the cross field trans-
port, this results a very rapid decay of the profiles
inside the scrape-off layer (SOL) which causes a thin
power deposition width,λq.

λq ≈ πqR
√
χ‖

χ⊥
, (1)

Here, R is the major radius of the tokamak, q is the
safety factor at the edge, χ‖ and χ⊥ are the energy
diffusion coefficients in the direction parallel and per-
pendicular to the field lines, respectively.

Based on the present experimental scaling[3], λq
is expected to be less than 1mm, and then the par-
allel heat flux may approach 1GWm−2 for ITER.
This obviously exceeds the engineering capability for
any plasma-facing component. Therefore, it is nec-
essary both to decrease the power conducted and
convected to the edge by enhancing exhaust through
non-magnetically confined particles (neutral atoms or
photons) and also to increase the λq by controlling the
edge plasma transport.

C. Stochasticity in Fusion Plasmas

The success of the stochastic ansatz goes back
to 1905, when Einstein published three fundamen-
tal papers, one of which was on Brownian motion
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[5, 6], a simple continuous-time stochastic process in
natural science. Nowadays, the term stochastic oc-
curs in a wide variety of professional or academic
fields to describe events or systems that are unpre-
dictable due to the influence of a random variable.
The theory of stochasticity has been further devel-
oped [7, 8, 9, 10, 11]. Recently, stochastic transport
theory was developed for plasmas [12].

In a magnetically confined fusion device, reso-
nant magnetic perturbations (RMPs) can tear the
nested flux surfaces and generate magnetic islands.
The width of the magnetic island is proportional to
the square root of the perturbation field. By sim-
ply increasing the perturbation field, the island width
can be increased. Due to the fixed distance between
neighbouring islands, the island chains will grow and
further overlap. Then, the field lines start to behave
in a chaotic way and all closed flux surfaces between
the two surfaces will be destroyed. A standard cri-
terion of stochastization is the Chirikov parameter,
σch, which is the ratio of the island width to the ra-
dial distance between the neighbouring island-chains.
When σch ≥ 1, the criterion indicates island overlap-
ping [8]. The magnetic fields between these two sur-
faces are now called stochastic or ergodic. These two
terms are used with almost the same meaning in the
fusion community although there is some difference
in their mathematical meanings. If the overlapping
of island chains exists, the transport (radial) will be
greatly enhanced and the pedestal gradient could be
reduced.

Very recently, structure formation and transport
in stochastic plasmas has been a topic of growing im-
portance in many fields of plasma physics from astro-
physics to fusion research. In particular, the inves-
tigation of the possibility of controlling the particle
and heat transport by the formation of a stochastic
boundary layer has been investigated on most large
and medium-sized magnetic confinement fusion de-
vices across the world [13]. A major result was dis-
covering that large type-I ELMs in H-mode tokamak
plasmas can be mitigated [14]or even suppressed [15]
by RMPs. This discovery opens up a possible mech-
anism for suppressing large type-I ELMs in future
fusion devices such as ITER. However, it is widely
recognized that a more basic understanding of the
plasma response to the RMPs is needed to extrap-
olate the results obtained in present experiments to
future fusion devices.

D. Scope of this lecture

This lecture will address the topic of stochastic
boundaries and focus on three-dimensional (3D) edge
physics and applications of RMPs in tokamaks. How-
ever, this topic itself is not specific to the tokamak
magnetic configuration. In both tokamaks and stel-
larators, stochastic magnetic fields can arise and in-
fluence the interplay between 3D magnetic topology
and plasma confinement. Stellarator devices repre-

sent an inherent 3D challenge. They make use of
the island divertor concept, and stochasticity and
magnetic topology therefore play a fundamental role
in their operation. With the extended operational
regimes pioneered on the Large Helical Device (LHD),
and with W7-X, attention has been directed towards
the challenge of 3D plasma equlibria, transport and
plasma-surface interactions.

In this lecture, the fundamental physics of the
formation of a stochastic boundary layer by the ap-
plication of RMPs will be described. The physics of
stochastic boundary plasmas including the rotational
screening effect, the plasma equilibrium effect on the
magnetic topology, and stochastic plasma transport
and its effects on plasma-wall interactions will be dis-
cussed. Finally, the application of RMPs for control-
ling pedestal profiles and stability will be presented.

II. FORMATION OF A STOCHASTIC BOUND-
ARY LAYER IN MAGNETICALLY CONFINED
FUSION PLASMAS

A. Resonant magnetic perturbations

Magnetic perturbations which are resonant with
field lines in the plasma are known as RMPs. The res-
onance condition is fulfilled when the inverse winding
number of the field lines, in tokamak physics known
as the safety-factor

q =
1

2π

∮
Bt

RBpds
, (2)

corresponds to the ratio of the applied poloidal m
and toroidal n perturbation mode numbers: q = m

n .
Here, R is the major radius of the torus, Bt and Bp
the toroidal and poloidal magnetic field components,
and ds the line element in the poloidal plane. The
term RMP is mostly used if the perturbation is de-
liberately applied. In a magnetic confinement device,
several resonance conditions are usually fulfilled due
to the continuous q-profile. As will be seen below, the
key resonant perturbations are those in the plasma
boundary.

B. Methods of producing RMPs

A standard technique for producing such RMPs
is the usage of either in-vessel or external coil systems
with a certain geometry to apply the required poloidal
and toroidal mode numbers. The main focus is often
on low toroidal mode numbers, usually in the range of
1 to 4. Although the general idea is always the same,
the design of such RMP coil systems differs greatly
from device to device.

On JET, the error field correction coils (EFCCs),
which are located outside of the vacuum vessel, as
seen in figure 1, are used to apply RMPs. They were
originally designed to correct the intrinsic error field
of misaligned toroidal field coils. As a consequence of
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the large distance between the coils and the plasma
edge, a strong current of several tens of kA is required
to achieve an adequate perturbation of the plasma
edge using such EFCCs.

Figure 1: Perspective view of JET showing the 4 large
error field correction coils mounted between the trans-
former limbs.

Depending on the wiring of the EFCCs, either
n = 1 or n = 2 fields can be created [17]. The ef-
fective radial resonant magnetic perturbation ampli-
tude, |br,effres | = |Br,effres /B0|, where Br,effres and B0 are
the radial resonant magnetic perturbation field and
the on-axis toroidal magnetic field, respectively, cal-
culated for IEFCC = 1kAt in n = 2 configuration, is
shown in figure 2. |br,effn=2 | is the n = 2 effective radial
resonant magnetic perturbation amplitude.

Figure 2: Radial component of the n = 2 helical mode
spectrum with IEFCC = 1kAt using vacuum fields.
Here, the x-axis is the poloidal mode number, m. The
calculation is based on an equilibrium reconstruction
for JET pulse #69557 at 20s. Pitch resonant modes
with m = nq(Ψ) are shown by the blue dashed line.

Recently, the formation of helical current fila-

ments flowing along field lines has been observed in
the SOL during the application of lower hybrid waves
(LHWs) on the Experimental Advanced Supercon-
ducting Tokamak (EAST) [18]. Magnetic perturba-
tions induced by the currents flowing in these edge
helical filament structures have been measured by a
set of Mirnov coils during the modulation of LHWs.
Because of the geometric effect of the LHW antenna,
the perturbation fields induced by the HCFs are dom-
inated by the n = 1 component. The magnetic per-
turbation spectrum calculated based on the experi-
mental parameters indicates a good resonant feature,
whereby the plasma edge resonant surfaces are well
aligned on the ridge of the spectrum as seen in figure
3.

Figure 3: Radial component of the n = 1 helical mode
spectrum calculated with 1kA HCF current. The cal-
culation is based on an equilibrium reconstruction for
a EAST pulse. Pitch resonant modes withm = nq(Ψ)
are shown by the blue dashed line.

C. 3D magnetic topology in tokamaks with RMPs

The application of RMPs results in the reorgani-
zation of the magnetic topology into a new equilib-
rium state. Resonances outside the plasma (in the
SOL) cause an external kinking of the plasma; reso-
nances inside the plasma lead to internal kinking and
magnetic reconnection processes, also known as tear-
ing. Due to this reconnection, magnetic islands are
created on surfaces at locations where q is resonant.
On these flux surfaces, groups of islands form which
correspond in the number of islands in the poloidal
and toroidal directions with the poloidal and toroidal
mode numbers of the resonance at that location.

One method of visualizing the changes in the
magnetic topology is by using a Poincaré plot. The
simplest approach to modelling the effects of RMPs
on the plasma is to superpose the axisymmetric equi-
librium field with the additional perturbation field.
This is a vacuum approach as no plasma is considered,
although the field produced by the toroidal plasma
current is included. Knowing the total magnetic field
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~B = (BR, Bφ, BZ), the field lines can be traced based
on the equations

dR

dΦ
= R

BR
BΦ

,
dZ

dΦ
= R

BZ
BΦ

. (3)

Figure 4: Poincaré plots of the separatrix topology
combined with the contour plots of the connection
length of the field lines with (upper) and without
(lower) n = 2 EFCC perturbations with IEFCC =
32kAt.

The crossing points of the field lines with the
poloidal cross-section at a fixed toroidal angle Φ
generate the Poincaré plot. Figure 4 (upper and
lower) shows the modification of the magnetic topol-
ogy when an n = 2 EFCC field was applied to a
2D poloidal divertor equilibrium. Here, the com-
bined Poincaré plots of the stochastic magnetic field
structures and the connection length of the perturbed
field lines are calculated by the GOURDON field line
tracing code [16] for an n = 2 EFCC configuration
on JET. The calculation is based on an equilibrium
reconstruction used for the calculation of the spec-
trum in figure 2 with the perturbation field super-
posed according to the vacuum approach [17]. Screen-
ing effects due to plasma rotation have been ne-
glected. However, these initial results clearly exhibit
the stochastic nature of the field line behaviour in the
region around the X-point where the plasma rotation

is low. The lobes of the manifolds step out, seen as a
splitting of the strike point. The connection length of
the perturbed field lines slightly inside the separatix
is a few 100m, which is less than ∼ 20 toroidal turns.

The plasma edge of magnetic confinement devices
is of great interest in RMP physics. In that region,
the effective perturbation (the perturbation field nor-
malized to the toroidal field), is aimed to be highest in
order to achieve a strong stochastization. Within the
stochastic region, the radial transport is enhanced,
which changes the plasma parameters [19, 20, 21, 22]
and may explain experimental observations like the
heat redistribution [23], modification of the edge elec-
tric field [24, 25] , and the control of edge instabilities
[15, 26, 27].

III. 3D BOUNDARY PLASMA PHYSICS

Within the last decade, it has become clear that
the magnetic topology of a plasma in a tokamak
cannot be fully described by the simple vacuum ap-
proach. In particular, during plasma operation in H-
mode, additional currents exist in the plasma or are
created as a response of the plasma to the applied ex-
ternal RMP fields. Many studies [28, 29, 30, 31, 32]
have shown that this plasma response needs to be
considered in order to understand the ongoing pro-
cesses in a tokamak plasma in the presence of RMPs.
The two main effects discussed are RMP field screen-
ing and the 3D equilibrium effect in low- or moderate-
beta plasmas. Resonant field amplification has to be
considered in high-beta plasmas, in which the ex-
ternal kink mode naturally becomes unstable. In
addition, particle drifts in H-mode operation ap-
pear to have a strong influence [33]. Different ideas
for improving the vacuum approach are discussed
[33, 34, 35] and new methods based on kinetic [36]
and fluid modelling used [37, 38, 39]. All these im-
proved modelling approaches show an impact on the
magnetic topology in the edge and core regions lead-
ing to modified plasma transport.

A. Plasma rotation screening effect on the RMPs

Depending on the plasma parameters and RMP
spectrum, the actual RMP field could be very dif-
ferent in rotating plasmas, where the generation of
current perturbations on rational surfaces could pre-
vent reconnection and island formation, leading to
the effective screening of RMPs [36, 40]. The equi-

librium radial electric field produces ~E × ~B rotation
which, together with the diamagnetic electron rota-
tion, is particularly important for RMP screening in
the pedestal region [38, 41].

Generally, the screening effect increases for lower
resistivity, stronger rotation and smaller RMP am-
plitude. For an H-mode plasma with a steep pres-
sure gradient at the edge pedestal, RMP penetra-
tion typically only occurs in the narrow region near
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the separatrix due to the higher resistivity. However,
at certain plasma parameters and/or because of the
non-linear evolution of the radial electric field due to
RMPs, ~E × ~B perpendicular rotation can be com-
pensated by the electron diamagnetic rotation, i.e.
(Vθ, ~E× ~B + V ∗θ,e ∼ 0) . In this case, the RMP har-

monic (n,m) penetrates locally and forms islands on
the corresponding resonant surface q = m/n [42].

B. 3D equilibrium with a stochastic boundary

Tokamaks are often considered to be two-
dimensional and consequently, their equilibrium is
treated by solving the Grad-Shafranov equation. In
real devices, the toroidal field ripple, error fields due
to coil misalignments and the deliberate application
of RMPs lead to a three-dimensional problem. The
addition of RMPs to an axisymmetric equilibrium
perturbs the force balance

5p 6= ~J × ( ~B + ~Bpert,vac). (4)

Here, p, ~J and ~B are the plasma pressure, current
density and magnetic field in an axisymmetric equi-
librium, and ~Bpert,vac is the 3D vacuum perturbation
field. To study the effect of the deviations from ax-
isymmetry on the equilibrium the application of com-
plex numerical tools is necessary. To re-establish the
force balance, a 3D equilibrium including an equilib-
rium response to the 3D perturbation fields is needed.

5p+5pres = ( ~J+ ~Jres)×( ~B+ ~Bpert,vac+ ~Bres). (5)

Here, pres, ~Jres and ~Bres are the 3D plasma responses
of pressure, current density and magnetic field to the
applied perturbation fields.

Nowadays, a number of numerical codes for
the calculation of 3D MHD equilibria are available
(VMEC, PIES, HINT2, IPEC). Some assume nested
flux surfaces (VMEC, IPEC), while others allow for
magnetic islands (PIES, HINT2). On TEXTOR, the
HINT2 code [43] is used to compute numerical 3D
equilibria. The converged 3D equilibria are compared
with the simple vacuum superposition assumption for
the case with a DED current of 7.5kA/coil. While
the major structures are conserved in the HINT2 cal-
culation, an additional ergodisation around the X-
points of the major islands (e.g. the 3/2 island) ap-
pears. Furthermore, secondary structures appear in
the islands, a feature already observed experimentally
for 2/1 islands with the DED in 3/1 configuration
[44]. This effect is caused by the modified Pfirsch-
Schlüter current density distribution driven by the
pressure gradient around the island. In figure 5 (a)
and (b), connection length plots for an enlarged edge
area are shown and indicate an increased island size in
the HINT2 case. Furthermore, a statistical analysis
shows an increase in short (≤ 1000m) and very long
(≈ 16000m) field lines (see figure 5 (c)) in the HINT2
case. This indicates a shaper transition from the con-
fined core to the vacuum region. It should be noted

Figure 5: Connection length plots: (a) vacuum, (b)
HINT2. (c) Difference in the number of field lines in
specified length intervals: HINT2 result minus vac-
uum superposition in percent.

that the screening of the RMPs due to plasma rota-
tion is not taken into account in the present HINT2
calculation.

C. Plasma transport in the stochastic boundary

A strong effect on the electron and thus heat
transport is expected in a deep stochastic boundary
layer (σch � 1). The field line diffusion coefficient
DFL, and the electron heat diffusion coefficient can
be described as :

χe = DFLνth, DFL =
∑
m,n

πqR0|
δBm,n
B0

|2. (6)

Here, νth is the electron thermal velocity, δBm,n is
the resonant component of the magnetic perturba-
tion field. The electron heat transport in a stochastic
boundary layer can be of the order of 10− 100m2s−1

over the perturbed edge and largely exceeds the usual
anomalous transport ∼ 1m2s−1 at the plasma edge.
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Spin-up of the edge plasma rotation in the co-
current direction and a change of the plasma edge
electric field to a more positive value in the stochas-
tic boundary layer have been observed in experiment
[45]. This is due to the much larger electron mobility
compared to the ion mobility implying an electron-
retarding electric field in the plasma edge, which was
previously dominated by ion losses due to their larger
Larmor radius.

The effect of an additional radial diffusion on
particle transport is difficult to analyse due to the
coupling of the complicated transport regime to that
of the physics of particle sources, namely neutral
penetration. On JET, in a low- or a moderate-
collisionality regime (electron collisionality at the
pedestal, ν∗ped,e ≤ 1), the electron density at the
pedestal top decreased by ∼ 20%, the so-called den-
sity pump-out [46], during the application of an n = 1
field, while the pedestal electron temperature in-
creased, keeping the pedestal pressure almost con-
stant. However, the pedestal pressure gradient ob-
tained from the derivative of the fitted curve shows
that the maximum pressure gradient in the profile is
decreased by 20% during the application of the n = 1
field, and the edge pressure barrier is 20% wider [47].
This is an effect mostly ascribable to the strong de-
crease in the ne pedestal height with an almost unvar-
ied width. In a high-collisionality regime (ν∗ped,e > 1),
the effect of RMPs on the pedestal particle and heat
transport is not clearly observed. [51].

Compensation of the density pump-out has been
also investigated on JET using either gas fuelling or
pellet injection in low-triangularity H-mode plasmas
[17, 49, 50]. Although the ELM frequency stays high
with n = 1 fields, no recovery of stored energy is ob-
served. An optimized fuelling rate for compensating
the density pump-out effect has been identified, and
it depends on the plasma configuration.

D. Effects of a stochastic boundary layer on
plasma-wall interaction

In the edge transport model, the transport of
power in the stochastic layer has been treated as a
diffusive process [55], which gives a significantly en-
larged effective cross-field transport for the electron
energy. As a result, a widening of the contact zone
between plasma and wall has been predicted[56]. Ex-
perimental results from different devices [23, 57] have
proved that the heat and particle deposition patterns
are strongly structured.

The resulting heat deposition pattern reflects the
complicated structure of the perturbed volume. It has
been shown in [52] that the connection length and the
radial penetration of the magnetic field lines defines
the amount of power deposited on the target struc-
tures. The maximum of the heat flux density corre-
sponds to the field lines with long connection length;
however, those with shallow penetration seem to be
strongly affected by the collisionality, in contrast to

the field lines with deep penetration, which connect
the outermost existing island chain to the divertor
surface. For a proper analysis of such a complicated
topology, inevitably one needs 3D transport codes,
which could describe such a variety of magnetic field
lines.

As an example, splitting of the outer strike point
(SP), appearing as multiple peaks in the ELM heat
flux profile along the outer divertor plate, has been
measured by a fast IR camera during the applica-
tion of n = 2 fields on JET with the ITER-like wall
(ILW) as shown in figure 6. These multiple peaks in
the heat flux profile are observed only during a mit-
igated ELM crash when a certain IEFCC threshold
is reached. The preliminary results indicate that this
IEFCC threshold for the appearance of splitting of
the outer SP during the ELM crash is at a similar
level to that occurring for the saturation effect of the
plasma response. Similar findings of strike point split-
ting have been reported on DIII-D in the presence of
n = 3 RMP fields [53].

Figure 6: Extended time traces of the heat flux dis-
tribution on the outer divertor plate in the phases
(upper left) without n = 2 field, (upper right) with
IEFCC = 44 kA and (lower left) with IEFCC = 88
kA. (Lower right) ELM peak heat flux profiles along
the outer divertor. From reference [51]
.

IV. ELM CONTROL USING RMP

Active control of ELMs by RMP fields offers an
attractive method for next-generation tokamaks, e.g.
ITER. The results obtained from the DIII-D, JET,
MAST, KSTAR, AUG and NSTX tokamaks have
shown that magnetic field perturbations can either
completely suppress ELMs [15], trigger small ELMs
during ELM-free periods, or affect the frequency and
size of the type-I ELMs in a controllable way, pre-
serving good global energy confinement [14].

A. Type-I ELM suppression with RMPs
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The first successful demonstration of the ELM
suppression technique was reported from DIII-D [15],
where the in-vessel coils (I-coils) were employed.
The I-coils consist of 12 single-turn loops, six above
and six below the midplane (up-down symmetric)
mounted on the low-field side of the vessel. For the
ELM suppression experiments, the upper and lower
loops are operated with either the same current polar-
ities (even parity) or opposite current polarities (odd
parity), and induce a static perturbation field with a
toroidal mode number n = 3.

On DIII-D, the experimental results show that
the effectiveness of ELM suppression with n = 3 fields
depends on q95. In low collisionality (ν∗ped,e ≤ 0.2)
H-mode plasmas, ELM suppression without small in-
termittent events is obtained in a narrow q95 window
ranging from 3.5 to 3.9 with an even parity n = 3
field and ∼ 7.2 with an odd parity n = 3 field. Out-
side this q95 range, type-I ELMs are mitigated (ELM
frequency increased and ELM size decreased) by the
applied n = 3 fields. These results indicate a reso-
nant condition on the amplitude of RMPs for ELM
suppression.

B. Type-I ELM mitigation with RMPs

Active control of type-I ELMs by the application
of static n = 1 or 2 perturbation fields has been de-
veloped for more ITER-relevant configurations and
parameters in a wide operational space of plasma tri-
angularity (δU up to 0.45), q95 (4.8 − 3.0) and beta
(βN up to 3.0) on JET [14, 48, 49, 17]. The first re-
sults of ELM mitigation with n = 2 fields on JET
demonstrate that the frequency of ELMs can be in-
creased by a factor of ∼ 4−5, limited by the available
EFCC coil current. A wide operational window of q95

has also been obtained for ELM mitigation with n = 2
fields. During the application of the n = 1, 2 fields, a
reduction in the ELM size (∆WELM ) and ELM peak
heat flux on the divertor target by roughly the same
factor as the increase in the ELM frequency has been
observed. The reduction in heat flux is mainly due to
the drop of particle flux rather than a change of the
electron temperature. A modest drop (a few per cent)
in the total stored energy has been observed during
the ELM control phase with the EFCCs. However,
when normalized to the IPB98(y, 2) scaling, the con-
finement time shows almost no reduction.

Recently, mitigation of type-I ELMs was ob-
served with an n = 2 field on JET with the ITER-
like wall (ILW) [51]. A strong mitigation of type-I
ELMs was observed when an n = 2 field was ap-
plied in high-collisionality (ν∗ped,e = 2.0) H-mode plas-
mas. No density pump-out effect was observed in
the high-collisionality case, but was observed in the
low-collisionality case. In the moderate-collisionality
type-I ELMy H-mode plasmas with the ILW wall, a
saturation effect of ELM mitigation and clear pre-
ELM structures were observed on the outer divertor
plate during the application of n = 2 fields, depend-

ing on q95[51, 54].

V. SUMMARY AND OPEN QUESTIONS

Regarding on the control of plasma transport in
the boundary zones, two conflicting issues have to be
balanced. On one hand, to achieve a homogenization
of the power deposition on target plates and reduce
the peak heat flux on the divertor or the limiter, a
high cross field transport level is required in the SOL.
On the other hand, to keep a high fusion gain, good
confinement with the edge plasma transport barrier
(H-mode), is required. One attractive idea for broad-
ening the SOL and distributing the particle and heat
fluxes more evenly and over a larger surface is to
soften the edge of the magnetic cage by the forma-
tion of a stochastic boundary with the application of
external magnetic perturbations.

In tokamaks, non-axisymmetric magnetic pertur-
bations, which change the magnetic topology, have
been applied on the majority of contemporary large-
scale tokamaks to control plasma edge stability and
transport. Recent research has highlighted the signif-
icance of the role that stochasticity and 3D magnetic
topology also play in this fundamentally 2D concept.
Their influence can be seen in transport and energy
confinement, in the control of various MHD instabil-
ities, most notably ELMs, which expel considerable
amounts of energy from the plasma and pose a risk
of damaging plasma-facing components in ITER and
other next-generation fusion devices.

RMP ELM suppression/control has shown very
promising results up to now, although the physics
mechanism is not well understood as yet. Future joint
experiments from different devices (DIII-D, JET,
MAST, NSTX, AUG, TCV, KSTAR and EAST) will
help us to understand ELM suppression physics and
provide support for ITER.

To date, many attempts to explain ELM suppres-
sion have focused on the idea that the edge thermal
and particle losses are enhanced due to the forma-
tion of an outer ‘ergodic’ zone with RMP fields. This
‘ergodic’ boundary would reduce the edge pressure
gradients, and thus stabilize the peeling-ballooning
modes thought to underlie ELM formation [15], [37].
This mechanism is mainly supported by two experi-
mental results from DIII-D: i) splitting of the inner
strike-point observed during the RMP ELM suppres-
sion phase; and ii) spin-up of the edge plasma rota-
tion in the co-current direction and a change of the
plasma edge electric field to a more positive value due
to larger losses of electrons than ions with an ergodic
boundary. However, either bulk plasma or diamag-
netic rotation can screen the RMP fields from the
resonant magnetic flux surfaces. Many calculations
of the Chirikov parameter or overlapping of resonant
magnetic islands employ a vacuum assumption, which
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neglects the plasma response (rotational screening ef-
fect and equilibrium effect).

Although the mechanism of ELM control with
RMPs is not yet fully understood, it has been exam-
ined in a wide operational window in many different
devices. Further optimisation of the magnetic pertur-
bation with less reduction of the plasma performance,
and an understanding of the underlying physics are
essential for future investigations.

In addition, the existence of these stochastic and
3D magnetic topology effects brings tokamak and
stellarator physics closer together, and a holistic ap-
proach to studying them provides the most promising
path to making good progress. Understanding these
effects is essential for the success of future fusion de-
vices, and they represent a hot topic in current fusion
research. Furthermore, reversed field pinches offer
access to these topics with unique features such as
the bifurcation into self-generated 3D equilibria and
multi-mode unstable plasma conditions with a high
degree of magnetic field stochasticity.
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ABSTRACT 

 

An overview of erosion and deposition processes in 

fusion machines is presented. The underlying physical 

and chemical mechanisms are explained. The impact of 

erosion and deposition on wall lifetime and tritium 

retention, which define the availability of future fusion 

machines such as ITER, is discussed. Also, examples of 

erosion and deposition observed in present fusion 

experiments are presented. 

 

I. INTRODUCTION 

 

The next major step on the way to a fusion reactor is 

the international experimental reactor ITER
1
. In long-

pulse (about 400s) or even steady-state operation, which 

both are foreseen for ITER, erosion and deposition 

processes become more crucial than in current fusion 

experiments. Erosion of wall material leads to limitation 

of the lifetime of the wall components. Whereas on the 

one hand deposition of eroded material can eventually 

reduce net erosion, it will lead to formation of deposited 

layers on the other hand. Main concern of deposited 

material is its ability to retain large amounts of fuel, 

which in ITER will consist of 50% deuterium and 50% 

tritium within the active phase of operation. The in-

vessel retention of radioactive tritium will be limited due 

to safety regulations. Current estimations of wall lifetime 

and tritium retention for ITER are based on 

extrapolations from present experiments or modeling 

calculations and imply relatively large uncertainties 
2,3

. 

Nevertheless, they indicate that the number of pulses 

before reaching the tritium retention limit or the 

maximum allowed erosion of wall components could be 

unacceptably low for an economical operation. From 

this, it is obvious that both erosion and deposition of 

wall material will strongly determine the availability of 

ITER. It is therefore necessary to understand the 

involved mechanisms and to find possibilities to 

minimize erosion and deposition.  

The erosion and deposition properties naturally 

depend on the material choice. In ITER there are 

currently three different materials under discussion for 

the use as wall cladding. Beryllium (Be) is planned to 

cover the first wall in the main chamber. Compared to 

elements of high atomic number (Z) eroded Be (Z = 4) 

entering the plasma leads to lower plasma cooling due to 

radiation. With respect to the large area of the first wall 

the use of low-Z Be is therefore more beneficial 

although in general the sputtering of low-Z elements is 

larger than that of high-Z ones. In addition, Be has the 

advantage of being a good oxygen getter. For the so-

called baffles, which cover the region between the main 

wall and the divertor plates, tungsten is intended to be 

used. Here, larger ion fluxes (compared to the main wall) 

and a significant flux of charge exchange neutrals will 

reach the surface such that the sputtering should be 

minimized by using a high-Z material. Tungsten in 

addition has a relatively high melting point of about 

3400°C. Finally, the divertor plates, on which the 

maximum particle and heat fluxes will occur, were 

originally planned to be made of carbon fiber composites 

(CFC). Carbon-based materials can withstand highest 

heat loads without melting (sublimation at a temperature 

of about 3800°C). Therefore problems caused by melt 

layer loss do not occur. However, carbon-based 

materials suffer from chemical erosion/sputtering by 

means of formation of volatile hydrocarbons CxIy, where 

“I” represents hydrogen H or its isotopes deuterium D 

and tritium T. The deposition of such species leads to 

formation of tritium-containing layers inducing the 

problems as addressed above. It was planned to use CFC 

divertor plates at the beginning of ITER operation in the 

non-active phase without tritium. For further operation in 

the active phase it was foreseen to exchange the CFC 

plates with tungsten ones to minimize tritium retention 

by co-deposition. At the moment discussions are 

ongoing to start already in the non-active phase with a 

tungsten divertor to reduce the overall costs of the ITER 

project.  

Besides erosion of these “pure” elements also mixed 

layers, which are formed after erosion and re-deposition 

processes, have to be taken into account. In the mixture 

of materials currently foreseen for ITER one can expect 

the formation of carbides (Be2C, WC) and also alloys 

with erosion and other physical properties (e.g. melting 

point) different from the pure elements. 
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II. EROSION MECHANISMS 

 

The erosion yield Y 

To characterize the strength of erosion the yield Y is 

defined as ratio of the averaged number of eroded 

particles and number of incoming projectiles. It is 

important that not a single projectile is considered but a 

large amount of projectiles such that the erosion yield 

represents the erosion probability. The yield can be 

determined by the flux of eroded particles ero divided by 

the flux of incoming projectiles in:   

 

     
                            

         
 (1a) 

 

      
                          

         
 (1b) 

 

   
    

   
 (1c) 

 

A. Physical sputtering 

A.1. Basic features 

Within the process of physical sputtering, the 

momentum of incoming projectiles (energetic ions or 

neutrals) is transferred to surface atoms of the target 

material via nuclear collisions. If the transferred energy 

is large enough to overcome the surface binding energy 

(which is only known for a few materials, therefore it is 

common to use the heat of sublimation as an estimate), 

the surface atom can leave the solid and is physically 

sputtered. Although the first momentum transfer from 

projectile to target atoms is directed into the surface, 

subsequent collisions can lead to a momentum transfer 

which is directed out of the solid surface. Different 

regimes of collision can be distinguished mainly 

depending on the projectile energy and mass: 

i) Single collision regime 

After one single collision of the projectile with a 

target atom, the projectile hits a surface target atom. This 

process particularly occurs for light projectile ions with 

low impact energies. 

ii) Linear cascade regime 

With medium projectile energies (larger than several 

10 eV) a collision cascade is developing in the solid 

including also the generation of recoil atoms. However, 

collisions between two moving atoms are rare.   

iii) Spike regime 

At high impact energies (keV – MeV) and high 

projectile masses the densities of recoils of the collision 

cascade is increasing. Inside the spike region most atoms 

are moving, whereby collisions between simultaneously 

moving particles become important.   

Figure 1 illustrates these different regimes. The first 

two regimes can be described with the binary collision 

approximation (BCA), which will be discussed in 

chapter II.A.2. In the spike regime many-body processes 

have to be taken into account and the heat spike can lead 

to a local melting of the solid. However, under the 

conditions of wall materials in fusion experiments the 

spike regime is less important than the other two 

regimes. 

 

 

Figure 1: Collision regimes inside a solid induced by 

impact of a projectile atom. 

 

 In general, physical sputtering occurs for all 

combinations of projectile and target materials. The 

sputtered species are mostly neutral atoms or small 

clusters of the target material. Due to the nature of 

physical sputtering there exists a threshold energy for 

projectile particles below which the sputtering yield is 

zero. A surface atom at least has to receive the surface 

binding energy to be sputtered from the solid.  

Besides the impact energy the sputtering yield also 

depends on the impact angle of projectiles. Also the 

combination of projectile and substrate material 

influences the sputter yield. This can be easily 

understood in terms of the maximum energy transfer 

factor  for head-on collisions 

 

   
       

       
  (2) 

 

where M1 and M2 are the masses of projectile and target 

material respectively. The factor  is maximal (= 1) for 

identical masses of projectile and substrate, M1 = M2. 

Physical sputtering does not significantly depend on the 

surface temperature but is dominated by the kinetics of 

collisions.  

The basics of physical sputtering of single-ion 

targets, covering theoretical aspects as well as 

experimental results, are described in 
4
. In the following 

the main dependencies of the sputtering yield are 

discussed in more detail.    

Energy dependence of Yphys 

Below the threshold energy Eth the sputter yield is 

zero. The threshold energy can be estimated for light 

projectile ions when only two collisions between 

projectile and solid atoms are involved as shown in 

figure 1, left part. In the extreme case of head-on 

collisions the projectile of impact energy E0 has the 

energy (1 - ) · E0 after reflection at the solid atom. The 

reflected projectile then can transfer maximum energy of 

· (1 - ) · E0 to surface atoms of the solid. The sputtered 

atom finally has an energy of Esputt = · (1 - ) · E0 - EB, 

where EB is the surface binding energy. From this, the 

threshold energy follows by setting Esputt = 0, thus: 

 

     
  

       
 (3)  

single collision regime linear cascade regime spike regimesingle collision regime linear cascade regime spike regime

219



Table 1 summarizes threshold energies for 

sputtering of beryllium, carbon (low-Z) and tungsten 

(high-Z) due to deuterium (D) and oxygen (O) as 

calculated with Eq. (3). As can be seen for sputtering 

caused by deuterium bombardment, the threshold energy 

for high-Z materials is significantly larger than for low-Z 

ones. In addition, the sputtering of high-Z materials due 

to impurities such as oxygen starts at lower energies than 

the sputtering due to deuterium. However, Eq. (3) cannot 

be used universally for calculating threshold energies of 

physical sputtering. If the masses of projectile and target 

atoms are similar, wrong threshold energies are delivered 

(as shown in table 1 for sputtering of beryllium and 

carbon due to oxygen). This can be easily seen for the 

extreme case of M1 = M2 which gives  = 1 and Eth in 

Eq. (3) would be infinity. Though, with M1 = M2 one 

faces the situation of so-called “self-sputtering”, which is 

a very effective mechanism and cannot be explained 

with the simple two-collisions model. For the case of 

M1/M2 > 0.2 a fit of experimental data 
5
 results in 

 

         (
  

  
)
 

 ⁄
  (4) 

 

For M1/M2 < 0.2 Eq. (3) still is a good 

approximation of experimental data. The threshold 

energies according to Eq. (4) for the material 

combinations discussed so far with M1/M2 > 0.2 are 

added in table 1 in brackets.   

 

Table 1: Threshold energies (eV) for physical sputtering 

calculated acc. to Eq. (3) and Eq. (4) in brackets. 
 

 D O 

Be (EB = 3.38 eV) 14 (15) 47  (34) 

C (EB = 7.42 eV) 30 (—) 373 (67) 

W (EB = 8.8 eV) 214 (—) 42 (—) 

 

For impact energies above the threshold energy physical 

sputtering occurs with the sputter yield increasing 

monotonically until reaching a maximum value at a 

certain impact energy: more energy can be transferred to 

surface atoms, which increases the probability for 

sputtering. Further increase of the impact energy leads to 

continuous decrease of the sputter yield: the impinging 

projectiles and therefore also the collision cascades 

penetrate deeper into the solid and therefore less energy 

is transferred to surface atoms.  

Figure 2 shows as an example the energy 

dependence of physical sputtering of beryllium due to 

deuterium at normal incidence calculated with the TRIM 
6
 code. More details about the TRIM code will be given 

in subsection A.2 when discussing the calculation of 

sputtering yields. 
 

 

 

 

Figure 2:  Calculated sputtering yield for D on Be in 

dependence on the impact energy. 

 

It is important to mention that in a plasma, and 

therefore also in fusion experiments, the impact energy 

of ions hitting a surface is determined by the ion and 

electron temperature (Ti and Te), where in many cases 

 

 Ein ~ 3·Q·Te+2·Ti (5) 

 

with Q the charge state of the projectile 
7
. The first part 

of Eq. (5) originates from the acceleration of the ions in 

the sheath potential and the second part reflects the 

Maxwell-distributed thermal velocity of the ions and the 

energy gain in the pre-sheath electric field.  

 

Angular dependence of Yphys 

The angle of incidence 0 of impinging projectiles is 

defined as angle between the velocity vector of the 

projectile and the surface normal vector. With this 

definition 0 = 0° represents normal and 0 = 90° grazing 

incidence. Figure 3 shows the calculated sputtering yield 

again for deuterium on beryllium but now with a fixed 

impact energy E0 = 200 eV in dependence on the angle 

of incidence (data from TRIM calculations).  

 

 
Figure 3: Calculated (TRIM) sputtering yield for D 

on Be in dependence on the impact angle. 

 

Starting at normal incidence the sputter yield 

increases with increasing angle of incidence. With more 

grazing incidence of the projectiles more energy is 

deposited near the surface. After reaching a maximum 

yield (in the example of figure 3 at about 75°) the 

sputtering yield strongly decreases. At theses shallow 
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angles reflection of projectiles becomes more important 

resulting in less energy available at the surface for 

sputtering. The described angular dependence of 

physical sputtering assumes smooth (on an atomistic 

scale) target surfaces. Unpolished surfaces normally 

exhibit a certain roughness. 

Figure 4 demonstrates the effect of surface 

roughness on the sputter yield on the example of 

beryllium sputtering due to 300 eV deuterium ions
8
. 

TRIM simulation assume smooth surface and deviate 

from measurements at a rough surface especially 

showing a more pronounced increase with nominal angle 

of incidence. At rough surfaces two processes have to be 

taken into account: First, the local angle of incidence 

differs from the nominal one. Dependent on the nominal 

angle of incidence one has to consider a distribution of 

local angles of incidence instead of one fixed angle. 

Taking e.g. a nominal angle of incidence of 0°, leads to 

contributions of larger angles in the distribution of local 

angles of incidence. Thus, at a rough surface the sputter 

yield will be larger than at a smooth surface taking into 

account the angular dependence of figure 3. Similarly, at 

high nominal angles the sputter yield for rough surfaces 

will be smaller than for smooth ones – especially the 

maximum yield for a rough surface will be smaller than 

for a smooth surface. Secondly, sputtered particles can 

be re-deposited at side walls of valleys on the rough 

surface. This effect decreases the sputtering yield. 

Obviously the importance of re-deposition increases with 

surface roughness and is less important at glancing 

nominal angles of incidence. Both effects, the 

distribution of local angles of incidence and re-

deposition of sputtered particles, are included in the 

simulation of figure 4 for rough surfaces demonstrating a 

good agreement with the measured data.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4:  Measured and calculated sputter yields of 

D on Be in dependence on the nominal angle of 

incidence for a rough surface 
8
. 

 

Energy and angular distribution of sputtered particles 

In many cases the energy distribution of sputtered 

particles can be described with a Thompson distribution: 

 

           
      

(         )
   (6) 

At Esputt = EB/2 the energy distribution has a 

maximum. At higher energies the probability for 

sputtered particles with the given energy decreases with 

1/E
2
. The maximal energy, which can be transferred to 

sputtered particles equals       
                  

and therefore has to be included in Eq. (6) as cut-off.  

Measurements of the energy distribution of sputtered 

particles agree fairly well with Eq. (6) for heavy-ion 

sputtering at normal incidence in the range of 1 keV 
9
, 

whereas deviations occur for light impact ions and/or 

non-normal incidence. 

The angular distribution of sputtered particles for 

normal incidence by medium and heavy ions can be 

approximated with a cosine distribution. This follows 

from the theory of cascade sputtering with the 

assumption of an isotropic collision cascade. Deviations 

to an over-cosine distribution, which peaks towards the 

surface normal, arise for light-ion bombardment. This 

deviation tends to be stronger with low impact energies 

and/or metals with high surface binding energy 
10

. In 

practice surfaces are rough and data of angle 

distributions are rare, thus a cosine distribution is a good 

approximation.  

A.2. Calculating of physical sputtering yields 

Experimental data on physical sputtering yields are 

mainly obtained by means of ion beam irradiation were 

energetic ions are focused to a target. The sputter yield 

can then be determined by weight loss measuring of the 

target probe after bombardment. However, at low 

bombarding energies – especially near the threshold 

energy of physical sputtering – ion beam intensities 

become very low. Therefore measured data at low 

impact energies are rare and more uncertain. Modeling 

can help to close this gap.   

To calculate the physical sputtering yield in 

dependence on the impact energy and angle fit formulae 

have been developed. Mostly the Bohdansky formula 

and its revised version are used, which give the yield for 

normal incidence in dependent on the impact energy 
5
. 

The overall accuracy of this formula is about a factor of 

2 – 3. Meanwhile several improvements of this analytic 

formula have been provided. New attempts have been 

done for a unified representation of the physical 

sputtering yield in dependent on the impact energy 
11

. 

The dependence on the impact angle is described by the 

Yamamura formula 
12

. Again the accuracy is not better 

than a factor of two. 

A more detailed approach to calculate sputtering 

yields is based on the modeling of the transport of the 

impinging projectile inside the solid. The TRIM
13

 

(TRansport of Ions in Matter) code and its derivative 

SDTrimSP 
14

 follow the projectiles through a 

randomized target in the binary collision approximation 

(BCA) and calculate the collision cascade including 

recoils. The critical parameter is the potential describing 

the interaction between projectile and target atoms. 

Various potentials are in use, such as the screened 

Coulomb potential for Kr-C 
15

, which is a good 

approximation for many projectile-solid atom 

Angle of Incidence (°) 

S
p

u
tt

e
ri

n
g

 Y
ie

ld

Angle of Incidence (°) 

S
p

u
tt

e
ri

n
g

 Y
ie

ld

221



combinations. Within the BCA the interaction between 

the projectile and the target atoms is treated by 

successive two-body interactions. This approximation 

breaks down at low impact energies (< ~10 eV) where 

many-body and quantum mechanical effects become 

important. More suitable for the situation of low impact 

energies (< 10 eV) are molecular dynamic (MD) 

simulations. Within MD calculations the motion is 

followed by the numerical solution of Newton´s 

equations. For this, the many-body interaction potentials 

have to be known, which is a main constraint of MD 

calculations. Several methods exist to calculate these 

interaction potentials: the empirical approach ignores 

any quantum-mechanical effects or includes them by 

empirical methods. Semi-empirical potentials use the 

matrix representation from quantum mechanics, whereas 

the matrix elements themselves come from empirical 

formulae. Finally, ab-initio methods make use of full 

quantum-mechanical formulae. However, currently not 

all potentials necessary for plasma-wall interaction in 

fusion research are available – especially there is still a 

lack of data where beryllium is involved.       

A.3. Sputtering of layered systems and mixed materials 

So far only physical sputtering of pure elements has 

been described. The mixing of different materials caused 

by deposition or implantation of impurities at the solid, 

leads to additional processes. One example is the 

sputtering of a carbon layer on top of a tungsten 

substrate due to deuterium ion impact, a situation which 

can occur at the tungsten baffles in ITER.  

Figure 5 shows the calculated (SDTrimSP) carbon 

sputtering yields in dependence on the deuterium ion 

impact energy for various thicknesses of a carbon layer 

on top of a tungsten substrate. As seen in figure 5, for 

thin carbon layers carbon sputtering becomes more 

effective compared with a pure carbon target. This can 

be explained by an increased reflection of incoming 

deuterium ions at the heavy tungsten substrate atoms 

compared to reflection on carbon atoms.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5:  Physical sputtering yield of a carbon 

layer of varying thickness on top of a tungsten 

substrate (calculated with SDTrimSP). The 

impact energy Ein of impinging D
+
 ions is given 

as electron temperature Te (Ein ~ 5Te). 

Thus, more of the penetrating deuterium ions are 

reflected back to the surface where sputtering of carbon 

takes place. The enhanced sputtering occurs especially 

for thin layers and high projectiles impact energies.  

In a more realistic situation the particles are 

implanted with a certain depth profile leading to 

different concentrations, which also depends on 

exposure time. However, the basic processes influencing 

the sputter yield are the same but the effects can be less 

pronounced than shown in figure 5. In nearly all cases of 

multi-element systems preferential sputtering of one of 

the components occurs, which can be reproduced with 

the TRIM and SDTrimSP code 
16

. Under multi-species 

conditions, further effects can occur like an oscillating of 

the partial sputtering yield in the case of heavy-ion 

bombardment of light targets (e.g. W ions on carbon 

target) 
17

. This effect is explained with fluence-

dependent depth profiles of the implanted species. In 

addition to these collision-induced mechanisms, 

diffusion and segregation will influence the physical 

sputtering in mixed material systems.  

 

B. Chemical erosion and sputtering 

Chemical erosion involves thermal projectiles (in 

contrast to energetic ones in the process of chemical 

sputtering) initiating chemical reactions with surface 

atoms. In contrast to physical sputtering chemical 

erosion only occurs for specific combinations of 

projectile and target atoms. In fusion research chemical 

erosion of beryllium and carbon-based materials due to 

hydrogen (and its isotopes) are of main importance. 

Chemical erosion of carbon has been studied in great 

detail whereas the chemical erosion of beryllium is still 

subject of intense research.  

Figure 6 summarizes the atomistic mechanisms 

leading to chemical erosion of carbon due to impact of 

thermal hydrogen atoms. Basic description of chemical 

erosion includes following processes: C atoms, bound in 

a sp
2
 configuration (bottom of figure 6) of the solid, are 

hydrogenised to sp
3
 complexes (top of figure 6) via an 

intermediate radical state sp
x
 (left-hand side, figure 6). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 6: Atomistic processes involved in 

chemical erosion of carbon due to thermal 

hydrogen impact 
18

. 
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Further impinging hydrogen atoms will lead to 

formation of hydrogen molecules H2, which are desorbed 

and thus leaving a radical state sp
x
 with a broken bond 

(right-hand side of figure 6). If the surface temperature is 

high enough (larger than ~400K), chemical erosion can 

occur via desorption of hydrocarbon complexes. At 

higher surface temperatures (above about 600K) the 

intermediate radical state sp
x
 can recombine with 

adsorbed atoms with a certain rate. This reduces the sp
3
 

concentration and therefore leads to a decrease of 

chemical erosion. Altogether the chemical erosion can be 

described by the cross sections of hydrogenation H and 

dehydrogenation D and the surface temperature-

dependant rate coefficients of desorption of hydrocarbon 

complexes kx and recombination of incoming H atoms 

with adsorbed ones kh. The chemical erosion rate in 

steady state is given by the product of kx and the 

concentration      of sp
x
 states, the latter one given as: 

 

          
    

       
 (7) 

 

with H as the impinging hydrogen atom flux. From this, 

the chemical erosion yield Ytherm, which is the erosion 

rate divided by the flux, follows to: 

 

        
 
   

  
 

    

       
     (8) 

 

In figure 7, measured chemical erosion yields for 

bombardment of different carbon-based materials with 

deuterium or hydrogen atoms are presented in 

dependence on the surface temperature. In agreement 

with the above-described model the yield has a 

maximum at around 600K and decreases with higher 

surface temperatures. In addition, the measurements 

show a strong dependence on the carbon material.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

Figure 7: Chemical erosion yield for 

bombardment of different carbon-based materials 

with thermal hydrogen/ deuterium atoms 
19

. 

Amorphous a-C:H carbon films (in the figure marked as 

“soft” and “hard”) suffer from much larger chemical 

erosion than graphite or pure diamond films. This can be 

explained in the model with the concentration of sp
x
 

states, which strongly depends on the material structure.           

A wide range of hydrocarbon species can be formed 

chemically. With thermal hydrogen atom impact CH3 is 

formed, while CH4 dominates at higher ion impact 

energies. In addition, a large family of higher 

hydrocarbons C2HX and C3HX is observed. Normally the 

energy spectrum of eroded species can be described with 

a Maxwell distribution around the surface temperature: 

 

                   
       

      
⁄

 (9) 

 

Similar to physical sputtering the angular 

distribution can be approximated with a cosine function.   

Chemical sputtering is defined as process where due 

to ion bombardment a chemical reaction occurs, which 

produces a particle weakly bound to the surface which 

then can be desorbed into the gas phase. The ion 

bombardment promotes the chemical reaction whereas 

the release of the particle itself is mainly thermally 

driven. Chemical sputtering depends on the kinetic 

energy and the chemical reactivity of the impinging 

species. The eroded species are molecules formed out of 

projectile and target atoms. In contrast to physical 

sputtering but similar to chemical erosion, chemical 

sputtering occurs only for certain combinations of 

projectile and target material. The following discussion 

will focus on the chemical sputtering of carbon-based 

materials. The threshold energy for chemical sputtering 

is significantly smaller than for physical sputtering and 

the chemical sputtering yield shows a clear dependence 

on the surface temperature of the substrate. As for 

chemical erosion also chemical sputtering leads to a 

wide range of sputtered hydrocarbon species. In addition 

to the surface temperature dependence the distribution of 

sputtered species also depends on the ion impact energy. 

The energetic hydrogen ions penetrate into the solid 

and as long as they have enough energy the interaction 

with the solid atoms is determined by collision effects 

(leading to displacement of target atoms or physical 

sputtering). At the end of the projectile’s trajectory, after 

thermalisation, chemical effects become important. This 

can be described by the model of chemical erosion as 

presented in the previous chapter – a hydrocarbon 

complex can be formed with a yield Ytherm. The 

hydrocarbon at the end of the ion range can then diffuse 

to the surface where it finally can leave the solid. 

However, in case of chemical sputtering the yield is 

enhanced compared to chemical erosion due to the effect 

of radiation damage of the penetrating energetic ion. The 

radiation damage in form of broken C-C bonds provides 

additional reaction sites for incoming H atoms and thus 

increases the probability of hydrocarbon formation. The 

yield for the enhanced thermal reaction can be written as 

 

       
      

                   (10) 
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Here Ydam is the radiation damage yield, D a fit 

parameter to match experimental results. For Ydam one 

usually uses the physical sputtering yield but with a 

lower threshold energy. In addition to this damage-

induced effect a process at the surface comes into play. It 

is observed experimentally that the hydrocarbon release 

under energetic ion bombardment starts at smaller 

surface temperatures than with thermal atom 

bombardment. This is explained by means of physical 

sputtering of weakly bound sp
3
 CHx groups from the 

surface and described with a yield Ysurf. The chemical 

sputtering yield can then be written as 

 

      
       

                         (11) 

 

The yield according to Eq. (11) depends on surface 

temperature, energy and flux of impinging hydrogen 

ions. By means of comparison with experimental data 

this has been used to formulate a semi-empirical formula 

to describe theses dependencies in detail 
20

.  

 

Energy dependence of 
sputter

chem
Y  

The chemical sputtering yield calculated according 

the formula in 
20

 is plotted in figure 8 in dependence on 

the impact energy for two surface temperatures and a 

hydrogen flux of 1·10
22

 m
-2

s
-1

. At energies below ~ 2 eV 

only the thermal erosion process is active. At higher 

impact energies the yield is determined by the damage-

induced (Ydam) and the surface erosion (Ysurf) effect. The 

qualitative energy dependence is therefore similar to the 

one of physical sputtering (see figure 2). 

 

 
Figure 8: Calculated chemical sputtering yield in 

dependence on hydrogen impact energy for surface 

temperatures of 400 and 700K (for H = 1·10
22

 m
-2

s
-1

). 

 

Surface temperature dependence of 
sputter

chem
Y  

Similar to chemical erosion also chemical sputtering 

shows a dependence on surface temperature. The 

common observation is a maximum of the sputtering 

yield about 900K. However, as will be discussed next, 

the surface temperature at which this maximum occurs 

also depends on the impinging hydrogen flux.  

 

Flux dependence of 
sputter

chem
Y  

A compilation of data from various experiments (ion 

beam devices, linear plasma machines as well as 

tokamaks) indicates a strong flux dependence of the 

chemical sputtering yield: with increasing incoming 

hydrogen flux the yield decreases. Figure 9 shows 

experimental data together with the graph according to 

the semi-empirical formula (black line) for chemical 

sputtering. For comparison the experimental data are 

normalized to an impact energy of 30 eV and the surface 

temperature of maximum yield. The flux dependence of 

the chemical sputtering yield can be understood in terms 

of the thermal reaction cycle. This predicts an increase of 

the temperature, where the maximum of chemical 

sputtering occurs, with flux. At these high surface 

temperatures the thermodynamic equilibrium of the H/C 

system shifts from hydrocarbon formation to H2 release. 

Therefore, the chemical sputtering yield decreases with 

increasing flux. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 9: Chemical sputtering yield in dependence on 

impinging hydrogen ion flux 
21

.  

 

Synergistic effects 

Simultaneous bombardment of a carbon surface with 

thermal hydrogen and energetic ions (e.g. Ar) shows an 

enhanced carbon erosion compared to bombardment 

with hydrogen atoms only 
22

. This can be explained with 

the above-described model of chemical sputtering: the 

energetic ions produce broken bonds, which serve as 

reaction sites for the impinging hydrogen atoms. In 

addition, the energetic ions can sputter hydrocarbon 

complexes from the surface. 

Also pre-irradiated graphite surfaces suffer from 

larger carbon erosion than untreated surfaces 
23

. Again, 

the ions produce dangling bonds during the pre-

irradiation procedure, which then lead to an increased 

chemical sputtering and erosion.   
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C. Other erosion mechanisms 

C.1. Blistering 

In laboratory experiments it is seen that high 

fluences (the fluence is the time-integrated flux) of light 

ions, such as hydrogen and its isotopes or helium, can 

cause blistering on metal surfaces like tungsten 
24

. This 

process is caused by trapping of gas atoms inside 

bubbles at the surface of the metal, which leads to very 

high pressures inside the bubble. Blistering can lead to 

enhanced erosion due to flaking of surface material, 

grain ejection or evaporation of thin blister caps. For 

helium impact on tungsten the critical fluence at which 

blistering starts is about 10
21

 to 10
22

 He atoms/m
2
. In 

case of H isotopes it is about two orders of magnitude 

higher – on tungsten blistering starts at about 10
24

 D/m
2
. 

The surface temperature range for H blistering on 

tungsten is <600°C whereas it goes to higher 

temperatures for helium. 

The influence on blistering of carbon impurity 

impinging on a tungsten surface has been investigated in 
25

. It is seen that hydrogen blistering occurs at a target 

temperature of 650K and a carbon concentration of 

0.95% whereas with lower carbon concentrations 

(0.11%) or higher surface temperatures no significant 

blistering is found. One possible explanation could be 

the formation of a carbide layer at top of the surface, 

which enhances hydrogen diffusion beyond the ion range 

and the carbide layer into the bulk (the solubility of 

hydrogen in WC is low). Then voids could be created in 

the bulk, which can develop to blisters. The decrease of 

blistering at higher surface temperatures could result 

from the higher thermal energy of hydrogen at which 

traps triggering the blistering are not active anymore. 

Whereas in existing fusion experiments significant 

blistering has not yet been observed this could be 

different in ITER and next-step fusion machines. 

Especially the effect of alpha particles (He
+
) – which are 

a product of fusion reactions – has to be taken into 

account.  

C.2. Radiation enhanced sublimation (RES) 

In case of carbon-based materials anomalously 

enhanced erosion has been observed at elevated surface 

temperatures in laboratory experiments
26

. Figure 10 

shows the total erosion yield as result of argon ion 

bombardment (5 keV) on graphite in dependence on the 

surface temperature. Whereas the erosion yield is 

constant up to about 1000K and can be explained with 

physical sputtering it increases with higher surface 

temperatures. The increase starts clearly below the 

sublimation temperature of graphite (about 3200K) and 

can be described with an exponential function: 

 

 Y = Y0 · exp(-ERES/kT)  (12) 

 

In Eq. (12) ERES is the activation energy for 

radiation enhanced sublimation (0.6 – 0.9 eV) and Y0 a 

pre-factor. RES is explained by the production of 

radiation defects (interstitials and vacancies) due to the 

energetic ions. The diffusion of the interstitials to the 

surface then competes with the annihilation with 

vacancies. Interstitials, which survive annihilation with 

vacancies, can arrive at the surface and desorb into the 

gas phase. However, up to now RES has not been 

observed clearly under tokamak particle impact 

conditions as e.g. shown in 
27

. This might be due to the 

high fluxes in combination with low energies.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10:  Total erosion yield of graphite due to Ar
+
 

ion bombardment in dependence on surface 

temperature 
26

.    

 

 

III. DEPOSITION MECHANISMS 

 

A. Reflection & deposition 

A projectile hitting a surface can be reflected 

(backscattered) from the surface with a certain 

probability which is expressed by the reflection 

coefficient R (0 ≤ R ≤ 1). Thus, the probability for a 

projectile of being deposited is 1-R. The reflected 

particles are in most cases neutrals. Similar to erosion 

yields reflection coefficients of atoms can be measured 

under well-defined conditions in ion beam experiments. 

In case of molecular species other methods are in use as 

discussed later. Reflection data at fusion relevant low 

impact energies are rare. For calculation of reflection 

coefficients the same tools used for sputtering yield 

calculations can be applied (BCA based calculations 

such as TRIM, or MD simulations).     

A.1. Atomic species 

At first it is assumed that the projectile atoms 

interact with a smooth surface. Since reflection is 

governed by collisions between projectile and target 

atoms, the reflection coefficient depends on projectile 

and target masses (M1, M2) and impact energy and angle 

(E0, 0). Generally, the reflection coefficient increases 

with increasing mass ratio M2/M1 – the reflection of light 

projectiles at heavy substrate atoms is very effective.  

As example, the energy dependence of the reflection 

coefficient for carbon on carbon at an impact angle of 

45° calculated with TRIM is shown in figure 11.  

 

 

Ueda et al.Ueda et al.

physical 
sputtering
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Figure 11: Energy dependence of the reflection 

coefficient R for carbon on carbon at impact angle 

of 45° (TRIM). 

 

At impact energies larger than ~200 eV the 

reflection coefficient decreases monotonically – the 

projectiles penetrate deeper into the solid and the 

probability of implantation increases. The TRIM 

calculations show a steep decrease of reflection going to 

smaller impact energies. At E0 < 20 eV the calculated 

reflection coefficient (figure 11) equals zero. However, 

as discussed in the previous chapter, the BCA method is 

not valid at such small impact energies below about 10 

eV. MD calculations must be used under those 

conditions showing in contrast non-zero reflection 

coefficients even at impact energies less than 10 eV 
28,29

.  

The dependence of reflection on the impact angle is 

presented in figure 12 based on TRIM calculations for C 

on C at impact energy of 200 eV. With increasing angle 

of incidence the reflection probability increases: with 

more grazing incidence the projectile penetrates less 

deep into the solid which decreases the implantation 

probability. 

 

 

Figure 12:  Angle dependence of reflection 

coefficient R for carbon on carbon at impact 

energy of 200 eV (TRIM). 

 

The energy distribution of reflected particles 

depends on projectile – solid combination, impact energy 

and angle of projectile. For Maxwell-distributed 

projectiles the energy distribution of reflected particles 

can be described with an exponential decrease 
30

. 

Significant deviations from this occur only for impact 

energies smaller than 200 eV.  

At energies not too large (reduced energy  < ~10, 

where   
  

     
 

  

     
     with aS the screening 

length and e the electron charge) and normal incidence 

the reflected particles have a cosine distribution, but 

deviations occur for different conditions. Nevertheless, 

for isotropic bombardment a cosine distribution is still a 

good approximation. 

 

Reflection at rough surfaces 

As discussed in the previous chapter II.A. surface 

roughness will change the local angle of incidence of 

projectiles  compared to the nominal one. In 
31

 the case 

of carbon bombardment onto a rough tungsten surface is 

discussed. For a nominal angle of incidence of 0° the 

carbon reflection is increased compared to a smooth 

surface. The measured reflection on the rough surface 

can be explained with a mean local angle of incidence of 

38° instead of 0°. Similar results are obtained for a 

nominal angle of incidence of 60° (mean local angle of 

about 70°).      

 

Prompt deposition 

In fusion experiments magnetic fields are applied to 

ensure confinement
32

. Eroded and sputtered particles 

normally start as neutrals from the surface but are 

ionized at some distance (ionization length ion) 

depending on the local plasma parameters. The magnetic 

field then leads to a gyration movement of the charged 

particle with a certain Larmor radius rL. As can be seen 

from figure 13, there is some probability for the particle 

to return to the surface (where it then can be deposited 

with a probability of 1-R) within the first gyration if the 

Larmor radius is larger than the ionization length. 

 

 

 

 

 

 

 
 

 

 

 

Figure 13: Schematic view of prompt deposition for 

tungsten W
+
 ions. 

 

From this a criterion for prompt deposition can be 

derived based on the following formulae: 

 

      
  

          
 (13a) 

 

where <v>ion in [m3/s] is the ionization probability, 

 

    
    

   
             (13b) 
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If Pprompt < 1 prompt deposition becomes possible. 

From Eq. (13c) follows that prompt deposition especially 

occurs for high-Z materials of high mass M and in case 

of large ionization probability <v>ion. This is also 

illustrated schematically in figure 13 for tungsten (high-

Z) in comparison to carbon (low-Z).  

A.2. Sticking of hydrocarbons 

As discussed in chapter II., chemical erosion/ 

sputtering of graphite walls leads to the formation of 

hydrocarbons CxHy (here H represents hydrogen and its 

isotopes D and T), which are released into the plasma. 

These species can also return to wall elements and stick 

to the surface and form hydrocarbon layers. Direct 

measurements of sticking coefficients of hydrocarbons 

are rare since quantified radical sources for the species 

of interest are needed, which requires significant 

experimental efforts. As alternative to the sticking 

coefficient the surface loss probability can be measured 

by means of the cavity technique
33

, which is more 

practicable. The surface loss probability  of a 

hydrocarbon equals the sum of the sticking probability S 

and the probability  of the hydrocarbon to react to a 

non-reactive volatile product via surface reactions. The 

surface loss probability is thus an upper limiter for the 

sticking probability.  

 

  = S + with    SR (14) 

 

The cavity technique uses a closed volume with a 

small entrance slit and hydrocarbons entering this cavity 

will lead to deposition on the inside walls. With the 

measured deposition profiles and applying a transport 

model for hydrocarbons inside the cavity, the surface 

loss probabilities for the various species are obtained. It 

is seen that the surface loss probability significantly 

depends on the hybridization of the radical: (sp
1
)~0.8, 

(sp
2
)~0.35 and (sp

3
)~10

-3
. Therefore, especially 

unsaturated hydrocarbons contribute to film growth. 

These  values have been obtained with the cavity 

surface at room temperature. At higher surface 

temperatures erosion effects become important such that 

the surface loss probability can become negative (at Tsurf 

around 600K) 
34

.  At even higher surface temperatures (> 

700K) graphitization can take place, which then results 

in positive loss probabilities associated with film growth. 

Further experimental data on surface loss probabilities 

can be found in 
35

.    

Molecular dynamics modeling can be applied to 

calculate sticking coefficients (or surface loss 

probabilities) for hydrocarbon species. Compared to the 

experiments, modeling can more easily study the 

influence of incident energy, angle and surface 

conditions. As example, figure 14 shows modeled and 

measured data for CH2 and CH3 
36

. The experimental 

data, taken from 
37,38

, are obtained at thermal energies for  

incoming species. The films were growing under direct 

plasma contact. Therefore it can be assumed that hard, 

saturated graphite films did develop. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 14: Measured and modeled (Molecular 

Dynamics) surface loss probabilities for CH2 and CH3 
36

.  

 

As can be seen in figure 14, only the assumption of 

a hard surface results in a fair agreement between 

modeled and measured value of the surface loss 

probability.  

More molecular dynamic modeling results of 

surface loss probabilities can be found e.g. in 
39,40

.  

 

B. Adsorption 

Up to now the deposition has been discussed by 

implantation of energetic particles into a solid or layer 

formation on top of it. The impinging particle is 

thermalized either inside the solid at a certain depth 

where it forms a binding with the solid atoms at the 

location where it comes to rest or in the near surface 

layer of a growing deposition film. Apart from these 

processes, thermal particles can also be adsorbed at the 

solid surface. Especially gaseous species (like O2 or H2) 

can form adsorbat layers. Adsorption is possible because 

the surface atoms of a solid have unsaturated bindings. 

Therefore it is energetically beneficial to form bindings 

with other atoms or molecules. Adsorption can be 

realized via two mechanisms: in case of physisorption 

the binding between the adsorbat and the solid surface 

atom is realized via van der Waals forces – which 

involve no change of the chemical structure of adsorbat 

and solid surface atom. The binding energy through van 

der Waals forces is less than about 0.5 eV. In case of 

chemisorption the binding between adsorbat and solid 

surface atom happens through the exchange or sharing of 

electrons resulting in binding energies of about several 

eV. The rate of adsorption depends on the material 

combination, the surface structure and temperature. 

Adsorbed species can be released from the surface via 

thermal desorption, ion induced collisions and also 

photons. With increasing surface temperature the rate of 

desorption increases. In fusion experiments the ion-

induced desorption is the most important desorption 

process.        
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C. Mechanisms of fuel retention 

Retention of the radioactive fuel tritium in the walls 

of fusion devices is a major concern for future fusion 

devices since the in-vessel amount of tritium is limited 

from safety aspects. If a certain limit is reached, plasma 

operation has to be stopped and the wall has to be 

cleaned. This limits the availability of the device and 

demonstrates the need to develop effective cleaning 

methods, which presently are only marginally developed. 

 

Adsorption 

Tritium can be adsorbed at the surface. This 

mechanism saturates – e.g. in case of a carbon when the 

surfaces of open porosity are filled. Due to the weak 

bonding between the adsorbed fuel and the surface atoms 

this retention mechanism is transient. 

 

Implantation 

Energetic tritium particles are trapped by chemical 

bonding in the material at a certain depth where they 

come to rest. This mechanism is permanent because of 

the strong binding between T and the solid atoms. 

However, it saturates when the maximum possible 

tritium density is reached.  

 

Bulk diffusion 

At higher surface temperatures diffusion into the 

bulk becomes important. This mechanism is permanent 

and does not saturate but depends on the diffusion 

coefficient and also on the density of traps at which the 

diffusing T can be bound quasi permanently. This 

process can become important for high Z plasma facing 

materials (e.g. W) under long-pulse operation and under 

high fluxes as in ITER and next step devices.   

 

Co-deposition 

Eroded material will be deposited somewhere and 

can thus lead to formation of layers if the deposition 

does not occur on the location of the material erosion. 

These layers will contain a certain amount of tritium due 

to co-deposition with the wall material. The tritium 

content of co-deposited layers shows a complicated 

parameter dependence on the layer composition, layer 

microstructure (density or porosity) and surface 

temperature. Tritium retention due to co-deposition is 

permanent and not saturating. This mechanism 

dominates the overall long-term tritium retention in 

devices with low-Z walls, which have comparably large 

erosion rates. If deposited layers become instable, 

flaking can occur and leading to dust formation inside 

the device. 

 

Transmutation 

In addition, neutrons (as result from fusion 

reactions) impinging on a beryllium surface will lead to 

the production of tritium via nuclear reactions, called 

neutron transmutation. The energetic neutrons produce 

also damages inside the wall materials, which then can 

serve as trapping sites for tritium and therefore increase 

the tritium retention. 

IV. EROSION AND DEPOSITION IN FUSION 

 EXPERIMENTS 

 

Wall elements in fusion experiments have contact 

with the edge plasma and therefore a certain plasma ion 

flux will hit the wall. An edge plasma with electron 

temperature Te, ion temperature Ti and electron density 

ne leads in case of a hydrogen plasma to an hydrogen ion 

flux H
Γ of 

 

                        √
     

  
      (15) 

 

where cS is the acoustic sound speed and MH the mass of 

hydrogen atoms. In addition to plasma ions also impurity 

ions strike the wall elements. According to the wall 

materials in use in present experiments these are mainly 

carbon, tungsten and beryllium. Besides this, there is 

always a certain oxygen impurity influx. Depending on 

the experimental conditions additional impurity fluxes 

can be important such as argon or neon, which are 

injected into the edge plasma for cooling issues. The 

local plasma parameters also define the amount of 

neutrals hitting the wall. Finally, in case of a fusion 

experiment with a significant amount of fusion reactions 

also helium ions and neutrons will hit the surrounding 

walls. Obviously, compared to a laboratory experiment 

the situation in a tokamak is much more complex: 

instead of one projectile species there is a whole bunch 

of impinging projectiles, which in addition are not 

mono-energetic but have a certain energy distribution. 

In the following some selected examples of erosion, 

transport and deposition experiments will be described. 

Possible implications for future fusion experiments, 

especially ITER, will be discussed. Methods of erosion 

and deposition measurements are described in 
41

.   

 

A. Erosion and deposition experiments in TEXTOR 

TEXTOR (Torus EXperiment for Technology 

Oriented Research, sited in Jülich, Germany) is a 

medium size limiter tokamak with a large plasma radius 

of 1.75 m and a small plasma radius of 0.48m 
42

. The 

limiter configuration of tokamaks is described in 
32

. 

TEXTOR is an overall carbon machine. It is equipped 

with two limiter locks, which enable well diagnosed 

experiments under wel- defined plasma conditions.  

A.1. Measurement of chemical sputtering in TEXTOR  

A spherically shaped graphite test limiter is exposed 

to the edge plasma of TEXTOR, which has been heated 

externally to study the dependence of chemical 

sputtering on surface temperature in detail. The chemical 

sputtering yield is measured by observing the CD 

emission near the limiter surface, which is a dissociation 

decay product of methane CD4, which itself is 

chemically sputtered. To obtain the eroded CD4 flux 

from the measured CD light one needs the so-called 

D/XB value, which is the ratio of CD4 particles and 

corresponding CD emission. D/XB values have to be 

determined independently. The best procedure is to 

228



inject under the same conditions a defined amount of 

CD4 and measuring the resulting CD emission. Figure 15 

presents methane formation yields from test limiters in 

TEXTOR at a deuterium flux of about 2·10
22

 m
-2

s
-1

. 

More details of this experiment can be found in 
43

. The 

surface temperature dependence of chemical sputtering 

yield corresponds well with the one described in chapter 

II. After a maximum yield at a certain temperature a 

significant decrease arises at higher temperatures. 

Maximum yield of about 4% occurs at a surface 

temperature of ~950K.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

Figure 15:  Methane formation yield (left y-axis) in 

dependent on surface temperature measured at a 

graphite test limiter exposed to the edge plasma of 

TEXTOR 
43

.  

 

A.2. Methane injection experiments in TEXTOR 

Deposition of impurities is an important issue for 

ITER, mainly due to tritium retention by co-deposition 

in such layers. In TEXTOR this has been investigated in 

detail by injecting 
13

C marked methane CH4 through test 

limiters of different shape (spherical or roof-like) and 

material (graphite, tungsten and molybdenum) 
44,45

. The 
13

C marked methane has been chosen to distinguish 

natural 
12

C deposition caused by background plasma 

from the deposition caused by local injection. Figure 16 

shows exemplarily the tungsten limiters (roof-like and 

spherical shape) after local 
13

CH4 injection 

demonstrating deposition near the injection hole. The 

broader dark region on the bottom part of the spherical 

limiter results from carbon 
12

C deposition.  

 

 

 

 
Figure 16: Tungsten test limiters after plasma exposure in 

TEXTOR with local methane 
13

CH4 injection.  

 

 

In all these experiments the local 
13

C deposition 

efficiency (ratio of locally deposited 
13

C on the test 

limiter surface and injected 
13

C) was very small: for 

spherical limiters 0.3% on tungsten and 4% on graphite 

and for  roof-like limiters 0.17% on molybdenum, 0.11% 

on tungsten and 0.17% on graphite. The substrate 

dependence of the 
13

C deposition can be reproduced by 

SDTrimSP and is explained by a more effective erosion 

of thin carbon layers if the underlying substrate has a 

higher atom mass, see also figure 5. The larger 

deposition efficiency on spherical limiters can be 

explained with a flux dilution due to grazing incidence 

of the magnetic field at top of these limiters, leading to 

decreased erosion of deposited material.  

The described experiments have been modeled with 

the impurity transport code ERO
46

. The low 
13

C 

deposition efficiencies can be reproduced only if an 

enhanced erosion of deposited carbon compared to 

graphite at plasma-wetted areas is assumed 
47,48

. Using 

“standard” values for hydrocarbon sticking and re-

erosion of deposited carbon, the modeled 
13

C deposition 

efficiency is typically in the 50% range. A possible 

explanation for this enhanced erosion is an ion-induced 

desorption of loosely bound hydrocarbons that are 

freshly deposited on the surface. It has to be noted that 

also from injection experiments with WF6 and SiH4 

similar conclusions have been drawn concerning the in-

situ enhanced erosion of deposits. Thus, this effect can 

have direct influence on ITER since it provides a process 

for impurity transport at plasma-wetted areas triggered 

by successive re-deposition and re-erosion until finally 

layer formation (and tritium retention) takes place at 

plasma-shadowed regions.  

Experiments with varying surface roughness show 

an increase of 
13

C deposition with roughness. Particles 

deposited inside the valleys of a rough surface are 

obviously more protected from the incident flux, which 

in the overall decreases the erosion of deposited 
13

C. 

This is in agreement with the effect of surface roughness 

on physical sputtering as discussed in chapter II.A. 

A.3. High-Z test limiter experiments in TEXTOR 

The sputtering of high-Z materials has been 

investigated on test limiters by in-situ by spectroscopy. It 

is seen that the effective sputtering yield normalized to 

the impinging deuterium ion flux varies between 0.5 % 

at high edge density and 3% at low density 
49

. These 

yields cannot arise from deuterium sputtering alone but 

actually are dominated by carbon and oxygen impurity 

sputtering. Comparison with calculated sputtering yields 

lead to good agreement if also prompt deposition of 

sputtered tungsten is taken into account. The erosion of 

tungsten from these limiters at elevated surface 

temperatures up to melting of W (3700K) does not show 

an enhanced yield compared to the expected physical 

sputtering 
50

.     
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B. ELM-induced enhanced erosion in JET 

JET (Joint European Torus, located in Culham, UK) 

is presently the largest fusion research experiment in the 

world and therefore the most ITER-relevant device with 

respect to size and magnetic field configuration. The 

major plasma radius is 2.96 m and the minor radius of 

the D-shaped plasma is 2.1 m in vertical and 1.25 m in 

horizontal direction. As ITER, it is a divertor machine, in 

which the magnetic field lines are diverted by means of 

special coils into the divertor chamber. At the divertor 

plates the main plasma-wall interaction takes place. 

Details of the divertor concept can be found in 
32

. Main 

wall and divertor tiles of JET are made out of graphite. 

Deposition in the divertor of JET can be measured 

shot-resolved with Quartz Micro Balances (QMB) 
41

. 

One QMB is mounted in the inner divertor of JET (see 

figure 17.). With the magnetic configuration as indicated 

in figure 17, deposition at this QMB represents erosion 

on tile #4, where the strike point (SP) is located. The 

right part of figure 17 shows the carbon deposition on 

the QMB for high confinement discharges (H-mode) in 

dependent on ELM energy to the divertor – ELMs are 

periodic energy bursts typical for H-mode discharges 

and are seen as danger for ITER. The observed carbon 

deposition on the QMB (and thus erosion at the SP) in 

dependent on ELM energy cannot be explained with 

physical sputtering – the observed erosion at ELM 

energies larger than ~50 kJ is much larger and can be 

described with an Arrhenius-type fit 
51

. Also chemical 

erosion should be smaller than ~0.1% according to large 

surface temperatures expected during an ELM. Possible 

explanation is a decomposition of formerly deposited 

carbon layers under ELM impact. This is in line with the 

observation, that bare graphite material does not suffer 

from enhanced erosion, as observed in the outer divertor 

of JET where no layers are formed. 

 

 

 

 

 

 

 

 

 
carbon deposition 

on QMB originates 
from erosion at the 

strike point 

 

 

 

 

Figure 17: Influence of ELM energy on erosion of carbon 

layers in the inner divertor of JET 
51

. 

 

C. Erosion of activated materials 

In contrast to present fusion experiments, ITER will 

produce significant fluxes of high energetic neutrons to 

the first wall elements during D-T operation, leading to 

material damages. Whereas physical and chemical 

sputtering of non-irradiated materials has been 

investigated intensively, plasma-wall interaction at 

neutron damaged materials has been analyzed in much 

less detail. Main effects of fusion neutron (14.1 MeV) 

irradiation in fusion devices are the production of 

radiation-induced defects (such as vacancies, interstitials 

or traps), changes of the microstructure and change of 

chemical composition due to transmutation. These 

processes can lead to degradation of the irradiated 

materials. For instance, thermal conductivity and 

ductility can decrease. Moreover, swelling and He 

embrittlement can occur. Hydrogen diffusion, trapping 

and recycling will be influenced by radiation damages 

and thus finally strongly determine bulk retention of 

fuel. However, in the following only possible influence 

of radiation damage on erosion properties of materials is 

discussed. 

The effect of radiation damage on sputtering has 

been investigated in the linear plasma simulator LENTA 
52

. Instead of radiation damage due to fusion neutrons, 

energetic ions have been used to produce radiation 

damages in the materials. Carbon-based materials have 

been bombarded with 5 MeV C
+
 ions. Average produced 

damage is calculated (SRIM, a BCA code similar to 

TRIM) to be <D> = 9.7 dpa with maximum damage of D 

= 60 dpa at 5 µm inside the sample. Various types of 

graphite have been irradiated and then exposed to the 

linear plasma device LENTA with D
+
 impact energy of 

100 eV and surface temperature less than 40°C. Erosion 

has been measured by means of weight loss. Enhanced 

erosion of irradiated samples compared to non-irradiated 

ones has been observed as following: 

 YSEP irr / YSEP =  2.6 

 Ypyro irr / Ypyro = 4.8 

 YMPG irr / YMPG = 1.6 

Tungsten has been bombarded with 3-4 MeV He
2+

 

ions to create radiation damages. SRIM calculations 

reveal maximum damage of D = 5 dpa at a depth of 6 

µm, <D> = 0.3 dpa. Exposure of irradiated tungsten 

samples to the LENTA plasma did show – in contrast to 

carbon – no clear effect of radiation damage on the 

erosion. 

However, experiments with fusion relevant plasma-

facing materials (including also beryllium) having 

neutron-induced damages are missing. Damage profiles 

induced by fast neutrons from fusion may be different 

from ion-induced ones (e.g. due to broader energy 

spectrum compared to monoenergetic ions) and thus 

leading to different effects. 

 

V. SUMMARY & CONCLUSIONS 

 

The most important sputtering and erosion 

mechanisms occurring in fusion experiments have been 

described. Physical sputtering occurs for all 

combinations of projectile and target but disappears at 

low impact energies below a threshold (around several 

eV). Eroded species are mainly neutral atoms or small 

clusters from the substrate material. Under most 

Arrhenius-type equation:
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conditions physical sputtering can be described by 

collision cascades inside the solid initiated by the 

impinging projectile using the binary collision 

approximation. However, at low impact energies (< ~10 

eV) molecular dynamics methods have to be used to take 

into account chemical effects. The sputtering yield for 

high-Z materials is in general smaller than for low-Z 

materials. Chemical erosion and sputtering occurs only 

for special combinations of projectile and target material. 

In fusion research chemical erosion/sputtering due to 

hydrogen (and its isotopes) is of main importance for 

carbon-based materials and beryllium. For carbon also 

the erosion due to oxygen is relevant. Eroded species are 

molecules formed out of projectile and carbon – thus 

hydrocarbons CxHy, BeH and BeH2 and COx. In contrast 

to physical sputtering no threshold energy exists. At 

large surface temperatures and high incoming fluxes the 

yield of chemical erosion/sputtering for carbon decreases 

significantly. A model, which describes the thermo-

dynamical and kinetic processes involved in chemical 

erosion and sputtering for carbon has been presented.  

Main features of backscattering of atomic species 

have been described. As for physical sputtering, the 

underlying physics can be described with the binary 

collision approximation or molecular dynamic 

simulations depending on the impact energy. Sticking of 

hydrocarbons is rather complex. Experimental data and 

also molecular dynamics simulations exist for various 

hydrocarbons species. It is seen that particularly 

unsaturated hydrocarbons contribute to layer growth.   

Fuel retention, which is a major concern in future 

fusion devices, takes place by means of adsorption, 

implantation, bulk diffusion and co-deposition. From 

present experiments it is concluded that long-term 

retention in devices with low Z first walls (e.g. C or Be) 

will be dominated by co-deposition of fuel in deposited 

layers. It is thus important to understand the involved 

processes of erosion, material transport and deposition. 

Examples of erosion and deposition experiments in 

fusion devices and plasma simulators have been given. 

The main dependencies of physical sputtering, chemical 

erosion and sputtering are confirmed by experimental 

observations. However, in fusion experiments the 

situation is more complicated due to the presence of 

various species, which leads to material mixing.  
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ABSTRACT

Removal of helium, the ash from the D-T-fusion
reaction, from a burning plasma flame, is one of the
critical issues for future thermonuclear burning plasma.
Even in plasmas driven by additional heating to large
Q-values this is a severe problem. Recombination of fuel
and ash ions at plasma exposed surfaces, re-emission as
neutral particles and subsequent pumping (“recycling”)
provides, at least in principle, the mechanism to flush
the plasma from its ash. However, plasma surface in-
teraction has to be limited in order to protect vessel
components from excessive thermal load, often a con-
flicting requirement.

I. INTRODUCTION

This lecture deals with two, on first sight only
loosely related topics. Firstly with the issue of helium
removal from a stationary burning D-T fusion device,
and secondly with the so called “recycling process” in
the plasma near exposed first wall components. The
strong interrelation of these two issues will be a major
point in the following discussion.

Any kind of steady burning process depends upon
both sufficient thermal insulation (to keep the tempera-
ture in the flame above a critical value) and, at the same
time, sufficient particle throughput (re-fuelling, and ash
removal). In the flame of a usual fire, this temperature
is of the order of 1000 Kelvin, and the buoyancy driven
flow of hot (used) air out of the flame provides the par-
ticle throughput. (For example a simple candle flame is
choked within seconds by its own ash, if gravity is ab-
sent, as has for example been shown in demonstration
experiments carried out during space flights).

For a D-T fusion plasma flame, these considerations
can be translated into the terse statement, that the
quality of thermal insulation (quantified by an energy
confinement time) must exceed one tenth of the particle
lifetime in the flame.

II. BURN CONDITION IN THE PRESENCE OF HE-
LIUM ASH

To see this, we first consider the power balance
equation, as it is often discussed for thermonuclear
burn criteria (see the lecture by E.Rebhan and G. Van
Oost, this issue, reference [1]). We replace the quasi-
neutrality assumption ne = ni (the electron density and
ion density, respectively) made there now by the more
general expression ne = ni+2·nHe (because the helium
ion is fully ionized under reactor conditions). Introduc-
ing the fractional densities fi = ni/ne, fHe = nHe/ne

and ftot = ntot/ne for the fuel ions, the helium ash ions
and the total particle content (electrons, fuel ions and
ash) respectively, the equation for the fusion product
pτE2 (loc. cit.) becomes:

pτE =
(ftot/2)

2

f2
i

⟨σv⟩
(kT )2 · Eα

24 − 2
3C

′T−3/2
(1)

The new factors ftot(≥ 1) and fi(≤ 1) describe the con-
tribution of the helium ash to the total plasma pressure
and the fuel dilution effects, respectively. Eα = 3.5
MeV, i.e., we assume complete thermalization of the
helium ion, before it is lost, and C is a constant in the
expression for radiation losses, which, in this particular
form of ignition condition, have not been included in
the definition of τE .

A similar consideration, balancing the helium par-
ticle production rate with the losses of helium particles
due to their finite lifetime in the system (τ∗α), yields
([2])

pτE =
fHe · (ftot/2)
ρ · f2

i
⟨σv⟩
kT · 1

8

(
from

nHe

τ∗α
=

1

4
n2
i ⟨σv⟩

)
(2)

ρ denotes, as in [2], the confinement time ratio τ∗α/τE .
We will, further on, take this ratio as a constant param-
eter, i.e., independent of density and temperature. One
might relax that choice, e.g. by employing empirical
scaling laws for τE and τ∗α. But this might be already
well beyond the power of such simple zero-dimensional
considerations, in particular due to the possibly very
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Figure 1: Fusion triple product vs. plasma tempera-
ture. Experiments, break-even (Q=1) and boundaries
for ignition. Parameter ρ = τ∗α/τE = 0, 1, 5, 14

different spatial distributions of energy sources and re-
cycling particle sources (see below).

Expressing fi and ftot in terms of fHe, and equating
the expressions for pτE from Eqs. (1) and (2), one ar-
rives at a cubic algebraic equation for fHe : g(fHe) = 0.
The four coefficients are functions of temperature and ρ.
Including one further free parameter fZ for a fractional
density of impurities of charge Z (which contaminate
the plasma due to wall erosion processes or are intro-
duced on purpose for plasma edge temperature control)
is straightforward (loc.cit.). See again refs. [1] and [2]
and Figure 2.

Clearly, fHe must lie in the interval (0, 0.5).

Inspecting the cubic polynomial for fHe, one finds
one (unphysical) root outside this range, and two other
roots. These are negative at temperatures significantly
below the critical ignition temperature and they turn
conjugate complex with increasing temperature near
the critical temperature. In these two regions no steady
self-sustaining plasma burn is possible. The two roots
become positive then at larger temperatures, in the re-
gion between 5 and 100 KeV (depending upon the value
of ρ) and they lie in the physically accessible range be-
tween 0 and 0.5. Beyond this region the two roots turn
complex again, due to the fact that radiation losses
and fuel dilution prohibit steady burning at these even
higher plasma temperatures.

If one inserts the physically relevant fractional he-
lium densities obtained in this way (the algebraic closed
form expressions for the roots of cubic polynomials) in
either Eq. (1) or Eq. (2), the closed burn contours
shown in Figure 1 (labelled ρ = const) result. Note
that for convenience the ordinate has been re-scaled
from nTτE to nT τ̃E , with τ̃E denoting the “global con-
finement time”, which, in contrast to τE also contains
radiation losses. In the definition of the parameter ρ,
however, we have retained the energy confinement time
τE . Otherwise the second (upper) branch would dis-
appear, and the more familiar open burn-curves would
result. Whether or not the ignition curves are open
or closed (one or two solutions for fHe) depends upon
the definition of ρ, not upon the definition of τE in the
ordinate (e.g. in the fusion triple product).

If one uses the global confinement time τ̃E to derive
ignition conditions, (as it seems to be common practise)
rather than τE as defined in Equation (1), and if one
excludes the helium ash from consideration (i.e., if one
sets ρ = 0) then one has to add a further constraint
(called “radiation limit”, see Figure 1) to prevent un-
physical ignition parameters nTτE resulting from neg-
ative transport losses (i.e., gains) balancing radiation
losses.

The fact that the closed contours shrink in size and
disappear beyond a certain critical ratio ρcrit (ρcrit ≈
15 for a pure D-T plasma) translates into the state-
ments made above concerning the often conflicting re-
quirements of good thermal insulation and poor particle
confinement.

If one specifies a fixed relative impurity concentra-
tion fZ = nZ/ne for one (effective) impurity of charge
Z and modifies ftot and the radiation term in Equa-
tion (1) accordingly, then one finds that the contours
shrink in size even faster with increasing Z and fZ . For
each confinement parameter ρ a maximum tolerable im-
purity concentration results, and, vice versa, for each
impurity concentration one finds a critical maximum
ρ = ρcrit(Z, fZ). See Figure 2 and note the difference
for light and heavy impurities (the abscissa has a log-
scale).

Note that the need for poorer particle confinement
(i.e., larger particle fluxes onto limiter and divertor tar-
gets, hence smaller values of ρ) may result in incom-
plete thermalization of the supra-thermal 3.5 MeV he-
lium ash (we have assumed complete thermalization in
the discussions above) and/or in increased surface ero-
sion and hence impurity concentration. Whether na-
ture provides an operational window to fulfill both re-
quirements in an economic fusion power plant is still an
open question.

Various further aspects may readily be included in
this simple “point reactor analysis” without changing
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the qualitative picture. For example the assumption of
flat temperature and density profiles may be weakened
by introducing profile shape factors in the balance Eqs.
(1) and (2) (see e.g. ref. [3]). So called “advanced fuel”
reactors based upon different fusion processes (such as
D-D fusion, D-3He fusion, even including secondary fu-
sion reactions between fusion products and the fuel par-
ticles) can be studied within the same framework.

In the case of more than one type of fusion product
(say m different types, e.g. 4He, 3He, and p, and even if
all parasitic fusion processes are accounted for) simply
one particle balance equation for each type of ash par-
ticle has to be written. This results in a coupled set of
m cubic polynomials for the m fractional ash densities,
and again in the same type of closed ignition contours.
For the cases studied so far, the critical confinement
time in advanced fusion concepts ratio was found to be
even smaller than in case of the D-T fusion reactor (ref.
[2]).

III. THE PARTICLE LIFETIME τ∗α

The energy confinement time τE in tokamak plas-
mas is an experimentally well characterized quan-
tity. Various empirical scaling laws derived from large
databases exist. Much less well defined is the particle
confinement time τ∗α entering the above formulae. A
simple relation between τE and the heat diffusivity χ is
frequently used: τE ∝ 1

χ . In a similar manner the life-
time of an ash particle, born in the burning core of a

fusion plasma and with a spatial source profile identical
to the fusion energy source profile, can be related to a
particle diffusion coefficient: τα1 ∝ 1

D . Both confine-
ment times should also scale with a2 (a denoting the
small plasma radius).

This can be seen as follows:
If one assumes the particle and power input on axis,

no inward pinches, spatially constant diffusivities D and
χ, then one finds triangular profiles, from integrating

Γ = D dn/dr, Q = n(0) χ dT/dr (3)

and consequently

T (r) ∝ a

χ
(1− r/a), n(r) ∝ a

D
(1− r/a). (4)

This is based upon the assumption that the dominant
plasma particle source (not the helium source) is still
located in the edge plasma (not in the core) and hence
convected power flux is negligible for most of the plasma
region.

Hence the resulting confinement time ratio ρ would
be determined (excluding convective fluxes) by the ratio
χ
D .

Since one can expect τα1 to scale with a2 but a
much weaker dependence of τE on a is found experi-
mentally, this would lead to extremely pessimistic pre-
dictions for the larger future fusion devices.

When a plasma particle finally reaches a wall, it
is neutralized there and re-emitted into the plasma as
neutral atom or molecule.

A fraction ϵ may be pumped away, the remaining
fraction R = 1− ϵ will be re-ionized in the plasma. R is
generally referred to as “recycling coefficient”, ϵ is the
pumping efficiency.

If the spatial distribution of the primary source he-
lium ions (i.e., of the fusion alpha particles) and of the
recycling source (i.e., of the re-ionized helium particles)
would be approximately the same, then, as a result of
non-perfect pumping, the particle confinement time τα1
would simply be enhanced by the factor 1

1−R .

τ∗α =
τα

(1−R)
(5)

with typical values of R close to one. Hence: again very
pessimistic prospects.

Fortunately for the helium ash (as for the fuel par-
ticles) this similarity of source profiles for energy and
particles is not the case, and a slightly more detailed
consideration is necessary, carefully trying not to “over-
charge” our simple model. Strictly: only transport
analysis codes can provide a somewhat realistic picture.
A modified expression for τ∗α

τ∗α = τα1 +
R

1−R
τα2 (6)
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has been derived in [2] from an analytical solution of a
somewhat more refined (as compared to Eq. (2) above)
but still 0-dimensional particle conservation equation.

We may consider re-ionization of recycling helium
particles as a second source. This source, however, is
located in the edge. Let us assume that all neutral
helium particles are ionized at r = a− λiz. Hence:

−D dn/dr = 0 for r < a− λiz, (7)

i.e., n(r) = n(0) = constant in the core region for this
contribution and n decreases linearly in the ionization
zone (the boundary plasma)

a− λiz < r < a.
(If a pinch vpinch = −2 D r/a2 is included, then

a Gaussian n(r) profile is added on top of the density-
plateau).

For this recycling source contribution one then finds
a particle confinement time

τα2 =
aλiz

D
(8)

This τα2, in contrast to τE and τα1, is, essentially, a
plasma edge quantity, since the ionization length de-
pends upon Te and ne in the edge, and only the value
of D (if it is not radially constant) within the ioniza-
tion zone a − λiz < r < a matters. Inserting for the
ionization length λiz

λiz ≈ v0
0.5ne < σv >iz

(9)

with v0 ≈ some 104m/s the radial velocity of recy-
cling atoms, we see that τα2 ∝ n−1

e . This scaling is
often found in limiter-tokamaks, but not in divertor-
tokamaks (see the lectures on edge plasma physics, and
on divertors). In divertor experiments a significant frac-
tion of re-ionization takes place within the scrape off
layer, and that wrecks (amongst others) any simple re-
lation between ne, the flux Γ, the edge plasma density
and particle confinement times τp.

We may conclude, that the decisive confinement
parameter ρ is given as:

ρ = ρcore + Cedge/ne (10)

One may not be able to do much about the core plasma
transport parameter ρcore, in particular size may not
help. However, Cedge can probably strongly be influ-
enced by appropriate divertor or limiter design. This
is the second reason, in addition to the target surface
loading problem (loc. cit.), why plasma edge physics
has gained so much relevance in fusion research in the
last few years.

IV. A RANDOM WALK MODEL FOR NHE

The same result as in Equation (6) can be obtained
using stochastic arguments: We consider a random walk
(of the helium particle) in a system of only two states:
the plasma core (birth point of the particle by fusion
reaction), P1 and the limiter or divertor target, P2. All
particles start at point P1, and travel (with probability
one) to point P2, in a time τα1. At point P2 they
are either absorbed with probability ϵ (instantaneous
transition into a final “limbo” state P3, if one wishes to
look at it that way). With probability (1-ϵ) the particle
returns to P2. This single return trip takes τα2 seconds,
the lifetime of recycled particles in the plasma core.

This recycling lifetime τα2 should scale weaker with
the plasma size a than τα1, but instead scale with
the relative re-penetration depth for neutral particles.
Thus: the more relevant this second time τα2 for the
overall mean particle lifetime τ∗α, the less severe be-
comes the helium removal problem for larger fusion de-
vices.

The mean lifetime of the random walking particle
is given as:

τ∗α =

∞∑
i=0

τi · pi, (11)

where pi is the probability of exactly i recycling events
before pumping, and τi is time spend in the core by
a particle, which is absorbed after precisely i recycling
events. Clearly: pi = ϵ · (1− ϵ)i, and τi = τα1 + i · τα2.
The infinite series can readily be shown to converge to:

τ∗α = τα1 +
1− ϵ

ϵ
· τα2 (12)

= τα1 +
R

1−R
τα2

Rather than evaluating the infinite series equation (11)
analytically, one could instead have used a pocket cal-
culator with a random number generator. Generating
a few thousand histories, each starting in point P1 and
terminating in point P3 and accumulating the mean
lifetime of the “test particles” would confirm (then only
within statistical precision) the relation (12) above.

From this and Equation (2) we note, that the den-
sity of particles in a certain volume is given by the mean
lifetime spend in that volume by random walking par-
ticles, multiplied by the source strength and divided
by the volume. This stochastic procedure becomes far
more handy than the analytical arguments from ref. [2],
if more details are to be considered. For example the
number of states can be increased to simulate the ef-
fects of several pumping stations with different pump-
ing rates each (e.g., the effect of un-pumped divertor
legs, etc.). Or the volume of interest can be subdivided
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from various Tokamak experiments, showing both
(small) enrichment in some cases but also significant
(unfavorable) de-enrichment.

into smaller volumes and the averaged density in each
such cell can be computed.

We will return to this point later, but then for a
very detailed random walk model with the number of
possible states increased to infinity. The Chapman-
Kolmogoroff equation of the resulting Markoff process
in that case will directly be related to the linear trans-
port equation (in integral form) for recycling neutral
particles. But the method for obtaining particle densi-
ties from estimating the mean time spend by random
walkers in specified volumes will essentially remain the
same.

In closing this section we note that the ϵ in Equa-
tion (12) is the (effective) probability for a particle to
be pumped, once it leaves the burning plasma core.
One can (see again ref. [2]) reformulate Equation (12)
in terms of a true surface pumping efficiency ϵr and a
screening efficiency ϵS of the plasma edge region be-
tween wall and burning core. γS = 1 − ϵS is then the
probability for an un-pumped particle to return to the
core before it hits the wall for the next time.

One finds:

τ∗α = τα1 +
(1− ϵS)(1− ϵr)

ϵr
τα2 ≈ τα1 +

γS
ϵS

τα2 (13)

The decisive factor γS

ϵS
describes the recycling process

and is often the ratio of two small numbers. It is hard
to estimate, and has to be investigated on a case to
case basis, usually resorting to complex Monte Carlo
simulation models.

In particular the issue of “helium enrichment” near
pumping stations (i.e. the relative decrease or increase
of the fractional helium pressure near pumps due to
configurational and/or atomic physics effects) remains
rather unpredictable for this reason. No clear trends on
whether the relative abundance of helium increases or

decreases in divertors or near limiters, as compared to
upstream conditions, are found experimentally either.
This depends upon configurational details, in particular
upon the position of the pump relative to the strike
point and the plasma. See Figure 3.

V. EXPERIMENTAL RESULTS

Since the particle lifetime τ∗α has two components
with a different scaling on machine size, it is rather dif-
ficult to extrapolate from the present database to next
generation fusion devices such as ITER or even to a re-

actor. However, keeping in mind that roughly ρ ≈
χ
D

1−R
in present experiments might still characterize global
confinement, one may get an idea of the experimental
situation firstly by assuming a realistic value of R, (say:
R = 0.9), and secondly by inspecting experimental data
for the ratio χ

D (see [4], and references therein). Heat
and density pulse propagation analysis (after sawtooth
crashes) have shown 5 < χ

D < 12 in JET, and χ
D ≈ 3−6

in JT-60. Smaller values of χ
D ≈ 2 − 3 have been re-

ported from JET from profile analysis, and χ
D ≈ 4 for

L-mode and χ
D ≈ 1 for super-shot conditions in TFTR.

A ratio of 5 is predicted from theory for “advanced stel-
larator” concepts.

Note that in case of an inward pinch, i.e. a non-
diffusive inward flow of particles, the confinement time
ratio is underestimated by χ

D even in case of perfect
pumping R = 0. The existence of such pinch effects
is often indirectly concluded from the experimentally
observed peaking of density profiles even inside the re-
gion of particle sources. In this source free region and
for roughly constant diffusion coefficients D, the profiles
would have to be flat otherwise.

Direct experimental results for τα1

τE
are reported

from TEXTOR and TFTR, with values in the range
∼ 2-3 in both cases. Together with about 10% particle
removal efficiency provided by the ALT-II pump-limiter
at TEXTOR, the critical confinement time ratio men-
tioned above is presently just marginally within reach
in medium sized tokamak experiments. This and taking
the arguments from the previous section into account
may indeed provide some optimism with regard to the
ash removal issue.
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VI. RECYCLING

As illustrated above, the mechanism of recycling of
neutral particles back into the plasma plays a crucial
role, and, since ratios of small numbers are involved,
seemingly small details of this process can have large ef-
fects. Experimentally the neutral particle densities are
found to be rather low in tokamak plasma edge regions,
of the order 108 to 1012(#/cm3). They are negligible
further into the discharge, at least for the present toka-
mak generation such as TEXTOR, ASDEX-Upgrade
and all larger devices. The only exception, occasion-
ally, is a small region of highly localized recycling in
the vicinity of the limiter strike point or near the “foot-
print” of the plasma on a divertor target (neutral par-
ticle densities of up to 1014(#/cm3) there).

Neutral molecules dissociate, usually in an even
narrower layer at that location in the plasma where the
electron temperature reaches the dissociation threshold
energy (10 to 15 eV).

Neutral Franck-Condon atoms are formed there,
with typically a few eV kinetic energy. Together with
the other atoms, which are directly reflected from the
surfaces, they penetrate the plasma.

The three figures in the right column show typical
trajectories of neutral particles recycled at the diver-
tor targets of ASDEX-Upgrade, JET and ITER diver-
tor targets. In the first two cases they fill the divertor
plasma (a smaller fraction in case of the JET divertor)
and the vacuum region, but do not significantly (not
at all in case of JET) penetrate the plasma core. The
similar picture for ITER typical conditions shows an ef-
fective screening already of the divertor plasma against
neutral particle penetration. (This causes one of the
major uncertainties with regard to the ability of neu-
tral particles to disperse power and momentum from
an ITER-sized divertor in a “high recycling” regime,
and has led to a revision of divertor concepts, away
from high recycling divertors towards “detached” or
“gas-target” divertors, see, again, the lectures on edge
physics and divertors).

The trajectories in these figures are computed from
a particle simulation program using the plasma density
and temperature as input, and simulating the various
elementary collision processes between neutral parti-
cles, the surface structures and the plasma electrons
and ions.

The most dominant collision process considered
here is charge exchange (CX): in the resonant case
the neutral atom and the plasma ion exchange identity
(scattering angle θ = π in the center of mass frame).
As pointed out first by Sacharov back in 1961, it is in
this way that low energy neutrals near the wall can gain
energy through frequent CX scattering and penetrate

3 m

3m

ASDEX size divertor

1.4 m

1.4 m

JET size divertor

ITER size divertor

4.4 m

4.4 m

Figure 4: Neutral particle trajectories in Divertors,
showing reduced penetration (compared to size) in
larger divertors.
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Figure 5: charge exchange cross section for hydrogen, in
cm2 (upper curve) and electron impact ionization cross
section (lower curve)

into the plasma interior. Typically, in present limiter-
tokamaks the cloud of neutral atoms reaches about 10
cm radially into the discharge. Using simple 1D diffu-
sion equations, a diffusion coefficient for neutral atom
penetration Dn = (δx)2/δt with δx the mean free path
for CX and δt the mean time between CX events, one
finds an effective penetration length for neutral parti-
cles into the plasma given as the harmonic mean of the
charge exchange- and the ionization mean free path,
both taken at the ion thermal speed. This is far in ex-
cess of the ionization mean free path alone, taken at
a speed of thermal wall atoms or 3 eV Franck-Condon
dissociation products.

This dominant resonant charge exchange (i.e.: H+
p → p+H) happens if the two particles, p and H, ap-
proach each other, then, for a short time, the one elec-
tron belongs to both (an intermediate H+

2 molecule is
formed) and, after separation, the electron stays with
the former ion, and leaves the former neutral now in
the ionized state. Since collision partners have changed
their internal energy, this would be an in-elastic pro-
cess. However, quantum-mechanically, it cannot be dis-
tinguished from ordinary elastic scattering between the
two partners, ie., from the event in which the electron
happens to stay with the same particle after the event.

Therefore, quantum-mechanically, there is only
one process, usually termed “elastic”, but including

both types of “events”. One must carefully avoid dou-
ble counting charge exchange. I.e., one must never
add an quantum mechanically derived “elastic” colli-
sion rate to a charge exchange rate taken from another
source. The reader can find bad examples of neutral
gas transport calculations, with this severe error in the
dominant reaction rates, even in a recent issue of the
“Journal of Nuclear Fusion” from the year 2000 (despite
a correct treatment of this issue since about 40 years
in most applications in fusion research). Needless to
mention: these authors find “much better agreement
with experiment” after having included, erroneously,
the “new elastic effect”....

The terminating event in the lifetime of a neutral
particle may either be the entry into a pump, or re-
ionization by electron impact collisions.

Usually this re-ionization process is a step-process,
with various intermediate excitations, radiative decays,
etc. of the neutral atom before ionization. These pro-
cesses are most conveniently described in terms of so
called collisional-radiative ionization models, see, e.g.,
the “atomic and molecular data section” in [8]. They
lead to an enhancement of the mean energy dissipated
from the electrons from 13.6 eV per ionization to typi-
cally 25 eV per ionization and even larger values at elec-
tron temperatures below 20 eV. Similar concepts apply
for dissociation of molecules, dissociative recombination
of molecular ions, etc... For H2 molecules, colliding
with protons, there is also a (“non-diagonal”) charge
exchange process, which can be resonant if the molecule
is sufficiently high vibrationally excited. This leads to
an atom and H+

2 . If this molecular ion then decays
(after electron impact) into two ground state atoms,
this entire chain of events is, effectively, a recombina-
tion (accompanied by a dissociation of the molecule),
and is therefore referred to as MAR (molecular assisted
recombination). If the final products of the H+

2 are one
atom and one ion, however, then, effectively, this entire
chain starting from the charge exchange is nothing but
one effective dissociation (then termed MAD, molecular
assisted dissociation, by abuse of language).

The competing rate coefficients for these two reac-
tion chains are shown in Fig. 6. These coefficients must
be multiplied by the local neutral molecule density and
the proton density to turn them into a volumetric rate.

Clearly, for increasing plasma density, the dissocia-
tive channel grossly outweighs the recombinative chan-
nel. Despite the fact that the MAR rate may be large
by itself (this having triggered quite optimistic predic-
tions for the operational window for detached divertors
initially, see e.g., the ITER physics basis studies, Nu-
clear Fusion, special issue, Dec. 2000) it has turned
out to be a fairly irrelevant recombination process, af-
ter a more detailed computer modelling of dense edge
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Figure 6: Rate coefficients for destruction of H2 by
proton impact leading to three neutral atoms (lower set
of curves, MAR), and leading to one ion and two atoms
(upper set of curves, MAD). The curves are labelled by
the electron density.

plasma conditions (e.g. detached divertors) had been
carried out. This is because the competitive process
(MAD) is even much stronger and molecules are disso-
ciated long before they can “assist recombination”, in
current fusion edge plasma conditions.

In general: neutral particle recycling (atoms or
molecules) is of crucial importance for the present con-
cepts of plasma edge control: the neutral particles must
be kept in the discharge long enough (i.e. the pump
must not be too strong) to provide significant plasma
cooling: presently 10 to 20% of the total power flow-
ing into the edge plasma is dissipated via the neutral
particle channel in high density divertor experiments.

This fraction must, according to more recent design
considerations, be further increased for save reactor di-
vertor concepts. On first sight this seems to conflict di-
rectly with the earlier discussed requirements of strong
pumping and efficient particle removal. An intensive
search for possible solutions out of this dilemma is
presently carried out in many laboratories in the world,
largely based on computer simulation experiments.

With regard to such computer models for the re-
cycling process in particular (see again: ref. [8]) one
has to note that the ratio of the charge exchange rate
to the ionization rate is larger than one (typically three

to five, depending upon the electron temperature and
only very weakly on the ion temperature), but not very
large. The neutral gas cloud is re-ionized after a few CX
mean free paths into the plasma. Furthermore the den-
sity in this cloud is usually too small in order to permit
neutral-neutral elastic collisions to contribute signifi-
cantly to the entropy production for the neutral com-
ponent. A more precise quantification of this statement
is provided by a “generalized Knudsen number” for
the neutral particles, which relates entropy producing
processes (resonant charge exchange with Maxwellian
background ions, elastic collisions) to characteristic free
flight and absorption lengths:

Kn
eff

(r⃗) =
λsc(r⃗)

leff (r⃗)
(14)

with

λsc(r⃗) =
1

n0(r⃗)

∫
dv⃗λsc(v⃗, r⃗)f0(v⃗, r⃗) (15)

and

leff =
λabsorption · lfreeflight
λabsorption + lfreeflight

(16)

Here f0 denotes the neutral particle distribution func-
tion, λsc the mean free path for scattering (charge ex-
change and elastic), λ̄absorbtion is the mean free path for
ionization (averaged over f0 similarly), and l̄freeflight
is the averaged and also spatially dependent distance
to the nearest boundary. Values of Kneff below 0.1
indicate fluid like (diffusive) behavior of neutral par-
ticles. Unfortunately, typical profiles of Kneff in di-
vertors and near limiters are found to be about one or
larger in those regions, in which the dominant neutral
particle plasma interaction takes place.

This has two computationally important conse-
quences:

1. the neutral gas transport has to be described on a
kinetic rather than on a fluid level

2. the kinetic (Boltzmann-) equation is linear.

A large literature exists on the linear transport the-
ory and the methods of solution. Analytical methods
are e.g. discussed in [5], an extensive review of particle
simulation (“Monte Carlo”-) techniques can be found
in [6].

The linear kinetic transport equation can be writ-
ten most conveniently for the collision density Ψ, with
Ψ = 1

λvf0 (loc. cit.) as:

Ψ(x) = S(x) +

∫
dx′Ψ(x′) ·K(x′ → x) (17)
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Here x’ and x are the states (r′, v′, i′) and (r, v, i),
respectively, in phase space, at two successive collisions.
i and i′ are species indices. S is the once collided con-
tribution from sources Q, and the kernel K is usually
decomposed into a collision- and a transport kernel, i.e.
C and T , where

K(r′, v′, i′ → r, v, i) = (18)

C(r′; v′, i′ → v, i) · T (v, i; r′ → r) .

The kernel C is (excluding normalization) the con-
ditional distribution for new co-ordinates (v,i) given a
collision at position r′ and can be decomposed further
into:

C(r′; v′, i′ → v, i) =
∑
k

pkCk(r
′; v′, i′ → v, i), (19)

with
pk =

σk∑
k σk

(20)

with summation over the index k for the different
types of collision processes under consideration and pk
defined as the (conditional) probability for a collision
to be of type k. σk is the total inverse local mean free
path (dimension: 1/length) for each collision type. The
normalizing factor

ck(x
′) =

∑
i

∫
dv Ck(r

′, v′, i′ → v, i) , Ĉk =
1

ck
Ck

(21)
gives the mean number of secondaries for this collision
process. The function Ĉk then is a conditional proba-
bility density.

The kernel T describes the free streaming motion
of the particles between the collision events, and ba-
sically is determined by the total mean free path (or,
equivalently, by the total macroscopic cross-section). T
can be interpreted as the distribution density for the
distance l for a free flight starting from r′ to the next
point of collision r = r′ + l · v/|v|

Despite its simple physical content (namely: ex-
pressing particle conservation in phase space) this lin-
ear kinetic equation is algebraically extremely com-
plex, and can be solved analytically or numerically only
under often pathologically simplified assumption. A
statistical simulation, however, accounting for the full
complexity without any restriction, is straight forward.

With a procedure similar to the one explained
above for the mean lifetime of an ash particle in the
reactor burning core, a Markoff chain can again be
constructed from the terms in this transport equation.
One may for example use S as initial (birth) distribu-
tion and the kernel K as transition probability from

Particle sources near ALT2 Limiter (TEXTOR)

localized
recycling

Figure 7: Re-ionization source distribution around
ALT2 limiter (TEXTOR). Note: the main fraction is
ionized within the confined plasma region (distinct from
divertors)

one event to the next. Termination of a history can
again be formulated in terms of the pumping proba-
bility, but in addition the ionization process provides
a further, physically motivated, absorption probability.
(Strictly speaking, the absorption probability used in
the Markoff process needs not be related to a physical
particle absorption process, but it facilitates interpre-
tation of histories generated from the Markoff process,
as e.g. in figures shown above.

Distinct from the simple Markoff chain discussed
above, now the relevant macroscopic quantities (densi-
ties, re-ionization rates, pumped fluxes etc.) cannot be
computed directly. Instead random number generators
are employed to generate a large set (a few 10.000) of
random walks. These are then processed into profiles
of the required quantities by statistical averaging.

As outlined above the mean value of the time spend
by all histories in any particular region of the plasma
can directly be scaled into an estimate of the neutral
particle density. Likewise, the spatially resolved re-
ionization rate can be obtained by proper scaling of
the statistical mean (over the random walks) of the ra-
tio of path length to the ionization mean free path in
any particular cell of the computational volume.

Note that this and related profiles enter as source
terms in the fluid equations which are generally used
for describing tokamak edge plasmas

Figure 7 shows one such re-ionization profile in
the vicinity of the ALT-II pump-limiter in TEXTOR.
Plasma and neutral gas transport are computed consis-
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tently by iteration a finite element plasma fluid code
with a kinetic neutral particle (“Monte-Carlo-) code
until overall convergence [7]. Even under such rather
open limiter conditions (compared with high recycling
divertors, in which the neutral particle cloud usually
is much more localized, the neutral particle recycling
terms are the dominant terms in the plasma fluid equa-
tions near the target surfaces and determine the plasma
flow there. Typically the radial plasma flow near lim-
iters is driven by localized neutral particle recycling.
On top of the limiter, often the radial plasma flow is
found to be reversed (back into the plasma core).

This feature is characteristic for limiters and one
of the main arguments in favor of the technologically
much more demanding divertor configuration. Given
that collisional friction is the dominant force acting on
surface released impurities and recycling helium parti-
cles, the risk of plasma poisoning and insufficient helium
removal is obvious. A major effort in limiter tokamak
studies, therefore, is devoted to this issue.

In principle, divertors do not suffer from such prob-
lems. Since the plasma flow is channelled outside (or
at least far away from) the plasma core, direct contam-
ination by surface released impurities is less likely. In
particular the strong parallel plasma flow towards the
target surface provides the impurity and helium reten-
tion mechanism.

However, as recent computer studies and also a few
experiments have revealed, also these concepts can suf-
fer from a certain kind of flow reversal: if the accu-
mulated recycling sources within one flow channel are
larger than the parallel plasma flow to the divertor tar-
get in this channel, the plasma flow in this channel has
to reverse (as a simple consequence of particle conser-
vation).

Such excess re-ionization can occur in some flow
channels (at the expense of other flow channels) due to
the unhindered cross field motion (via CX) of the neu-
tral particles. The onset of this flow reversal depends
sensitively on details of pumping and baffling in the di-
vertor. If pumping is too inefficient, (either because of
physical and engineering constrains, or on purpose be-
cause of the beneficial effects of large neutral gas den-
sities in divertor plasma for heat dissipation), in some
parts of the divertor plasma the plasma flow can re-
verse (away from the target, along the field-lines, back
into the confined discharge). And, depending on the lo-
cation of their sources, impurities and helium particles
might be dragged back into the main discharge (“the
divertor throws up”).

VII. CONCLUSIONS

The issue of helium removal for steady plasma burn

is apparently very closely connected with the details
of plasma recycling via the neutral particle channel.
Firstly because only neutral ash particles can be chan-
nelled into pumping stations, but secondly also because
of the effects of neutral particle recycling on the edge
plasma flow, and thus on the forces acting on the ion-
ized helium particles. Various conflicting requirements
have to be met simultaneously such as:

good confinement (for energy balance)

poor confinement (for particle throughput)

strong pumping (for ash removal)

weak pumping (for the favorable high recycling condi-
tions)

The search for a plasma edge configuration compatible
with all these constrains, both experimentally and by
computer simulations, is one of the key design issues
to be solved before a reliable plasma surface interac-
tion concept for ITER (and a future reactor) can be
developed.
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ABSTRACT

Laboratory experiments are widely used to study
plasma surface interaction issues for fusion research.
In this paper it is described why dedicated experiments
for PSI are advantageous and what the requirements
are to reach the parameter regime relevant for ITER.
An overview is given of some typical devices, particu-
larly PISCES-B, PSI-2 (nowadays JULE-PSI), Nagdis,
Pilot-PSI, and Magnum-PSI, along with selected results
to illustrate their capabilities.

I. INTRODUCTION

The interaction between plasma and the material
wall of a fusion device has become a discipline in its own
right within fusion research (eg. [1]). In earlier days it
was merely a matter of optimization of confinement of
the core plasma by minimizing the inflow of impurities
that are generated at the walls. This has led to the ap-
plication of low z wall materials and the development
of the divertor configuration. Nowadays, the challenges
lie down in the development of a material wall in com-
bination with plasma scenarios that ensure prolonged
operation of ITER [2] and fusion reactors beyond ITER
such as DEMO. The issues are retention of the fuel (a
safety issue for ITER and a problem for the fuel cycle
for future fusion energy plants), life time of the wall,
and formation of dust (again merely a safety issue).

The proximity of a plasma to a surface results in a
wide variety of processes that well may interfere. These
include chemical erosion and physical sputtering, as-
sociation and recombination, formation of clusters of
molecules, redeposition, hydrogen retention. Together,
these form the complex ‘plasma surface interaction’
(PSI). It is obvious that it is difficult to diagnose, un-
derstand, and predict the outcome of these processes.
This becomes even worse if the plasma conditions that
are encountered are as diverse as all the PSI processes
that are involved, as is inevitably the case in a fusion
experiment.

It is difficult to study the PSI physics in present day
fusion devices, especially if it concerns the conditions
that are expected for ITER. Especially the exposure
times relevant for ITER are not met and certainly not
in combination with the expected extreme particle and
power loads. Also a critical aspect is the inaccessibility
of the wall and in particular the divertor in fusion de-
vices. Firstly, this means that it is not easy to change
(parts of) the wall material to quickly test different can-
didate targets. It also means that targets studied post
mortem have faced a wide range of different experimen-
tal conditions so that it will be very hard to correlate
them with the observed damage. Similarly, diagnostic
access for in situ studies limited.

Several linear plasma generators are operational in
the world. Table 1 lists the main operational parame-
ters of a few that are especially active on plasma-surface
interactions: PISCES (Plasma Interaction with Surface
and Components Experimental Simulator) at the Uni-
versity of California, San-Diego [3], NAGDIS (Nagoya
University Divertor Simulator) [4], PSI in Berlin [5, 6],
which has been moved to Juelich and is nowadays called
JULE-PSI[7] and LENTA [8] at Kurchatov Institute in
Moscow. Studies at these devices have led to a progress
in understanding of processes relevant for a tokamak
divertor. Some phenomena were even first discovered
at linear plasma generators and later observed in toka-
maks. For example, a detached regime in helium and
hydrogen plasma as well as appearance of plasma flow
reversal were discovered and investigated at PISCES-A
[9]. A series of PSI studies at moderate flux densities
was carried out at these linear apparatuses. To give an
impression of the wide range of investigated subjects,
we mention several of them. Measurements of erosion
mechanisms from solid (carbon, tungsten) and liquid
materials (gallium and lithium) were performed at the
PISCES-B apparatus [10]. Experiments with hydrogen
plasma at NAGDIS-II were devoted to the role of molec-
ular activated recombination in the plasma detachment
[11, 12]. A series of experiments on the interaction of
helium plasma with tungsten surfaces was conducted
at the NAGDIS-I set-up [4, 13]. Studies at PSI-1 fo-
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Table 1: Parameters of various experiments for PSI in the world. PIG = Penning Ionisation gauge; CA = Cascaded
Arc; Magnum-PSI data are specifications.

NAGDIS-II PSI-2 PISCES-B LENTA Pilot-PSI Magnum-PSI
Type source PIG PIG PIG e-Beam CA CA
Power [kW] 10.5 50 85 7.5 45 270
Pressure source [Pa] 10 0.1-1 0.1-1 104 104

Pressure target [Pa] 0.1 0.01-0.1 10−3 − 1 0.2-7 1-10 < 10
Ti target [eV] 50 < 15 10-500 5 0.1 - 5 0.1 -10
Te target[eV] 10 < 30 3-50 0.5-20 0.1 - 5 0.1 -10
ni target [m−3] 6 · 1019 1019 1017 − 1019 1019 1021 1020

Ion flux target [m−2s−1] 1022 1022 1021 − 1023 5 · 1021 2 · 1025 1024

B[T ] 0.25 0.1 0.04 0.2 1.6 3
Beam diameter target [cm] 2 6-15 3-20 2.5 1.5 10
Distance to target [m] 2.8 2.5 1.5 2 0.5 - 1 1.0-1.5

cused on chemical sputtering of carbon based materials
at high ion flux densities of deuterium plasma [14, 15].
Investigations on high-frequency and microwave radia-
tion from the zone of interaction of hydrogen and he-
lium plasma streams with neutral background gas tar-
gets were performed at LENTA linear plasma generator
[16]. Also the development of a liquid lithium surface
as a candidate for a reactor first wall [17] and imitation
of deuterium plasma interaction with tungsten surfaces
[18] and carbon materials [19] were carried out at this
device.

All of the above mentioned plasma generators can
produce hydrogen, deuterium and helium plasma with
electron densities 1018−5·1020 m−3, flux densities in the
range of 1021−1023 m−2·s−1, and operate in a magnetic
field of 0.1 - 0.3 T. Unfortunately, this does not cover
the conditions that are expected for ITER (these will be
estimated in the next paragraph) at least by an order
of magnitude in the flux density. To bridge this gap,
FOM-Rijnhuizen is constructing a new linear plasma
generator, Magnum-PSI [21]. It aims at providing a 10
cm diameter plasma beam with hydrogen plasma flux
density 1024 m−2s−1 at a temperature of 1-5 eV, in a
magnetic field of 3 T. Design issues for Magnum-PSI,
in particular the development of a plasma source that
produces the required plasma fluxes, are investigated
in a smaller device that is presently operational, Pilot-
PSI. In the mean time, Pilot-PSI has demonstrated to
be capable of producing these fluxes, albeit in a smaller
beam diameter and in pulsed magnetic fields of 1.6 T.
This makes the device already a unique tool for PSI
studies in the extreme flux regime.

In this paper the emphasis will be on Pilot-PSI re-
sults to illustrate the capability of linear machines for
PSI research. In addition, some important results of
other machines are mentioned and cited to give a com-
plete picture. But first the requirements with respect

to particle and power fluxes that are expected for the
ITER divertor will be estimated to set the framework
for the recent developments at the FOM Institute Ri-
jnhuizen.

II. PARTICLE AND POWER FLUXES EXPECTED
IN THE ITER DIVERTOR

The starting point for these rough estimations is
the ITER objectives and capabilities: 500 MW of fu-
sion power, produced with ∼ 50 MW of heating power.
Power that is exhausted from the core plasma of ITER
will be directed to the target of the divertor. A large
part will be radiated away, but still 25% will reach the
divertor. The power losses Ploss are estimated as one
fifth of the fusion power (i.e. the fusion energy ending
up in helium) plus the ignition power:

Ploss = 150MW. (1)

So, a quarter of this power is transported in the scape
off layer (SOL) to the target over a connection length
L‖ ∼ 100m. The width of the SOL follows from the ra-
tio between the parallel and cross field heat conduction,
which is classically equal to:

κ‖
κ⊥
∝ (ωceτei)

2 ≈ 104. (2)

This yields for the width of the SOL:

L⊥ = L‖

(
κ‖
κ⊥

)−1
∝ 100m× 10−4 ≈ 10−2m. (3)

The power fall-off length in present day devices, which
is also expected for ITER, is indeed close to this value: 5
cm. With the main radius of ITER being R = 6.2m, the

244



parallel power density reaching the target is estimated
as:

q‖ ≈
Ploss

4πRL⊥
≈ 50

MW

m2
. (4)

This power is directed onto the target under an angle
(the angle of the field line to the target in the poloidal
plane). A typical value for this so-called flux expansion
is 10.

qtarget = q‖/10 ≈ 5
MW

m2
. (5)

To put this number in perspective: it is a tenth of the
power at the surface of the sun. The particle flux den-
sity follows form the sheath voltage, which is typically
assumed to be five times the electron temperature Te.
For ITER it is imperative that Te is below ∼ 10 eV
because otherwise the acceleration of light impurities
over the sheath voltage leads to physical sputtering of
the wall material. This yields for the particle flux:

Γion =
qtarget
eVsheath

=
qtarget
5eTe

≈ 1024m−2s−1. (6)

III. PRODUCTION OF LOW TEMPERATURE
PLASMA

A common concept to produce the low tempera-
ture plasma in a linear experiment is acceleration of
electrons that are emitted from a heated LaB6 cathode
to a ring anode. This geometry is very similar to that
of a Penning Ionization gauge. It is for example in use
at the PISCES and PSI experiments. In order to pro-
duce electron currents up to 40A/cm2, the cathode is
indirectly heated to ∼ 1800oC with tungsten filaments.
Total cathode currents of 500-1000 A are common. The
pressure inside the source is low, typically at most sev-
eral Pa. A more detailed description of this source type
is given by Goebel et al. [22]. An important advantage
of this type of source is that its pressure is compatible
with high vacuum conditions.

In order to make a large step in flux densities (and
total fluxes), the Pilot-PSI relies on a high pressure
source: the cascaded arc [23, 24]. Figure 1 shows
a schematic overview of the source, which consists of
tungsten cathodes in an ionization chamber, a stack of
water-cooled copper plates and a nozzle. A central bore
in the plates forms the discharge channel, presently 4-7
mm diameter and 3 cm length. Gas is introduced into
the cathode chamber at a pressure of typically 104 Pa.
It is heated by the electron current emitted from the
cathode tips, thus creating a plasma. In turn, these
cathode tips are heated by the impact of ions that are
accelerated upstream over the negative potential of the
cathodes. The large pressure difference with the vac-
uum vessel downstream makes the plasma to expand

H2 gas

cathode

plasma

insulation

cascade plate
anode=
nozzle

∅16mm
∅5-8mm

Figure 1: Schematic of the cascaded arc as it is used
to produce hydrogen plasma in Pilot-PSI. A central
bore of 4 mm diameter in 5 electrically insulated water-
cooled plates forms the 30 mm length plasma channel.
Hydrogen flows at several slm (2.5 slm = 1.0 × 1021

H2/s) into the cathode chamber at 104 Pa, the dis-
charge current is stabilized to ∼ 102 A.

into the vessel. Due to the large pressure inside the
ionization channel, the electrons and ions are well cou-
pled in temperature via Coulomb collisions [25]. These
temperatures are typically 1-3 eV as the plasma is at the
lower end of the Saha equilibrium [24]. Fig. 2 shows as
a function of the magnetic field the plasma conditions
that are routinely produced in Pilot-PSI with this cas-
caded arc. It is seen that the magnetic field plays a
crucial role for the plasma density. If it would be ab-
sent, the densities would be orders of magnitude lower.
In that case, the plasma would freely expand and drop
in temperature. At temperatures below ∼ 1 eV, recom-
bination via molecular processes becomes efficient and
at the relatively high pressures at which the Pilot-PSI
is operated (∼ 1Pa, due to the large gas inflow from
the source)

IV. ON THERMAL EQUILIBRIUM AND POWER
TRANSPORT

The characteristics of the plasma produced by these
two different types of plasma sources differ significantly.
Firstly, the equilibrium between the electron and ion
temperature is dependent on the source pressure. This
is illustrated by Fig. 3 The high pressure cascaded arc
operates at typically 103−104 Pa, which is in the region
where the electron temperature Te and the heavy par-
ticle temperature Th are close to equilibrium and are of
order 1 eV. The low pressure sources operate at a pres-
sure that is typically 2 orders of magnitude lower. The
graph shows that this uncouples the two temperatures
and increases the electron temperature towards 10 eV.

The pressure difference has also an impact on the
plasma convection speed. In the low pressure sources,
this speed is typically of the order of 100 m/s, whereas
in the cascaded arc the plasma is accelerated to sound
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Figure 2: Hydrogen plasma conditions measured with
Thomson scattering [26] in Pilot-PSI.

speed, i.e. 104 m/s. The consequence is that in the
former case power conduction is dominant, whereas in
the latter case plasma convection is the main transport
mechanism. Let’s calculate the power convection and
conduction for the two source types to illustrate this
difference. The heat conductivity parallel to the mag-

netic field is κ‖ = 103T
5/2
e , i.e. ∼ 2 × 103 W/m/eV

at 1 eV and ∼ 6× 105 W/m/eV at 10 eV. Assuming a
temperature difference of 1 eV over a length of 1 m, this
gives the same numbers in W/m2. The parallel ther-
mal heat convection is 5/2k(Te + Ti)nevplasma, which
is ∼ 5 × 105 W/m2 and ∼ 5 × 104 W/m2 for the high
and low pressure source example, respectively.

V. SELECTION OF RESULTS OBTAINED AT LIN-
EAR PLASMA GENERATORS

In the introduction already a wide range of appli-
cations were indicated with references to relevant liter-
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Figure 3: Schematic of the behavior of the electron tem-
perature Te and heavy particle temperature Th in a dis-
charge as a function of the pressure.

ature. Here only a small selection is discussed and an
emphasis is put on recent results of Pilot-PSI.

An issue that has and is being intensively being
studied with linear plasma generators is the erosion of
carbon, remaining one of the concerns for the design of
ITER. Recently, first experiments have been performed
on carbon erosion in Pilot-PSI. This was the first time
that the extreme flux density regime was entered. Until
then, the record flux density in a linear plasma genera-
tor for erosion experiments had been 1023D+/m2s, re-
alized in PSI-2 [14]. The measurements discussed here
served predominantly to manifest the high fluxes and
operation conditions that we can cover. The fine grain
carbon targets (R 6650, SGL Carbon Group; �26×2.4
mm) were clamped on a water cooled copper heat sink
at 0.56 m from the nozzle of the plasma source. A series
of over 10 exposures was carried out to a single target
with the following experimental parameters: 7 mm bore
discharge channel, B = 0.4 T, 100 s exposure time, dis-
charge current 100 A to 200 A, gas flow 0.2 slm to 0.5
slm (setting the neutral pressure in the vessel to 0.35
and 1.6 Pa, respectively). The target was grounded
and a net electron current of up to Itarget = 59 A (de-
pending on the discharge current and the gas flow) was
measured to the target (where higher neutral pressures
led to a lower net current to the target). The erosion
was characterized by analyzing the target surface ex
situ with a profilometer. The result is shown in Fig.
4 It is very likely that during the different exposures
different mechanisms (e.g., chemical erosion, sublima-
tion, radiation enhanced sublimation, localized heating
due to anode spot formation) were important. So the
material loss cannot be interpreted in terms of a chem-
ical erosion yield. However, what can be concluded is
that significant redeposition occurred. In volume more
than half of the eroded material is found back at the
sides of the crater. It is very striking that this rede-
position zone is within the plasma wetted area. It is
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Figure 4: Erosion crater of a fine grain carbon target
exposed to ITER relevant plasma fluxes in Pilot-PSI
measured ex situ with a profilometer.

presently the challenge to understand this in terms of
plasma conditions and to benchmark these experimen-
tal results with numerical transport codes.

Molecular spectroscopy was performed on the CH
band to quantify the chemical erosion [27]. In this ap-
proach, the intensity of the CH band is compared with
the Hγ line to determine the erosion yield. The plasma
flux density was determined from Thomson scattering
measurements at 18 mm in front of the target by cal-
culating the sheath flux from the measured density and
temperature. In this way, the famous Roth curve (the
flux dependence of the carbon chemical erosion yield)
[28] was extended with a data point at a flux density of
2 · 1024m−2s−1.

The PISCES-B machine is unique in the sense that
it is capable of studying the effect of Be impurities in
the plasma on the interaction with the target. This is
generally referred to as ”mixed materials” studies. A
good example is the erosion of carbon and the hydro-
gen retention by tungsten being influenced by Be im-
purities. A recent paper by Doerner et al. [29] gives a
good overview of the present understanding. For mixed
Be/C surfaces this is summarized as:

• Be ions are accelerated over the sheath potential
and gain enough energy to be implanted. This will
lead to the formation of beryllium carbide (Be2C).

• The formation of the beryllium carbide in the car-
bon surface will reduce chemical erosion and phys-
ical sputtering.

• The layer of beryllium carbide will reach a maxi-
mum thickness and subsequently arriving Be will
not bond as a carbide and will be more easily
eroded.

• Beryllium is the main species that is eroded from
a carbon surface with a Be2C layer.

VI. DESIGN OF MAGNUM-PSI

The Magnum-PSI device is presently operated with
conventional coils similarly to Pilot-PSI[30]. The device
will be upgraded to a super conducting magnet system.
A schematic of the device is shown in Figure 5[31]. The
cascaded arc source used in Pilot-PSI is being scaled up
to produce the plasma in Magnum-PSI. Scaling stud-
ies predict power efficiencies in excess of 10%. Like in
Pilot- PSI, the plasma will be additionally heated by
Ohmic dissipation (of current to the target or to a ring
electrode in front of the target) and RF heating. Pres-
sure control is essential for efficient plasma transport to
the target as well as ITER relevant neutral densities at
the target. Three stage differential pumping based on
roots pumps compatible with the large influx of neu-
tral hydrogen will maintain pressures of ∼1 Pa in the
exposure chamber as is confirmed by modelling and ex-
periments on Pilot-PSI. The superconducting magnet
has been predesigned and will have a bore of 1.3 m
and a length of 2.5 m, with 2 × 8 room temperature
diagnostic ports. It will be placed on rails so that it
can be moved for access to the vacuum vessel. This
vessel consists of three elements (the source-, heating-,
and target chamber) that can be modified if necessary.
The target chamber has been designed for optimal di-
agnostic access. Magnum-PSI will allow targets with
a width of < 10 cm and a length of < 60 cm. The
sample manipulator allows tilting to grazing incidence,
rotation and axial translation, and will have 100 kW
cooling capacity. Targets are exchanged in the target
analysis chamber, where also first surface analysis can
be performed.
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ABSTRACT

For the realization of fusion energy especially ma-
terials questions pose a significant challenge already
today. Heat, particle and neutron loads pose a signifi-
cant problem to material lifetime when extrapolating
to DEMO [1, 2] the first stage prototype fusion reac-
tor [3, 4, 5] considered to be the next step after ITER
towards realizing fusion [6]. For many of the issues
faced tungsten was considered the solution. Recent
progress has however shown that new advanced tung-
sten or material grades maybe required. In particular
safety relevant components such as the first wall and
the divertor of the reactor can benefit from introduc-
ing new approaches such as composites or new alloys
into the discussion. Cracking, oxidation as well as
fuel management are driving safety issues when de-
ciding for new materials. Considering in all this also
the neutron induced effects such as transmutation,
embrittlement and after-heat and activation is essen-
tial. A component approach taking into account all
aspects is required.

I. BOUNDARY CONDITIONS
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Figure 1: Materials Issues for fusion - incomplete

When considering a future fusion power-plant
multiple interlinked issues need to be evaluated (fig.
1). Some of the main problems a future reactor is
faced with are linked to the materials exposed to
the fusion environment and their lifetime consider-
ations. Already from fig. 1 one can see that at the
far branches of the tree multiple times the following
issues arise, cooling media, neutron flux and neutron
damage, ion impact and sputtering as well as heat
loads and transient events.

In the following a subset of those conditions can
be evaluated only and so far only for the relatively
well known conditions of the next step devices e.g.
DEMO [2].

The devices called DEMO is so far considered to
be the nearest-term reactor design that has the ca-
pability to produce electricity and is viewed as single
step between ITER and a commercial fusion plant.
Currently, no conceptual design exists apart from
early studies [3, 5]. A design has not been formally se-
lected, and detailed operational requirements are not
yet available [7]. For discussion purposes it is simple
to assume a reactor with the fusion power of 2GW
and a wall area of 1200m2.

Pexaust = PH + Pα ∼ 450MW (1)

Pn = 1600MW/1200m2(∼ (40dpa/5fpy[8]) (2)

PR = 225MW/1200m2 (3)

PP = 225MW/1200m2 (4)

This means an average of 1.5MW/m2 on the first
wall with ∼ 1.3MW coming from neutrons, typically
10−20MW/m2 on the divertor and not yet any tran-
sient loads taken into account. This machine is al-
ready significantly different in size and performance
from the next step device, ITER. Main differences in-
clude significant power and hence neutron production
(1dpa ∼ 5× 1025n/m2), Tritium self sufficiency, high
availability and duty cycle as well as a pulse length
of hours rather than minutes. In addition, safety reg-
ulation will be more stringent both for operation and
also for maintainability and component exchange [7].
A reactor might even go beyond, e.g. steady state
operation.

II. PWI CONSIDERATIONS
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Several issues related to materials used in its con-
struction of a future fusion reactor need still to be
tackled. Among those are the issues related to the
first wall and divertor surfaces, their power handling
capabilities and lifetime. For the next generation de-
vice, ITER, a solution based on actively cooled tung-
sten (W) components has been developed for the di-
vertor, while beryllium will be used on the first wall
[9]. The cooling medium will be water as is also con-
sidered for high heat load components in DEMO [7].
In contrast to a reactor where high wall tempera-
ture (> 300◦ C) facilitate energy production ITER
W components are only operated at 70◦ C and hence
in the brittle regime.

For the first wall of a fusion reactor unique chal-
lenges on materials in extreme environments require
advanced features in areas ranging from mechanical
strength to thermal properties. The main challenges
include wall lifetime, erosion, fuel management and
overall safety. For the lifetime of the wall mate-
rial, considerations of erosion, thermal fatigue as well
as transient heat loading are crucial as typically 109

(30Hz) transients, so called ELMs, are to be expected
during one full power year of operation.

Figure 2: Sputtering yields for C, Mo, Be and W
bombarded with D ions [10]. For C, chemical erosion
enhances the yield at low energies and yields. For
W, impurity sputtering, such as Ar ions, dominates.
Based on [11, 10]

Tungsten is the main candidate material for the
first wall of a fusion reactor as it is resilient against
erosion (Fig. 2), has the highest melting point of
any metal and shows rather benign behavior under
neutron irradiation as well as low tritium retention.
Erosion of the first wall and the divertor will require
a significant armor thickness or short exchange inter-
vals, while high-power transients need strong mitiga-
tion efficiency to prevent damage to the plasma facing
components (PFCs) [12].

One issue that is related to the wall erosion is the
fusion performance of the fusion device and hence the

amount of tolerable impurities. For tungsten only
minute amounts can be tolerated when considering
the burn conditions of the plasma and cooling pro-
vide by tungsten radiating in the plasma. In [13] the
analysis given for only helium as on of the impurities
shows that 10−4 W atoms per deuterium atom can
be enough to extinguish the fusion performance.

For the next step devices, e.g. DEMO, or a fu-
ture fusion reactor the limits on power-exhaust, avail-
ability and lifetime are quite stringent. Radiation ef-
fects including neutron embrittlement may limit ac-
tively cooled W components in DEMO to about 3-
5 MW/m2 due to the diminished thermal conduc-
tivity or the need to replace CuCrZr with Steels
[14]. Quite extensive studies and materials programs
[15, 16, 17, 1] have already been performed hence it
is assumed that the boundary conditions [14] be ful-
filled for the materials are in many cases above the
technical feasibility limits as they are understood to-
day.

• High divertor power handling, i.e., ability to
withstand power loads larger than 10MW/m2.
here especially the choice of coolant is critical.
Water cooling will be required to allow sufficient
exhaust efficienvy

• The radiation damage for the divertor is pre-
dicted to be close to 3 dpa/fpy. For copper if
chosen the value varies between 3 and 5 dpa /
fpy (full power year)

• It is assumed that despite the radiation damage
erosion is the dominant lifetime determining fac-
tor.

• Even when starting up DEMO in phases a final
blanket should be capable of lasting up to 50 dpa.

In the following we will however try to concen-
trate on three groups of issues [14, 7]

• Power exhaust and energy production: The first
wall blanket exhausts the power and hence must
be operated at elevated temperatures to allow
for efficient energy conversion. Here a material
must be chosen with a suitable operational win-
dow and sufficient exhaust capability. The cool-
ing medium for high temperature operation can
be crucial.

• Mitigate material degradation due to neutrons
and reduce radioactive waste: One can select
materials that allow high temperature operation,
mitigate effect of operational degradation such
as embrittlement and neutron effects linked to
transmutation.

• Tritium self-sufficiency and safety: 22 kg/year of
tritium are required for a 2GW plasma operated
at 20% availability, this means ∼ 85% [14] of the
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in-vessel surface must be covered by a breeding
blanket and the loss of tritium without ability to
recover needs to be minimized. Accident scenar-
ios need to be considered e.g. loss of coolant and
air ingress are among the possible scenarios.

Tritium retention in plasma-facing components
(PFCs) due to plasma wall interactions is one of the
most critical safety issues for ITER and future fusion
devices. For carbon based PFCs the co-deposition of
fuel with re-deposited carbon has been identified as
the main retention mechanism (fig. 3).
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Figure 3: Fuel retetention and permeation issues
under plasma exposure conditions

This retention grows linearly with particle flu-
ence and can reach such large amounts that carbon
is omitted in the activated phase of ITER and fu-
ture reactors [11]. Instead, tungsten is foreseen as
PFC material in the divertor of ITER and is the
most promising candidate for PFCs in future reac-
tors. Fuel retention behavior of tungsten is subject
to present studies. It was shown that by replacing
CFC with W in the Joint European Torus (JET) the
retention e.g. can be significantly reduced [18] as pre-
dicted (Fig. 4). An issue that however remains is the
potential for diffusion of hydrogen into the material.
In the breeding blankets especially the interaction of
tritium with Reduced Activation Ferritic Martensitic
(RAFM) steels, e.g. EUROFER-97, can be crucial to
minimize fuel retention or loss.

III. MATERIAL ISSUES FOR TUNGSTEN

In the following sections several issues are de-
scribed that arise from the above depicted boundary
conditions. As an example the divertor lifetime is
considered as the desired parameter. Typically there
are three main avenues of damage to the material
of the divertor. Either high heat-loads cause melt-
ing, cracking or recrystallization or neutrons impact
the actual microstructure of the material. Surfaces
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Figure 4: Estimate of retained deuterium concen-
tration in C, Be and W deposits under codeposition
conditions. (Sketch based on [11])

are damage by ions impacting and causing both sur-
face morphology changes or erosion. Fig. 5 depicts
hence one approach to solving at least some of the
problems. Choosing Tungsten (W) as the main wall
material suppresses sputtering due to the high atomic
mass in contrast to the sputtering ions. Tungsten also
has a rather high thermal conductivity (Cu: ∼ 390
W/(mK) W: ∼ 173 W/(mK) Mo: ∼ 138 W/(mK)
Steel: ∼ 17 W/(mK) and can hence facility higher
heat exhaust than e.g. steel, for tungsten also the
high melting point is beneficial. Thermal properties
however are intrinsically linked to potential transmu-
tation and irradiation processes. In addition it is
know that tungsten has a rather low hydrogen solu-
bility and hence facilitates low retention under fusion
conditions [18]. Tungsten is however inherently brit-
tle and does show catastrophic oxidation behavior at
elevated temperatures.
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Figure 5: Tungsten as a first wall material
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Not always all material properties can be opti-
mized at once. After an optimization step a mate-
rial might be developed that in its entirety fulfills all
criteria by interaction between individual criteria as
displayed in fig. 6
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Figure 6: A Compromise 1st Wall Material

A. Operational Window

Based on the assumption that W is the option so
far to be used as the surface layer the reactor PFCs
already quite basic assumptions can be made when
picking the operational window and thickness of such
components.

The lower operating temperature limit in metal
alloys is mainly determined by radiation embrittle-
ment (decrease in fracture toughness), which is gen-
erally most pronounced for irradiation temperatures
below ∼ 0.3Tmelt, where Tmelt is the melting tem-
perature (Tungsten ∼ 3300K) [19]. The upper oper-
ating temperature limit is determined by one of four
factors, all of which become more pronounced with in-
creasing exposure time such as thermal creep (grain
boundary sliding or matrix diffusional creep), high
temperature helium embrittlement of grain bound-
aries, cavity swelling (particularly important for Cu
alloys), and coolant compatibility such as corrosion
issues.

If the PFCs surface is operated at 1100 ◦ C as op-
timal for W [20] and copper is chosen together with
water as part of the coolant solution the thickness is
automatically determined (5) with κ the heat conduc-
tivity)

q =
Tsurface − Tcool
d1/κ1 + d2/κ2

(5)

This means that the maximum heat-exhaust is de-
termined by the heat conduction, the potential for
recrystallization and the ductile to brittle transition
behavior of the material. Here new material options
are required to allow a larger operational window, by
overcoming the limiting factor, keeping in mind that
a maximized heat conduction is crucial (e.g. Steel ).
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Figure 7: Power-exhaust - Issues arising from steady
state and transients

For transient events the limits can even be more strin-
gent when considering the limited penetration depth
of a given heat-pulse fig. 7(b) and its maximum sur-
face temperature rise ( egn. (6)) with κ the heat
conductivity, ρ the density and c the heat capacity).
Active cooling for fast transients is meaningless be-
cause of the small penetration depth.

∆T∞surface(t) =
qs√

κρc ·
√
π

√
∆t (6)

From assumptions related to unmitigated ELMs at 1
GW/m2 for 1ms [12] already a temperature rise of
1500K is achieved in only the top 1 mm. Cracking
or melting is difficult to prevent here. Irreparable
damage has to be avoided at any cost. Even higher
thermal wall loads caused by so called disruptions,
sudden and uncontrolled loss of the plasma with de-
position of the energy on the wall. Assuming that
50% of the thermal energy are radiated during ther-
mal quench of the plasma and with a limited inhomo-
geneity in toroidal and poloidal direction respectively
the thermal disruption loads are always much above
the crack limit [21] even-though below the melt limit.
Variation of the torus geometry (aspect ratio) pro-
vides only moderate reduction of loads.

B. Evolution of Thermal Properties

In addition to the above mentioned issues fig. 8
shows that the fusion environment can also drastically
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Figure 8: Change of electrical and thermal proper-
ties of tungsten under neutron irradiation and trans-
mutation

change some of the set assumptions. Already a small
amount of transmutation can have a significant in-
fluence on the power-exhaust. When calculating the
thermal conductivity based on κ · ρ = L · T with κ
the thermal conductivity, ρ the resistivity and L the
Lorentz number with a value of 3.2 × 10−8WΩK−2

for tungsten one can estimated that κ drops 60% al-
ready at 5wt% or Re or Os. From previous work [23]
one can determine that especially at lower temper-
atures κ drops significantly (30%). In any case one
does depend on stable and predictable material prop-
erties even under radiation - or a detailed knowledge
of the time dependent evolution to determine lifetime
and performance of components.

C. Embrittlement

Conventional high performance materials offer
high strength and stiffness combined with low den-
sity hence weight. However, a fundamental limitation
of the current approach is the inherent brittleness of
tungsten. As seen above cracking hence brittle behav-
ior can be a limiting factor when operating any PFC
in a tokamak [21]. For the fusion environment the ad-
ditional problem becomes operational embrittlement.
An issue related to embrittlement is certainly the re-
crystallization of tungsten. at temperatures of 1400K
only mere hours are required to complete recrystallize
the material [24].

Fig. 9 shows that already at moderate neutron
fluence corresponding to 1 dpa the DBTT of tungsten
moves up to almost 900◦ C. If in addition recyrstalli-
sation takes place (fig. 9 ) almost no structural load
can be given to the tungsten component at tempera-
tures of a few hundred degrees. For a typical mono-
block [12, 23] a tungsten thickness of 6mm on top of
the CuCrZr cooling pipe would mean, based on sim-
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Figure 9: DBTT dependence after neutron irradia-
tion based on [25]

ple estimations (egn. 5) that only the top part of
a exposed mono-block would be in the allowed tem-
perature range [20]. This means for a water-cooled
solution tungsten is normally a brittle hence only
a functional part, suppressing e.g. erosion and al-
lowing for high operational temperatures. Failure is
usually sudden and catastrophic, with no significant
damage or warning and little residual load-carrying
capacity if any. Structures that satisfy a visual in-
spection may fail suddenly at loads much lower than
expected. Cracking is usually avoided for PFCs and
certainly for structural components.

D. Activation & Transmutation

An issue that especially for complex components
with multiple material and alloying components can
be quite crucial is the recyclability and activation un-
der neutron irradiation. As fusion is typically consid-
ered a technology with minimal or now longterm nu-
clear waste [25] tungsten and e.g. special steel grades
[26] have optimized radiation performance with re-
spect to low activation, e.g. molybdenum and alu-
minium are avoided as they produce long term acti-
vation products [8, 25]

Based on a study provided in [5, 8] with a neutron
flux at the first wall of ∼ 1.015ncm−2s−1 one can
estimate the activation of materials after a 5 year
period. For materials exposed in the divertor a factor
10 lower neutron rate is expected in the area of the
high heat flux exposure due to geometrical reasons
[7].

Fig. 10 shows the values of an assumed compo-
nent containing W, Cr, Cu and Er, representing e.g. a
typical mono-block with small interlayers and a cop-
per cooling structure. Already here it is clear that the
shielded hands on radiation level can not be achieved
after 100 years when using copper cooling at the first
wall. Mitigation of these effects need to be consid-
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Figure 10: The activation of tungsten (first wall) is
shown in comparison to a component (W 79.7wt%,
Er 0.6wt%, Cr 12.1wt%, Cu 7.5%) for the first wall
can be estimated as an upper bound (based on [8]).
Divertor components in general are less prone to acti-
vation. Shielded hands-on level: 2mSv/h, Hands-On
Level: 10µSv/h

ered by utilizing non or low activation materials. e.g.
replacing copper for the first wall and removing Er or
Al oxides in favor of Ytrria.

IV. NEW MATERIAL OPTIONS

For all the above described issues or boundary
condition potential solutions need to be developed.
We are faced with a multilayer approach for the
Plasma-Facing-Components (PFCs) including armor,
fuel barriers, cooling structures & breeding elements
and hence we have to consider a multitude of inter-
acting materials. From the plasma toward the cool-
ing structure we consider tungsten or tungsten alloys
on either a copper or steel structure with functional
layers e.g. permeation barriers or compliance layers.
A generally new components concepts to circumvent
classical definitions of limits is required with dam-
age resilient materials such as composites followed by
a much better definition what can be tolerated be-
fore a component needs to be exchanged. We need
to define lifetime with more parameters than ero-
sion and cracking for PFCs. Composite approaches
to enhance material parameters and mitigate dam-
age modes by utilizing mixed properties will be ideal
inclunding safety features like passivating alloys etc.
Not yet developed ideas on self-healing or damage
tolerant materials similar to aerospace applications
might be a future field of research including e.g. liq-
uid metals [27]. Already today smart materials, fiber
composites and alloys which adapt to the operational
scenario are possible. In some cases detrimental ef-
fects such as erosion are actually used to facilitate
material functions (sec. ). If W as a 1st wall material

is required to suppress erosion even preferential sput-
tering can turn the top layer of alloys or steel into a
thin layer of erosion suppressing tungsten [28, 29, 30].

A. Composites for High Loads

A basic strategy to achieve pseudo-ductility is
the incorporation of new ductile matrices and fibres,
which needs extensive development and validation
[31]. To overcome brittleness issues when using W, a
W-fiber enhanced W-composite material (Wf/W) in-
corporating extrinsic toughening mechanisms can be
used.The composite approach enables energy dissipa-
tion and thus stress peaks can be released at crack
tips and cracks can be stopped. Another option is a
composite laminates made of commercially available
raw materials [32, 17].
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Figure 11: Composite approaches based on pseudo-
ductilisation.

Accordingly, even in the brittle regime this ma-
terial allows for a certain tolerance towards cracking
and damage in general . In comparison conventional
tungsten would fail immediately. From fig. 11(a) the
principle of composite strengthening behavior can be
seen. Even when a crack has been initiated inside
the material the energy dissipation mechanisms allow
further load to be put towards the component until
at a later stage also the fiber and hence the overall
material fails.
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First Wf/W samples have been produced, show-
ing extrinsic toughening mechanisms similar to those
of ceramic materials [33, 34]. These mechanisms will
also help to mitigate effects of operational embrittle-
ment due to neutrons and high operational tempera-
tures. A component based on Wf/W can be devel-
oped with both chemical infiltration (CVI), utilizing
a newly installed CVI-setup and a powder metallurgi-
cal path through hot-isostatic-pressing [35, 36]. Cru-
cial in both cases is the interface between fiber and
matrix. The interface is a thin layer which provides
a relatively weak bond between the fiber [37] and the
matrix for enabling pseudo-ductile fracture in the in-
herently brittle material, similar to e.g. SiC ceramics
[38].

Keeping in mind the above mentioned boundary
conditions one can consider that brittleness from ei-
ther neutron irradiation or elevated temperatures can
be mitigated as the pseudo-ductilisation does not rely
on any part of the material being ductile, crack re-
silience can be established [33, 34]. Facilities to pro-
duce both CVI as well as powder metallurgicalWf/W
are now available. It now needs to be shown that for
those components equally good behavior in terms of
thermal conductivity, erosion and retention can be
established. As part of the development especially
the choice of the fiber and interface material can be
crucial. A sag-stabilized potassium doped fibre can
even retain some ductility in addition strengthening
the material. For the interface a non activating choice
is necessary hence one can move from the so far con-
sidered erbia [37, 33] potentially towards yttria.

In addition to conventional composites also fine
grain tungsten is an option to strengthen and duc-
tilize tungsten [39] similar to other metals [40] an op-
tion to achieve this for W & DEMO applications is
Powder Injection Molding (PIM) [41, 42]. Powder In-
jection Molding (PIM) as production method enables
the mass fabrication of low cost, high performance
components with complex geometries. The range in
dimension of the produced parts reach from a micro-
gearwheel (d = 3mm, 0.050g) up to a heavy plate
((60x60x20)mm, 1400 g). Furthermore, PIM as spe-
cial process allows the joining of tungsten and doped
tungsten materials without brazing and the develop-
ment of composite and prototype materials. There-
fore, it is an ideal tool for divertor R&D as well as
material science.

B. Tungsten smart alloys

Addressing the safety issue, a loss-of-coolant ac-
cident in a fusion reactor could lead to a temperature
rise of 1400 K after ∼ 30 − 60 days due to neutron
induced afterheat of the in-vessel components [5].

Thereby, a potential problem with the use of W
in a fusion reactor is the formation of radioactive and
highly volatile WO3 compounds. In order to suppress
the release of W-oxides tungsten-based alloys contain-
ing vitrifying components seem feasible, as they can
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Figure 12: Working principle of a smart alloys based
PFC with both the operational and accident mecha-
nisms shown.

be processed to thick protective coatings with reason-
able thermal conductivity, e.g. by plasma spraying
with subsequent densification. Enhanced erosion of
light elements during normal reactor operation is not
expected to be a concern. Preferential sputtering of
alloying elements leads to rapid depletion of the first
atomic layers of light alloying elements and leaves a
pure W-surface facing the plasma [43]. This mech-
anism is similar to the above mention EUROFER-
97 surface enrichment. Fig. 12 displays the basic
mechanism. During operation plasma ions erode the
light constituents of the alloy leaving behind a thin
depleted zone with only tungsten remaining. Subse-
quently the tungsten layer suppresses further erosion
hence utilizing the beneficial properties of tungsten.
In case of a loss of coolant and air or water ingress
the tungsten layer oxides releasing a minima amount
of WO3 and then passivating the alloy due to the
chromium content. W-Cr-Y with up to780 at% of W
content already shows 104-fold suppression of tung-
sten oxidation due to self-passivation [44]. Test sys-
tems are being produced via magnetron sputtering
and evaluated with respect to their oxidation behav-
ior. Production of bulk samples is ongoing. Rigor-
ous testing of oxidation behavior, high heat flux test-
ing and plasma loads as well as mass production for
candidate materials is under preparation. The mate-
rial can be considered for both first wall and diver-
tor applications especially when combined with the
strengthening properties of the Wf/W composite ap-
proach. The PWI behavior and potential neutron or
temperature embrittlement need to be quantified.

C. Functionally Graded Materials

Having discussed tungsten as the main candidate
for the PFMs of a fusion reactor the joint to the
cooling structure or wall structure in general is cru-
cial. From the values of thermal expansion for the
different materials (copper ∼ 16.5µm/(mK), tung-
sten: ∼ 4.5µm/(mK) molybdenum: ∼ 4.8µm/(mK),
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stainless steel: ∼ 12µm/(mK) it is clear that a ma-
ture solution of joining them needs to be established.

As one of the example systems the development
of Functionally Graded Materials (FGMs) between W
as the PFM with the structural material EUROFER-
97 can be considered. As depicted in [45] FGMs are
a candidate especially when considering applications
such as the blanket modules of a DEMO [7] or even a
helium cooled tungsten divertor with low to medium
heat-flux (1− 5MW/m2) for which the heat conduc-
tivity of EUROFER-97 maybe sufficient.

Similar ideas are developed for the transition be-
tween copper and W [46, 47] potentially being used
as solution for a water-cooled high heat-flux divertor
[7, 14]

D. Tritium Management

Moving towards the actual structural part of the
reactor tritium management is an issue especially for
the breeding blankets. In order to prevent tritium
loss and radiological hazards it is important to sup-
press permeation through the reactor walls. Research
on permeation barriers ranges over a variety of ma-
terials [48, 49, 50, 51] including erbia and alumina.
Permeation barriers require high permeation reduc-
tion factors, high thermal stability and corrosion re-
sistance as well as similar thermal expansion coeffi-
cients compared to those of the substrate. Estab-
lishing the permeation mitigation requires controlled
experiment. A new gas-driven permeation setup is es-
tablished at FZJ to investigate deuterium permeation
through different ceramic coatings on EUROFER-97,
which significantly reduce the deuterium permeation.
Several techniques to apply the coatings can be con-
sidered e.g. Arc Deposition, Chemical Routes, Mag-
netron Sputtering. A mitigation factor of 50-100 is
essential to allow safe operation and allow a reason-
able tritium breeding ratio.

In addition to permeation mitigation and me-
chanical feasibility, compatibility with neutron irradi-
ation needs to be enforced. Here especially erbia and
alumina but also zirconia [52] do have issues. Perme-
ation barriers from Ytrria [53] may be a potential low
activation element element (fig. 10) and in addition
is quite similar in terms of thermal expansion when
considering EUROFER-97 as the substrate.

V. SUMMARY AND OUTLOOK

Considering all the above mentioned issues when
using materials in a fusion reactor environment a
highly integrated approach is required. The lifetime
of PFCs and joints due to erosion, creep, thermal
cycling, embrittlement needs to be compatible with
steady state operation and short maintenance inter-
vals.Thermal properties of composites and compo-
nents have to be at least similar to bulk materials
when enhanced properties in terms of strength are

not to hinder the maximization of operational perfor-
mance. Damage resilient materials can here facilitate
small, thin components and hence higher exhaust ca-
pabilities. The components need to be compatible
with the aim of tritium breeding and self-sufficiency
and hence mitigate tritium retention and loss.

Despite using various alloying components, in-
terlayers or coatings maintainability and recycling
of used materials is required to make fusion viable
and publicly acceptable. Last but not least, large
scale production of advanced materials is crucial. We
hence propose to utilize the composite approach to-
gether with alloying concepts to maximize the po-
tential of the tungsten part of a potential PFC. To-
gether with W/Cu composites at the coolant level and
W/EUROFER joints high-performance components
can be developed. Rigorous testing with respect to
PWI and high heat-flux performance are planned for
all concepts to have prototype components available
within 5 years for application in existing fusion de-
vices.
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ABSTRACT 
 

The first wall and the divertor in present-day or next step 
thermonuclear fusion devices are exposed to intense fluxes 
of charged and neutral particles, in addition the plasma 
facing materials and components are subjected to radiation 
in a wide spectral range. These processes, in general 
referred to as 'plasma wall interaction' will have strong 
influence on the plasma performance, and moreover, they 
have major impact on the degradation and on the lifetime 
of the plasma facing armour and the joining interface 
between the plasma facing material and the heat sink. 
Beside physical and chemical sputtering processes, thermal 
fatigue damage due to cyclic heat fluxes during normal 
operation and intense thermal shocks caused by severe 
thermal transients are of serious concern for the engineers 
which develop reliable wall components. In addition, the 
material and component degradation due to high fluxes of 
energetic neutrons is another critical issue in D-T-burning 
fusion devices which requires further extensive research 
activities. This paper represents a tutorial focussed on the 
development and characterization of plasma facing 
components for thermonuclear fusion devices [1]. 

 
I.  INTRODUCTION 

 
The plasma facing components in magnetic 

confinement experiments, i.e. the first wall (FW), the 
limiters and the divertor will be exposed to intense thermal 
loads during plasma operation. In existing and next step 
devices the resulting thermal loads to the first wall will in 
general remain below 1 MWm-2. However, special attention 
has to be paid to high heat flux components, i.e. to the 
limiter and the divertor with power densities up to 
approximately 10 MWm-2 for next step tokamaks (such as 
ITER) or stellarators (e.g. Wendelstein 7-X) during normal 
plasma operation. These requirements make high demands 
on the selection of qualified materials and reliable 
fabrication processes for actively cooled plasma facing 
components [2 - 3]. 

Beside the above mentioned quasi-stationary heat 
loads, short transient thermal pulses with deposited energy 
densities in the order of several ten MJm-2 are a serious 
concern for next step tokamak devices, in particular for 
ITER. The most serious of these events are plasma 
disruptions. Here a considerable fraction of the plasma 
energy is deposited on a localized surface area in the 

divertor strike zone region; the time scale of these events is 
typically in the order of milliseconds. In spite of the fact 
that a dense cloud of ablation vapour will form above the 
strike zone, only partial shielding of the divertor armour 
from incident plasma particles will occur. As a 
consequence, thermal shock induced crack formation, 
vaporization, surface melting, melt layer ejection, and 
particle emission induced by brittle destruction processes 
will limit the lifetime of the components. In addition, dust 
particles (neutron activated or toxic metals or tritium 
enriched carbon) are a serious concern form a safety point 
of view. Instabilities in the plasma positioning (vertical 
displacement events, VDE) also may cause irreversible 
damage to plasma facing components, particularly to 
metallic wall armour. 

Furthermore, irradiation induced material degradation 
due to the impact with 14 MeV neutrons in D-T-burning 
plasma devices is another critical issue, both, from a safety 
point of view, but also under the aspect of the component 
lifetime. Next step thermonuclear confinement devices such 
as ITER with an integrated neutron fluence in the order of 1 
dpa (displacements per atom; for low-Z materials 1dpa 
corresponds to approx. 1025 n.m-2) do not pose any 
unsolvable material problems. However, in future devices 
such as DEMO or in commercial fusion reactors with 
integrated neutron wall loads of 80 to 150 dpa new 
radiation resistant materials have to be developed and tested 
under realistic conditions. Due to the lack of an intense 14 
MeV neutron source, complex neutron irradiation 
experiments are been performed in material test reactors to 
quantify the n-induced material damage. These tests 
provide the required data base on the degradation of 
thermal and mechanical parameters; in addition the thermal 
fatigue and thermal shock performance of irradiated high 
heat flux components is another important issue for the 
engineering design, the licensing and the safe operation of 
future fusion reactors. 

 
II.  DEVELOPMENT AND MANUFACTURING OF 
PLASMA FACING COMPONENTS 

 
The applicability of a future energy generating fusion 

reactors is, among others, based on the feasibilities of 
plasma facing components which can guarantee a 
reasonable lifetime from a safety and economical point of 
view. This lifetime is limited mainly by thermal fatigue due 
to cyclic thermal loads and by thermally induced 
mechanical stresses to these components [4]. Transient 
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thermal loads, in particular tokamak specific plasma 
disruptions can deposit energy densities of several ten 
MJm-2. These events have pulse durations in the order of 1 
millisecond and will damage and/or erode the divertor, 
especially in the separatrix strike zone region. Further 
transient events which deposit a large fraction of the plasma 
energy on relatively small wall areas are the vertical 
displacement events (VDE). 

The quasi-continuous plasma operation in large future 
confinement experiments is associated with another 
transient heat load event, namely energy deposition by 
type-I ELMs (edge localized modes) which will deposit 
another non-negligible amount of energy during each event; 
the expected power deposition is in the order of GW per 
square metre on a sub-millisecond time scale. Up to now 
only limited information is available on the material 
performance under these events. However, there is a serious 
concern that high cycle fatigue damage and thermal erosion 
combined with brittle destruction (BD) might be another 
lifetime limiting event. 

The expected loading scenarios for the above 
mentioned thermal fatigue and thermal shock loads are 
strongly design dependent. The expected thermal loads are 
shown schematically in table 1 for the stellarator W 7-X, 
for the ITER design, and for a future thermo-nuclear fusion 
reactor. It should be noted that the intense flux of 14 MeV-
neutrons will additionally degrade all (plasma facing and 
structural) materials in D-T burning devices such as ITER 
or the reactor; this is subject of an extensive long-term 
materials test programme. 

 
TABLE I. Wall loading in Wendelstein 7-X, 

in ITER and in a thermonuclear fusion reactor 
 

?1?ELMs / MJm-2

< 150< 1-neutron fluence / dpa

-≈10-disruptions / MJm-2

-60?VDEs / MJm-2

≈ 5 - 205 - 2010heat flux divertor / MWm-2

< 1< 1< 0.2heat flux FW / MWm-2

reactorITERW7-X

?1?ELMs / MJm-2

< 150< 1-neutron fluence / dpa

-≈10-disruptions / MJm-2

-60?VDEs / MJm-2

≈ 5 - 205 - 2010heat flux divertor / MWm-2

< 1< 1< 0.2heat flux FW / MWm-2

reactorITERW7-X

 
 

The technical design solutions which are considered 
today for the plasma facing components in the ITER 
divertor (cf. Fig. 1) are mainly based on carbon or 
refractory metals as plasma facing materials (PFM) and 
copper alloys for the heat sink. The selection of these 
materials [5] was based on a number of criteria; the most 
critical requirements are summarizes in Fig. 2.  

The prime candidate for the first wall region is the low-
Z material beryllium. Due to its affinity to oxygen it is an 
excellent getter material which guarantees plasma 
discharges with low impurity levels; compared to carbon, it 
also exhibits better erosion resistance and hence, a reduced 
material transport during plasma operation of the fusion 
device. In addition, Be is characterized by a rather good 

thermal conductivity (≈ 190 Wm-1K-1 at RT) to remove the 
surface heat flux and to avoid overheating of the wall 
structures. This is most essential, in particular for a first 
wall made from beryllium tiles or beryllium coatings which 
exhibit only a moderate melting point of about 1285°C (see 
Fig. 3). 

 

 
 

Fig. 1 Divertor cassette for ITER 
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Fig. 2 Requirements for plasma facing and heat sink 
materials [10] 

 
The divertor region and the baffle components in ITER 

will be manufactured from tungsten and/or carbon-fibre-
composites (CFC) with integrated coolant structures. 
Compared to beryllium, tungsten is a refractory metal with 
an extremely high melting point (3410°C) and an adequate 
room temperature thermal conductivity of approx. 140 Wm-

1K-1; hence from a thermo-physical point of view tungsten 
appears to be the most attractive material candidate for high 
heat flux component. A drawback however is its brittle 
nature; tungsten is ductile and easily machinable only 
above the so-called ductile-brittle-transition-temperature 
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(DBTT) of about 400°C. In addition tungsten shows a 
strong tendency to recrystallize at high temperatures well 
below the melting point. Compared to the other PFM 
candidates (Be or C) tungsten is significantly activated 
during neutron irradiation. 
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Fig. 3 Thermo-physical properties of metallic and carbon 

based plasma facing materials. 
 

The third candidate material, carbon, is of special 
importance since it does not melt. This special feature 
makes carbon an attractive candidate for the strike zone of 
the so-called separatrix on the divertor. Here it can 
withstand very high heat loads without the risk of forming 
any liquid phase; however, sublimation of carbon at 
elevated temperatures (T ≥ 2200°C) is becoming essential 
and an enhanced material erosion due to brittle destruction 
(cf. chapter 5) is also of serious concern. On the other hand, 
the thermo physical properties are excellent, in particular if 
fibre-reinforced grades are taken into consideration. 
Depending on the selected fibre type and the weave 
geometry, these carbon-fibre reinforced carbons can be 
manufacture to day with thermal conductivities equal or 
even better compared to copper (up to ≈ 500 Wm-1K-1). 
However, this excellent thermal conductivity will be 
degraded rapidly under the influence of thermal or fast 
neutrons (cf. chapter 6). The fibre reinforcement will also 
improve the strength of the composite in comparison to 
conventional isotropic fine grain graphites which are 
frequently used as plasma facing armour in present-day 
tokamaks or stellarators. 

Different design options for the attachment of the 
plasma facing material to the heat sink (cf. Fig. 4) have 
been developed, manufactured and tested [6, 7, 9]. The heat 
sink, in general a precipitation hardened or a dispersion 
strengthened copper-alloy with an integrated high pressure 
coolant tube has now become the standard technology for 
ITER or other existing medium- and long-pulse fusion 
devices. To reduce stresses which might affect the integrity 
of the plasma facing material or the joint (stresses due to 
the mismatch between the plasma facing and the heat sink 
material, as well as thermally induced stresses due to the 

thermal gradient during plasma exposure), a segmentation 
of the PFM using thin slots perpendicular to the surface 
down to the heat sink (so-called castellations, or ‘macro-
brush’) is frequently used. To guarantee a non-detachable 
contact between the PFM and the heat sink a number of 
joining techniques such as brazing, hot isostatic pressing 
(HIPing), electron beam welding or diffusion bonding have 
been developed and applied successfully [8 – 10]. 

 

 
 

Fig. 4 Design options for actively cooled plasma facing 
components for divertor applications [9] 

 
The interface between the PFM and the heat sink does 

not necessarily require a flat geometry; the so-called 
monoblock design (also: ‘tube in block’ solution) consists 
of cube-shaped monolithic tiles which are equipped with a 
cylindrical hole which allows the joining to the water 
cooled copper tube directly. This design option has an 
unrivalled advantage since the loss of the PFM-tile under 
thermal excursions which might be associated with a major 
failure of the whole component (cascade failure [11]) is 
excluded. 

 
III.  CHARACTERIZATION OF PLASMA FACING 
MATERIAL AND COMPONENTS 

 
To select among different commercially available 

plasma-facing and heat sink materials a reliable 
characterization is necessary. An extensive data base is 
essential to choose the best suitable material candidates and 
the applied treatments (alloying, thermo-mechanical 
treatments such as heat exposure, rolling or forging, 
sintering etc.). In addition, a number of promising new 
materials have been developed and improved in a 
laboratory scale and are now ready for an upgrading for an 
industrial production. To identify the most promising 
candidates and later, to guarantee the material parameters 
during the serial production, an extensive set of different 
characterization techniques is prerequisite for the successful 
development and manufacturing of reliable high heat flux 
components. This material characterization must cover the 
full temperature range for the particular application; in 
addition, a number of material properties are also required 
in the neutron irradiated state to predict the material and 
component performance during nuclear operation of a 
thermonuclear facility such as ITER. This characterization 
is not limited to the materials; the integrity of joints has to 
be evaluated and demonstrated by reliable techniques (X-
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ray methods, ultrasonic inspection, infra-red techniques to 
identify imperfections or thermal barriers in the interface 
layer) [17]. 

Material characterization also includes the testing of 
actively cooled components under fusion specific loading 
conditions. A number of test facilities suitable to provide 
thermal loads with power densities ranging from the 
MW/m2 to several GW/m2, and pulse durations ranging 
from a few hundred microseconds to almost continuous 
power loading have been developed in several laboratories 
world wide [12]. Most of these test devices (so-called high 
heat flux (HHF) test facilities) are based on intense electron 
or hydrogen ion beams which are used in pulsed and/or 
scanned modes to simulate the thermal loads which are 
expected during normal operation scenarios; short thermal 
pulses are applied to characterize the material or component 
performance under normal (ELMs) or off-normal events 
(VDEs, disruptions). For the latter type of HHF-experiment 
also plasma accelerators [18] and ion beam facilities play 
an important role. 

 
IV.  THERMAL FATIGUE BEHAVIOUR OF 
PLASMA FACING COMPONENTS 

 
To evaluate the thermo mechanical performance of 

various divertor designs, a significant number of small 
scale divertor components have been manufactured by 
industry or research laboratories. These cover different 
design options (flat tile, monoblock) and different joining 
techniques for both, CFC and tungsten armour [4]. In the 
following a survey of selected plasma facing component 
with CFC and tungsten armour for the divertor and with 
beryllium coatings/tiles for first wall applications are 
summarized; the major characteristics of carbon and 
tungsten armoured modules and the results for medium 
term thermal fatigue tests are listed in Fig. 5. 

The heat flux limits which have been obtained so far in 
electron beam experiments on small scale mock-ups with 
typical cycle number of n = 1000 can be summarized as 
follows: 
• CFC flat tiles withstood cyclic thermal loads up to 

19 MWm-2, 
• CFC monoblocks have been tested up to 25 MWm-2, 
• tungsten flat tiles (macrobrush design) didn't show any 

failure up to 18 MWm-2, 
• tungsten monoblocks (drilled W-tiles and W-lamellae) 

withstood up to  20 MWm-2.  
 
These data show very clearly that technical solutions 

for the divertor targets are feasible which meet or even 
exceeded the HHF requirements for ITER. 

 

CFC flat tile mock-up 
active metal casting of CFC 
(silicon doped NS31) 
e-beam welding to CuCrZr 
heat sink 
HHF fatigue testing: 
1000 cycles @ 19 MWm-2 

 

CFC monoblock 
drilling of CFC tiles 
(SEPcarb NB31) 
active metal casting (AMC®) 
low temperature HIPing  
HHF fatigue testing: 
1000 cycles @ 25 MWm-2 

 

W macrobrush mock-up 
coating of WLa2O3 tiles with 
OFHC-Cu, e-beam welding 
to CuCrZr heat sink 
HHF fatigue testing: 
1000 cycles @ 18 MWm-2 

 

W monoblock mock-up 
drilling of W-La2O3 monoliths  
casting with OFHC-Cu 
HIPing  
HHF fatigue testing: 
1000 cycles @ 20 MWm-2 

 

W monoblock mock-up 
(lamellae technique) 
drilling of W sheets  
casting with OFHC-Cu 
low temperature HIPing 
HHF fatigue testing: 
1000 cycles @ 18 MWm-2 

 

PS-W mock-up 
vacuum plasma spraying of 
tungsten 
CuCrZr heat sink 
HHF fatigue testing: 
1000 cycles @ 5.5 MWm-2 

 

PS-Be mock-up 
vacuum plasma spraying  
of beryllium (5 mm thick) 
manufactured by R. Castro, 
Los Alamos Nat. Lab.  
HHF fatigue testing: 
1000 cycles @ 3.0 MWm-2 

 

Primary first wall mock-up 
Be tiles (42 x 47 x 10 mm3) 
CuCrZr heat sink (10 mm) 
with 316L coolant tubes 
316L backing plate (30 mm) 
HHF fatigue testing: 
1000 cycles @ 1.5 MWm-2 

 
Fig. 5. Survey of small scale mock-ups with different 

plasma facing armour (CFC, tungsten, beryllium) and 
different design options (flat tile components, monoblock 

design and plasma sprayed modules) [8] 
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Similar to the divertor applications, precipitation 
hardened copper (CuCrZr) has also become a promising 
candidate for the heat sink in first wall components. Hence, 
additional efforts have been allocated to the development 
and thermo-mechanical testing of beryllium/CuCrZr-joints. 
Best performances obtained so far with HHF tests in the 
electron beam test facility JUDITH on a variety of 
components produced with different joining parameters 
have shown detachments of the Be tiles after cyclic 
operation only for heat fluxes > 2.75 MW/m2. 

HHF testing has also been performed on flat CuCrZr 
heat sink modules which were coated in a plasma spray 
process with tungsten (see Fig. 5). These modules have 
shown a favourable thermal fatigue performance with peak 
heat loads of 5.5 MWm-2 without detectable failure. Be-
coated component which have also been produced by 
plasma spray techniques didn't show any degradation of the 
heat removal efficiency up to 3 MWm-2; however, some 
cracks developed perpendicular to the component's surface 
(i.e. parallel to the heat flux direction). These findings were 
predictable since both types of plasma sprayed components 
have not been castellated so far. 

 

 
 

Fig. 6 Damage limits for plasma facing components with 
tungsten armour [cf. ITER web-page] 

 
To compare the results form different thermal fatigue 

tests on plasma facing components with carbon armour 
which have been performed so in different laboratories in 
Europe, Russia and Japan, the maximum acceptable heat 
flux for a given pulse number is plotted in Fig. 6. This 
diagram also shows the ITER target values (dotted circles) 
for steady state operation (approx. 5 MWm-2) and for slow 
thermal transients (up to 20 MWm-2). Although HHF tests 
with high cycle number (n > 1000) are scarce (mainly 
because they are rather time and cost consuming), the 
diagram clearly proves the existence of technically mature 

design solutions for the high heat flux components in large 
scale fusion devices such as ITER. 

 
Most of the thermal load tests so far have been 

performed on small-scale modules [12 – 13]. These 
components typically have cross-sectional geometries 
which are identical with the proposed design solutions for 
PFCs in ITER or other large fusion devices; however, to 
minimize the manufacturing cost and to facilitate the testing 
procedure, in general short single-tube mock-ups with a 
length of about 5 to 20 cm have been tested. To benchmark 
the performance real scale modules with the actual length 
and assembly of the ITER divertor, medium and full scale 
prototypes (Fig. 7) have been manufactured and tested 
successfully under cyclic thermal loads in a powerful high 
heat flux test facility in France (FE 200) [14]. In a similar 
way full scale tests on a first wall panel (L ≈ 1m) with 
beryllium tiles brazed to a dispersion strengthened heat sink 
are on the way [15]. 

 

 
 

Fig. 7 Medium scale mock-up for the divertor and the 
first wall of ITER 

 
V.  THERMAL SHOCK LOADING 

 
Beside the normal operation scenarios, transient 

loading conditions also have been taken into consideration 
[16, 18]. Among these events (cf. table I) the so-called 
vertical displacement events (i.e. the malfunction of the 
plasma positioning system) may result in severe surface 
damage due to short term (100 – 300 ms) thermal loads to 
plasma facing components. Such an event with a deposited 
energy density of about 60 MJm-2 (ITER) will mainly affect 
the surface of components with metallic PFMs (beryllium 
or tungsten). The material performance during these short 
term events is shown schematically in Fig. 8, both for 
metallic (e.g. tungsten or beryllium) and carbon based 
materials (e.g. graphites or CFC). The energy density 
during plasma disruptions or VDEs in general exceeds the 
melting threshold, not only for beryllium but also for 
tungsten. Depending on the energy density of the incident 
beam pulse, the liquefied material will either remain in the 
position where it is formed and recrystallize after a short 
period, or it will be ejected due to the high vapour pressure 
at the surface of the melt pool. A further increase of the 
incident power density may also result in a boiling and 
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bubble formation of the melt layer. These processes are a 
major source for the formation of metallic droplets, 
particularly if additional (e.g. magnetic) forces are acting 
on the melt layer. These droplets might contaminate the 
plasma. Metallic dust originating from recrystallized melt 
droplets has been identified as a critical safety issue in 
future fusion devices. 

 

 
 

 
 

Fig. 8 Metals (top) and graphite (bottom) under intense 
thermal loads in an electron beam device [10]. 

 
The melt layer thickness under these events was 

determined experimentally in electron beam tests and was 
found to be in the order of a few millimetres (depending on 
the pulse duration), see Fig. 9. Mock-ups with un-doped 
CFC armour are more resistant under identical thermal 
loads since pure carbon does not form any liquid phase; 
however, some thermal erosion by sublimation and brittle 
destruction (see below) has been detected. 

 
More serious material damage is expected during 

plasma disruptions which occur on a millisecond timescale. 
For ITER about 10% of the discharges are supposed to be 
terminated in a plasma disruption. The published data about 
the expected amount of deposited energy density show 
some scatter; furthermore, part of the incident plasma 
energy is absorbed by a dense cloud of ablation vapour 
which forms above the heat affected surface area. 
Nevertheless, an absorbed energy density of several MJm-2 
will be deposited on the PFC surface. Due to the rather 
short pulse duration (∆t ≈ 1 ms) heat conduction into deeper 
parts of the PFM does not play any important role and the 
mayor damage is restricted to a thin surface layer with a 
thickness of several ten microns. Under these conditions 
metallic plasma facing materials such as beryllium or 
tungsten will melt instantaneously; this mechanism is 

associated with the formation of bubbles in the melt layer 
and with the ejection of metallic droplets which finally will 
contaminate the plasma boundary layer or will be deposited 
in the form of metallic dust or layers in gaps behind the 
PFCs. From a safety point of view this process may 
generate non negligible amounts of toxic beryllium 
particles or highly activated tungsten dust which might 
need periodical removal to avoid the accumulation of 
critical dust concentrations. 
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Fig. 9 Electron beam simulation of vertical displacement 
events with a deposited  

energy density of 60 MJm-2 [10] 
 
The short pulse duration of disruption events will 

generate steep thermal gradients in the surface of the 
plasma facing material; this will induce severe thermal 
stresses which may generate cracks with a depth of several 
hundred microns and beyond. This effect is of special 
importance if the temperature of the heat effected material 
is below DBTT (ductile brittle transient temperature), i.e. at 
below ≈ 400°C for un-irradiated sintered tungsten. 

In contrast to metallic PFMs carbon based materials 
such as graphites or CFCs do not melt; hence, the formation 
of dust particles via the above mentioned mechanism does 
not occur. However, brittle destruction (BD) [19], i.e. 
generation of thermally induced microcracks in the surface 
of these materials during intense thermal loads will result in 
the formation of carbon dust particles, if a critical threshold 
value of the incident beam power is exceeded (see Fig. 8, 
bottom). The brittle destruction mechanism has been 
detected in electron beam simulation experiments; a typical 
example is shown in Fig. 10 for an absorbed power density 
of ≥ 3.3 GWm-2 (∆t = 2 ms). Here the trajectories of the hot 
carbon particles are clearly visible; particle velocities ≥ 150 
ms-1 have been determined by optical time-of-flight 
measurements [20]. Below a critical threshold value 
(< 3 GWm-2) no particle emission has been observed. Up to 
a 2nd threshold value mainly small and medium sized 
particles are ejected from the surface of the plasma facing 
material. In fine grain graphite this process is characterized 
by the release of the binder phase between the graphitic 
grains (cf. Fig. 8, bottom). If the 2nd threshold value is 
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exceeded large dust particles (grains or grain clusters) are 
emitted from the surface. Major concern of the carbon dust 
is the co-deposition together with tritium in gaps or in 
remote areas behind the divertor structure. In particular the 
large particle emission results in a substantial erosion of the 
graphite surface; this has been clearly demonstrated by 
weight loss and SEM analyses [19]. 

 

 
 
Fig. 10 Brittle destruction of isotropic fine grain graphite 

(power density Pabs = 3.2 … 4.3 GWm-2, ∆t = 2 ms,). 
 
The threshold values for the onset of brittle destruction 

have been determined for graphites and CFCs both for 
disruption and VDE specific pulse durations, i.e. for 1 to 5 
and for 100 ms; similar studies for the ELM regime are on 
the way. The thermal loads during plasma disruptions and 
VDEs in ITER are clearly above the threshold values for 
brittle destruction, while the ELM regime seems to remain 
in a safe operation regime. Nevertheless, brittle destruction 
may also play an important role for ELM specific loads 
because of the high frequency of these events (1 Hz) and an 
integrated number of several million incidents during the 
lifetime of the divertor target in ITER. 

Carbon dust particles have been collected and analysed 
by different methods. The size of these objects covers a 
rather wide range from a few nanometers to a maximum of 
about 100 µm, i.e. their dimensions are ranging from 
nanotubes to graphitic grains or even grain clusters. 
Simulation tests with carbon fibre composites show a rather 
similar behaviour compared to fine grain graphites, 
however, the threshold values are slightly shifted to higher 
energy densities; this is due to the improved thermal 
conductivity of this material. The material erosion strongly 
depends on the architecture of the CFC composite and on 
the type and orientation of the fibres used. 

 
 
 
 
 
 

VI.  NEUTRON INDUCED MATERIAL 
DEGRADATION  

 
The irradiation induced degradation of mechanical and 

thermal properties has been performed on selected plasma 
facing materials which have been subjected to ITER 
relevant neutron fluxes in fission type material test reactors, 
such as the high flux materials test reactor (HFR in Petten, 
The Netherlands). Furthermore, modifications in the high 
heat flux performance have been investigated in electron 
beam tests on neutron irradiated small scale components 
with CFC, tungsten and beryllium armour. 

The heat removal efficiency of actively cooled 
components mainly depends on the thermal conductivity λ 
of the materials. This parameter was determined in laser 
flash experiments which allows a direct measurement of the 
thermal diffusivity α in combination with additional 
recordings of the material density ρ and the temperature 
dependent specific heat cp (λ(T) = α(T).ρ (T).cp(T)). 

Carbon based materials show a rather strong decrease 
in thermal conductivity even after relatively low neutron 
fluences [21, 22]. The ITER candidate CFC armour 
material NB31 for example exhibits excellent thermal 
conductivities before neutron irradiation. Fig. 11 shows 
laser flash data measured in the high thermal conductivity 
direction (i.e. parallel to the pitch fibre reinforcement) with 
RT values exceeding 300 Wm-1K-1. Even low neutron 
fluences have a strong effect on the thermal conductivity 
with values below 50 Wm-1K-1 at room temperature. n-
irradiation to 1.0 dpa finally results in a reduction of λ by 
one order of magnitude. Due to annealing effects the 
thermal conductivity reduction diminishes at elevated 
temperatures. 
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Fig. 11 Thermal conductivity of NB31 before and after 
neutron irradiation (0.2 and 1.0 dpa, Tirr = 200°C, pitch 

fibre orientation) [8] 
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Fig. 12 Thermal conductivity of W before and after 
neutron irradiation (0.1 and 0.6 dpa, Tirr = 200°C) [8] 
 
The room temperature thermal conductivity of sintered 

tungsten is significantly smaller compared to NB31 (cf. Fig. 
12); however, there is only a marginal reduction at elevated 
temperatures. For irradiated tungsten the neutron induced 
degradation of the thermal conductivity λ is also less 
pronounced; in a temperature range T ≤ 1400°C and up to 
the ITER specific fluence of approx. 0.6 dpa λ remains well 
above 100  Wm-1K-1. For T ≥ 1000°C the difference 
between irradiated and un-irradiated material is negligible. 

 

 
Fig. 13 Surface temperature of flat-tile divertor 

components with CFC armour as a function of the applied 
thermal load (unirradiated and neutron irradiated at 200°C, 

0.2 and 1.0 dpa) [8]. 
 
Actively cooled divertor components with CFC and 

tungsten armour (flat tile and monoblock design) have been 
exposed to similar neutron doses in the HFR reactor. The 
thermal fatigue behaviour of all mock-ups has been 
evaluated without and after neutron irradiation. Typical 
results for CFC flat tile components at different neutron 
fluences of 0.2 and 1.0 dpa @ 200°C are plotted in Fig. 13. 
To avoid excessive carbon vaporization these experiments 

were limited to surface temperatures of above 2000°C. In 
compliance with these restrictions the un-irradiated 
components have been exposed to heat loads of more than 
25 MWm-2 (screening tests); after neutron irradiation these 
limits were achieved already below 20  MWm-2. For 
temperatures below approx. 1000°C the slope of the plotted 
curves in Fig. 13 shows the neutron irradiation induced 
changes in the heat removal efficiency. For higher thermal 
loads, i.e. when the surface temperature exceeded values of 
approx. 1000°C, part of the neutron induced defects 
recover. 

Beside screening tests with small cycle numbers, 
thermal fatigue experiments have been performed with 
n = 1000 cycles [8] in agreement with the experiments on 
un-irradiated components in chapter 4. The results which 
have been obtained so far can be summarized as follows 
[21, 23]: 
• CFC flat tiles have been exposed to cyclic thermal loads 

up to 15 MWm-2 (at 0.2 dpa and 1.0 dpa) and for 1000 
thermal cycles without any failure, 

• CFC monoblocks have been tested up to 12 MWm-2 for 
1000 cycles; screening tests performed at 14 MWm-2 
have been terminated caused by vaporization losses due 
to high surface temperatures, 

• tungsten monoblock modules did not show any failure 
up to 18 Wm-2 (0.1 and 0.6 dpa). 

• tungsten flat tiles (macrobrush) withstood 1000 cycles 
at 10MWm-2 (0.1 and 0.6 dpa); the fatigue tests were 
characterized by a non-negligible increase of the surface 
temperature. 
Neutron irradiation experiments with beryllium 

armoured primary first wall mock-ups (low temperature 
irradiation at 0.6 dpa) are in preparation. 

 
VII.  SUMMARY 

 
The design activities for the divertor and the primary 

first wall modules follow roughly the same general pattern 
which is shown schematically in Fig. 14. The major steps of 
the R&D activities include the design selection, the 
qualification of the materials for the plasma facing armour 
and for the heat sink, the development and improvement of 
reliable joining techniques. Step-by-step iterations resulted 
in the production of numerous small scale mock-ups which 
were subjected to non-destructive qualification tests and to 
extensive high heat flux testing, preferably in electron beam 
test devices. In a further step, selected material samples and 
small-scale modules were irradiated in material test reactors 
to ITER specific fluences. Finally, medium and full-scale 
components have been manufactured mainly by industry, 
but also by research laboratories. These prototype 
components have been exposed to cyclic thermal loads 
(divertor) or are now ready for fatigue performance testing 
(blanket modules). 
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Fig. 14 Schematic presentation of the step-by-step development of first wall and divertor targets [8] 
 
 
During the past few years the present design of the 

ITER divertor has received a well-engineered, technically 
mature status; this has largely been achieved by an intense 
collaboration within the European associations, with other 
international partners and with industry. In the frame of this 
study the relevant armour and heat sink materials have been 
qualified; the development and qualification of two 
different design options, the monoblock and the flat tile 
geometry have been pursued in parallel approaches. In 
addition, a wide spectrum of different joining methods such 
as e-beam welding, high temperature brazing or hot 
isostatic pressing (HIP) have been applied to the most 
promising material candidates. The quality of the bond has 
been benchmarked by non-destructive analyses or extensive 
high heat flux experiments (thermal fatigue testing and 
simulation of transient events). Finally medium and full 
scale components with tungsten and CFC armour have been 
evaluated successfully under ITER specific thermal loads. 
Today, fatigue resistant high heat flux components for 
thermal loads up to 20 MWm-2 are technical feasible. A 
similar approach has been applied to develop thermal 
fatigue and radiation resistant first wall components. Here 
the low-Z material beryllium is the first choice for ITER; 
other existing or next step fusion devices also utilize or 
suggest carbon based materials (isotropic fine-grain 
graphites) and/or plasma sprayed boron carbide or tungsten 
coatings. Qualified heat sink materials are precipitation 

hardened or dispersion strengthened copper alloys; stainless 
steel, in particular low activation grades, may also play an 
important role in the longer run. 

Finally, neutron irradiation experiments have been 
performed in material test reactors to characterise the 
materials degradation. Here mainly thermal and mechanical 
properties have been investigated under ITER specific 
conditions, i.e. for neutron wall loads up to 1 dpa. Under 
these conditions rather serious degradation effects has been 
identified for carbon based materials; here the thermal 
conductivity shows a significant decrease up to one order of 
magnitude, even for neutron doses as low as 0.2 dpa. A 
number of qualification tests have been done to evaluate the 
HHF performance of actively cooled high heat flux 
components, mainly with carbon and tungsten armour. The 
results of these tests clearly indicate that technically mature 
solutions for high heat flux components in next step 
thermonuclear fusion devices are feasible. 
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a b s t r a c t

The JET ITER-Like Wall experiment (JET-ILW) provides an ideal test bed to investigate plasma-surface inter-
action (PSI) and plasma operation with the ITER plasma-facing material selection employing beryllium in
the main chamber and tungsten in the divertor. The main PSI processes: material erosion and migration,
(b) fuel recycling and retention, (c) impurity concentration and radiation have be1en studied and compared
between JET-C and JET-ILW. The current physics understanding of these key processes in the JET-ILW
revealed that both interpretation of previously obtained carbon results (JET-C) and predictions to ITER need
to be revisited. The impact of the first-wall material on the plasma was underestimated.

Main observations are: (a) low primary erosion source in H-mode plasmas and reduction of the material
migration from the main chamber to the divertor (factor 7) as well as within the divertor from plasma-
facing to remote areas (factor 30� 50). The energetic threshold for beryllium sputtering minimises the pri-
mary erosion source and inhibits multi-step re-erosion in the divertor. The physical sputtering yield of
tungsten is low as 10�5 and determined by beryllium ions. (b) Reduction of the long-term fuel retention
(factor 10� 20) in JET-ILW with respect to JET-C. The remaining retention is caused by implantation and
co-deposition with beryllium and residual impurities. Outgassing has gained importance and impacts on
the recycling properties of beryllium and tungsten. (c) The low effective plasma charge (Zeff ¼ 1:2) and
low radiation capability of beryllium reveal the bare deuterium plasma physics. Moderate nitrogen seeding,
reaching Zeff ¼ 1:6, restores in particular the confinement and the L-H threshold behaviour. ITER-
compatible divertor conditions with stable semi-detachment were obtained owing to a higher density limit
with ILW. Overall JET demonstrated successful plasma operation in the Be/W material combination and
confirms its advantageous PSI behaviour and gives strong support to the ITER material selection.

� 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).

1. Introduction

A coherent approach of good plasma performance with full first-
wall compatibility is required to ensure safe and reliable plasma
performance in future fusion devices such as ITER [1]. The use of
Plasma-Facing Components (PFCs) made of carbon-based materials
with their good power-handling capabilities decoupled to a certain
extent the plasma-scenario development – with good confinement
and intrinsic carbon radiation in the divertor [2] – from critical
Plasma-Surface Interaction (PSI) processes related to lifetime and
safety aspects. But unacceptable high steady-state first-wall erosion

[3] and unfavourable co-deposition of fuel [4] – causing high tritium
retention and a non-sustainable tritium cycle in ITER and beyond –
revealed the limitations in the usage of carbon-based PFCs and the
need to operate with the only currently available alternative –
metallic PFCs. Metallic PFCs were already in use prior to the carbon
era, but suffered in tokamaks with limiter configuration and high
oxygen content in the plasma from strong high-Z sources, poor
screening, and accumulation [5]. The introduction of the divertor
in combination with the development of wall-conditioning tech-
niques lead to a renaissance of metallic PFCs. Experience has been
gained in CMOD, equipped with molybednum PFCs [6], and ASDEX
Upgrade, equipped with a full tungsten first wall [7]. TEXTOR with
tungsten limiter PFCs [8] contributed with dedicated experiments
to pursue and explore plasma operation at and above the opera-
tional limitations. Up to the start of the JET ITER-Like Wall experi-
ment (JET-ILW), no tokamak experience existed in the wall
combination proposed for ITER.
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ITER employs a full metallic wall consisting of beryllium in the
main chamber and, as recently decided, full tungsten divertor from
the first day of operation [9]. On the one hand beryllium is selected
as low Z-material, tolerable from the point of view of impurity con-
centration, with excellent potential to getter oxygen in the absence
of chemical reactivity with hydrogen. Though beryllium forms lay-
ers which are capable to co-deposit fuel, PISCES-B experiments
demonstrated lower fuel content in these layers [10] in comparison
to carbon. This lower long-term fuel retention in beryllium leads
ultimately to the ITER predictions [4], forecasting a significant
increase of plasma-operation time without active fuel-removal
requirement before the fuel-inventory limit is reached. On the other
hand tungsten has been selected owing to the good power-handling
capabilities with an extreme high melting point, the low physical
sputtering yield, and the low fuel retention. However, in ITER and
a reactor, low tungsten concentrations in the order of 10�5 are
required [11] to avoid excessive core radiation which relies on high
tungsten divertor retention and high-density divertor operation.
The material choice represents the best currently available compro-
mise to demonstrate fusion power with metallic walls.

The JET tokamak has been transformed from an all-carbon
device to a metallic device with the described ITER-like wall com-
bination [12,22]. The JET-ILW provides a unique opportunity to
document both the changes from an all-carbon to a Be/W device
after PFC replacement and to characterise plasma operation,
plasma-edge physics and plasma-wall interaction in the ITER-
relevant material mix [13,14]. The JET-ILW is with this respect a
test-bed and demonstrated low long-term fuel retention [15] and
fully plasma-facing material compatible plasma scenarios [16] in
the absence of carbon as intrinsic radiator [17]. A vessel interven-
tion concluded the first year of operation in order to retrieve a
selection of PFCs for post-mortem analysis [18]. Plasma operation
resumed with emphasis on dedicated tungsten melting studies to
give timely input to the first divertor decision in ITER [19], and
on confinement studies with the aim to recover the loss in plasma
performance [20] in particular with nitrogen seeding [21].

Here, the different experimental findings made with JET-ILW are
reviewed and connected to the main PSI processes in the tokamak
environment: (a) material erosion and migration, (b) fuel recycling
and retention, (c) impurity concentration and radiation. The current
physics understanding of these key processes in the JET-ILW
revealed that both interpretation of previously obtained JET-C
results and predictions to ITER need to be revisited. The impact of
first wall materials on the plasma performance was underesti-
mated. This review is structured as follows: Section 2 describes
briefly the PFC installation, power-handling qualification, and deals
with the residual carbon and oxygen content in the plasma after
start of operation. Section 3 is addressing the sputtering processes
of beryllium in the main chamber and tungsten in the divertor as
well as the associated material migration. The impact of the metal-
lic wall on the global long-term fuel retention, recycling, and out-
gassing is presented in Section 4. Section 5 reveals the differences
in the radiation pattern and plasma purity between JET-ILW and
JET-C as well as introduces the beneficial impact of impurity seed-
ing with nitrogen on the confinement. A summary of the physics
processes driving the plasma-surface interaction in the Be/W mix
and their impact on ITER is given in Section 6.

2. JET-ILW installation, conditioning and first plasma

In JET all PFCs made of carbon-fibre composites (CFC) had been
replaced by metallic components in a single shutdown of
18 months duration by the remote-handling system [22]. 15,828
PFCs made of beryllium for the first-wall cladding and limiter as
well as tungsten for the divertor and protection tiles in the main
chamber were installed, resulting in sum to 2 tons of beryllium

in form of bulk Be or Be-coated inconel tiles and 2 tons of tungsten
as bulk W or W-coated CFC tiles. The choice between bulk material
or coating depends on the requirements concerning erosion/life-
time and power loads. The total amount of installed PFCs and the
required installation sequencing underlines the logistic challenge
of the project and serves as example for ITER. Fig. 1 shows a com-
parison of JET-C with JET-ILW: on the left-hand side the previously
installed all-carbon wall before extraction of PFCs and on the right-
hand side the ILW after the first year of operation. The absence of a
distinctive deposition pattern with ILW is striking and indicates
drastic changes in material migration.

Despite the same choice of materials, the absence of active cool-
ing forces limitations on the power handling and a much more cau-
tious operation in JET in comparison with ITER equipped with
actively cooled PFCs. JET relies purely on inertial cooling, this
requires on the one hand maximisation of the power-handling
capabilities of the components by design optimisation [23] and
on the other hand strict limits on power loads to avoid melting
[24]. Dedicated experiments were performed to verify the design
of both main PFCs, bulk Be limiters and bulk W divertor, as well
as – in view of similar ITER applications – to verify the tools and
procedures themselves [25]. The operation in ohmic inner-wall
limited discharges and a nominal power load of Pin ¼ 1 MW m�2

at the contact point revealed two power-decay lengths on the lim-
iter surface with an unexpected narrow feature at the apex. This
experimental finding has been included in a cross-machine com-
parison of power-decay lengths, resulting in a scaling law used to
predict the power-decay length in ITER [26] and to verify the ITER
main chamber PFC design. The narrow power-decay length in con-
nection with a minor toroidal misalignment (’ 1 mm) of half of the
ten protruding inner wall limiters led in auxiliary heated limiter
discharges (JPN83620; IP ¼ 1:7 MA;Bt ¼ 2:3 T;PNBI ¼ 5 MW for 8 s)
to peak power loads of Pin ¼ 6 MW m�2 and beryllium melting.
However, this slight damage did not prevail further operation in
limiter configuration, but demonstrated that the assumption of
symmetric toroidal power distribution is critical [25].

Though the PFC exchange was carried out in one shutdown – in
contrast to ASDEX-Upgrade with the sequential PFC replacement
over several years [7] – both experiments share common, crucial
questions with respect to the residual carbon content: by how much
is the carbon content in the plasma reduced and how much effects
the residual carbon the plasma operation and impacts on PSI pro-
cesses? In JET, no active cleaning of the inconel vessel took place,
thus a natural reservoir of carbon was present after pump down
and the initial conditioning. The conditioning cycle itself consisted
of pumping at a vessel temperature of 473 K, baking at 593 K, and
a series of glow discharges in deuterium accumulating 200 h of

Fig. 1. Transformation of JET: From an all-carbon (JET-C) to an ITER-like device (JET-
ILW) with Be main chamber and W divertor.
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low temperature plasma and ion bombardment of the freshly
installed components [27]. Be-head evaporations were not required
in contrast to a conditioning cycle in JET-C. After a major shutdown
in JET-C, the first plasmas lasted typically a few hundreds of
miliseconds and conditioning by repetitive plasma operation was
required to prolong the plasma duration. The behaviour with
JET-ILW is with this respect different and allowed an easier plasma
access with sustainable breakdown and long lasting plasma in the
first attempt which can be attributed to the good oxygen gettering
properties of beryllium [13]. All subsequent plasma breakdowns
have been, apart from technical set-up failures, successful and no
further plasma conditioning was required over the whole initial
campaign. This is in strong contrast to JET-C operation where hydro-
gen-rich carbon co-deposits impacted the plasma breakdown by
outgassing [28]; the controlled breakdown with the JET-ILW is
in-line with the reduction of radiation by impurities and fuel. In an
analogue manner, the averaged carbon and oxygen impurity levels
in the plasma-edge layer during the plasma current flat-top phase
dropped strongly with ILW in comparison with JET-C. Fig. 2a shows
the reduction by more than one order of magnitude of the carbon
edge content visualised by CIII emission normalised to the edge den-
sity. In the initial phase of plasma operation, a short clean-up period
in carbon can be identified before almost steady-state conditions set
in [17] with a slight increase in the period of high auxiliary power
operation at the end of the first year. The carbon content remained
low and almost constant in the second campaign executed after
the tile intervention confirming an intact metallic first wall. The
visual inspection during the intervention corroborated the spectro-
scopic observations – no significant damage of W-coated PFCs. The
JET-ILW represents for the whole collection of studies presented
here a valid test bed for a tokamak with beryllium first wall and
tungsten divertor as envisaged in ITER.

The initial phase of plasma operation was affected by an air leak
(leak rate: 1� 10�3 mbarls�1), nevertheless, the oxygen edge
concentration in JET-ILW plasmas (Fig. 2b) was about one order
of magnitude below a typical concentration in JET-C plasmas after
vessel opening and substantial exchange of PFCs [27]. Beryllium
PFCs in the main chamber which are not directly exposed during
the limiter start-up phase to deuterium or beryllium ions are likely
oxidised forming thin BeO-layer. The oxygen gettering capability of
beryllium saturates in time which might explain that during nor-
mal plasma operation, oxygen levels are less pronounced sup-
pressed than carbon levels.

3. Material erosion, transport and deposition

As demonstrated in the previous section, the PFC exchange led
to a suppression of residual oxygen and carbon in the plasma

leaving beryllium to be the main intrinsic impurity. A key issue
is the source strength determination of beryllium in the JET-ILW
and the comparison with carbon in JET-C in the absence of chem-
ical erosion of beryllium at low impact energies as predicted by lit-
erature. Calculations by TRIM [29] in the binary-collision
approximation predict slightly higher physical sputtering yields
for beryllium (Fig. 3) at impact energies above the energy thresh-
old which are usually present in limiter conditions for deuterons
and charge-exchange neutrals in diverted plasmas. Previous ITER
predictions assumed a comparable primary impurity source in an
all-C and a Be/W device [4] that had fundamental consequences
on material transport, deposition and fuel retention. The determi-
nation of the impurity composition is also essential to describe the
tungsten source strength in the divertor where physical sputtering
of tungsten will not be determined by fuel ions owing to their low
mass, but due to plasma impurities. Fig. 3 shows the corresponding
predicted physical sputtering yields and impact energy thresholds
for tungsten sputtering by C, N, Be which needs to be compared
with actual measurements.

In order to interpret the campaign-integrated footprint of ero-
sion and deposition in the JET vessel, it is useful to distinguish
between the operational time in limiter configuration with pure
Be interaction and divertor configuration with Be/W interaction.
The total operational time in the first year of JET-ILW operation
(2011–2012) amounts 19 h of which 12 h were executed in diver-
tor configuration. This needs to be compared with the last JET-C
campaign (2008–2009) and 33 h total operational time of which
12 h were in limiter configuration. The separation allows to distin-
guish between material migration paths in these two configura-

Fig. 2. From JET-C to JET ILW: C (CIII=ne) and O edge plasma content (OVI=ne) during the divertor phase as function of discharge number.

Fig. 3. Predicted physical sputtering yield of Be;C;W by D, and W by Be;C;N in
binary-collision approximation. The sputtering yield for chemical erosion of carbon
by deuterium at lowest impact energies is supplementary added.
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tions. Note that in contrast to ITER, where long-pulse operation
under steady-state conditions for several hundred seconds is fore-
seen, the plasma duration in JET-ILW is limited to tens of seconds
with a factor 5 larger ratio of limiter-to-divertor time.

3.1. Beryllium erosion and migration in limiter plasmas

Dedicated discharges in limiter configuration were performed
to assess the erosion of the beryllium first wall. The local plasma
conditions at the inboard limiters and within the deuteron impact
energies varied in the range of Ein = 35–200 eV under an impact
angle of about 60�. The effective Be sputtering yield Ytot

Be ¼
CBe
CD

at
the limiter contact point was in-situ determined by optical emis-
sion spectroscopy observing BeII (527 nm), representative for Beþ

resulting from beryllium erosion, and Db, representative for the
recycling flux or impinging deuteron flux under ionising condi-
tions. In Fig. 4a is this gross erosion yield depicted as function of
the local electron temperature (Te) averaged over the observation
spot. Ytot

Be increases with Te from 4% to more than 100% due to
beryllium self-sputtering at the highest Te or impact energies Ein

[30]. The beryllium sputtering measurements in JET are currently
applied to benchmark the Monte-Carlo code ERO taking into
account the local geometry, the impact angles, impact energies
and two sets of Be sputtering yields obtained from MD calcula-
tions, TRIM calculations and laboratory experiments [31]. Current
modelling results (Fig. 4a) show an overestimation of the effective
sputtering yield by a factor two for the best match between exper-
iment and modelling. ERO has been previously applied to predict
the lifetime of ITER first wall modules [32] which would be pro-
longed by the same factor two assuming the beryllium sputtering
data applied in ERO is responsible for the discrepancy.

The measured Ytot
Be is at high impact energies about a factor two

larger than the corresponding Ytot
C in JET-C; the impact of self-

sputtering at these energies is still minor with carbon. In contrast,
at the accessible lowest impact energies in limiter discharges Ytot

Be is
lower than the corresponding Ytot

C in JET-C. However, though no
temperature assisted chemical erosion exists with beryllium,
chemical assisted physical sputtering (CAPS) of Be via BeD has
been identified by optical spectroscopy and contributes addition-
ally to Ytot

Be . At an impact energy of e.g. Ein ¼ 75 eV CAPS contributes
to about 1=3 of the effective beryllium sputtering yield which
needs therefore be written as Ytot

Be ¼ Yphys
Be þ Ychem

Be [30]. The appear-
ance of Ychem

Be is likely caused by the supersaturation of the beryl-
lium surface by the impinging deuteron flux density, which

induces a transient deuterium surface coverage of more than
50%, leading to both (a) the appearance of CAPS as additional chan-
nel with the release of BeDx with x ¼ 1 . . . 3 and (b) at higher con-
centrations potentially to dilution of beryllium at the surface and
reduction of Ytot

Be . Indeed Fig. 4b reveals the dependence of Ytot
Be on

the surface temperature in a series of identical limiter discharges
with gradual increase of the tile temperature until equilibrium
between heat-up during plasma exposure and cool-down between
discharges occurred. The value at highest surface temperatures
represents the surface-temperature independent bare Yphys

Be with-
out any measured CAPS as well as low deuterium content in the
interaction layer due to outgassing. Further details about CAPS in
the JET-ILW, MD modelling, and PISCES-B are described in
[30,33,34]. However, it needs to be stressed that both, physical
and chemical assisted physical sputtering, have an energetic
threshold that inhibits erosion at lowest impact energies. This is
in contrast to chemical erosion of carbon and carbon layers which
can also be eroded by low energetic neutrals at room temperature.

A gross erosion yield of 10% is representative for the campaign-
averaged beryllium erosion in limiter configuration in the first JET-
ILW campaign. This translates to a gross erosion rate of
4:1� 1018 Be/s or an integral of 1.5 g Be sputtered from one centred
inner-limiter tile (Atile ¼ 0:025m2) in the view of the spectroscopic
system (Aspot ¼ 0:011 m2). This can be compared with a net erosion
of 0.8 g Be deduced from post-mortem tile profiling for a comparable
beryllium tile or a net erosion rate of 2:3� 1018 Be/s considering the
total exposure time in limiter configuration during the campaign
[18]. The comparison of spectroscopy and post-mortem analysis
reveals a factor two between gross and net beryllium erosion with
JET-ILW. The net carbon erosion rate of a corresponding tile in JET-
C is twice as high as the net beryllium erosion rate in JET-ILW, how-
ever, taking into consideration the different number of interacting
limiters in JET-C (#16) and JET-ILW (#10), the discrepancy of the
primary impurity source in limiter configuration reduces to 25%.
For the complete beryllium source estimation both, spectroscopy
and post-mortem analysis, must extrapolate the local information
to the total limiter-interaction area which represents a fraction of
the total inner wall protruding limiters (Alim ¼ 4:5 m2), but have less
interaction area due to shadowing effects [35]. The main fraction of
beryllium eroded at the limiters stays within the main chamber,
deposited in recessed areas like the limiter wings, and only a small
fraction of eroded beryllium neutrals escapes geometrically from
the main chamber into the divertor. Indeed the initial experiment
in diverted configuration identified only moderate tungsten surface

n =6x10 m , T =15eVee
18 -3
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Fig. 4. (a) The effective Be sputtering yield as function of Te measured in JET-ILW and associated ERO modelling. (b) Composition of the effective Be sputtering yield at
Ein ¼ 75 eV as function of the Be tile temperature [30].
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coverage by beryllium after about 625 s in limiter configuration
with dominant beryllium self-sputtering [36]. However, the amount
of beryllium entering the divertor in limiter configuration is insignif-
icant in comparison with the amount in divertor configuration.

3.2. Beryllium erosion and migration in diverted plasmas

The present understanding on material migration is predomi-
nantly based on tokamaks with carbon-based PFCs and information
obtained from optical spectroscopy during plasmas and post-
mortem analysis after PFC extraction. The main chamber is identified
as primary erosion source and material is transported via scrape-off
layer (SOL) flows in normal magnetic field configuration mainly
towards the inner divertor where finite deposition occurs [37]. In a
subsequent multi-step process, material transport to remote and
inaccessible areas takes place, leading to co-deposition and high fuel
retention. The later ultimately led to the abandoning of carbon PFCs
in ITER due to safety aspects [4]. Despite being a net source, the outer
divertor plays only a minor role in the overall migration.

In the JET-ILW, no main chamber plasma-facing material (beryl-
lium) is installed in the divertor, thus, all Be ions flowing into the
tungsten divertor are originated from the main chamber during
diverted plasma operation. Homogenous Be and BeD light emission
in toroidal and poloidal direction at the inner wall can be measured
by spectroscopy in divertor configuration resulting from erosion
processes in these recessed areas in the SOL. The origin of these pro-
cesses is twofold: (i) energetic charge exchange neutrals (CXN) are
impinging the recessed inner-wall area (Awall ¼ 18:5 m2) equipped
primarily with cladding tiles (Aclad ¼ 11:2 m2) of which 2/3 are
made of Be-coated inconel and 1/3 of tungsten tiles located
between adjacent poloidal limiters and positioned typically 6–
10 cm behind the separatrix. (ii) Residual plasma flux is reaching
the recessed wall and limiters. The variation of the distance
between separatrix and beryllium surface, is causing changes in
the Be and BeD particle flux indicating that the residual deuterium
ion flux contributes to the beryllium erosion. Though no Be-
cladding exists at the outer wall, CXN and residual plasma flux
interact with the outer-poloidal limiters and contribute to the Be
main chamber source; the degree depends on plasma conditions
and distance of the separatrix to these PFCs.

Beryllium material probes installed between cladding tiles
show at different locations measurable erosion after the initial
JET-ILW campaign [38] confirming that this area is a zone of net
erosion. The beryllium source from the inner wall was quantified
ex-situ by RBS to 12.2 g in the integrated divertor time. The corre-
sponding erosion rate during divertor operation amounts to
0:78� 1018 Be m�2 s�1. The rate can be compared with the erosion

rate of 3:14� 1019 C m�2 s�1 in JET-C (2005–2009) where similar
long-term carbon samples were installed and analysed [39]. The
erosion rates differ by a factor of 4.0 which reflects essentially
the strong reduction of the primary erosion source with the JET-
ILW. The global source is even stronger reduced by a factor 5.3
when the different total area of CFC cladding in JET-C to Be clad-
ding in JET-ILW is considered. A difference in the erosion processes
is required to explain the discrepancy in the primary source as (a)
the CXN flux and the residual plasma flux impinging on the first
wall are similar in both wall configurations and (b) the bare phys-
ical sputtering of beryllium is larger than carbon (Fig. 3). Indeed
this discrepancy can only be explained by chemical erosion of car-
bon at the lowest, even thermal energies of impinging deuterium
ions and atoms solely present in JET-C.

The beryllium migration path in the JET-ILW can be described
as follows: (i) neutral Be and BeD from physical sputtering and
chemical assisted physical sputtering at the recessed wall enter
the plasma, (ii) BeD dissociates and neutral Be is ionised and trans-
ported by SOL-flows towards the inner divertor (Fig. 5a) where (iii)
significant deposition takes place on top of the inner vertical-target
plate (Fig. 5b). Post-mortem analysis confirms almost pure, hydro-
gen-poor beryllium layers with minor oxygen content at this loca-
tion as shown in Fig. 5c. The integral beryllium source in the main
chamber during divertor operation and the amount of beryllium
deposited in the inner divertor is comparable according to initial
global balance studies [35]. The comparison with corresponding
carbon deposition in the JET-C divertor reveals a factor seven
reduction in beryllium divertor deposition with JET-ILW induced
by the lower main chamber source.

Within the divertor (Fig. 5b), beryllium performs much less
re-erosion/deposition cycles than carbon due to the energetic
threshold for physical sputtering of beryllium which inhibits the
multi-step transport to the divertor floor, and even further, to
the remote areas at the pump-duct entrance. Post-mortem analysis
[18] demonstrated that the inner vertical target is only partially
covered by beryllium and indeed intact bare tungsten surfaces
can be detected. This is confirmed by optical spectroscopy and
WI emission in the plasma throughout the campaign. The mea-
sured effective deposition thickness is in the order of 1/5 of the
surface roughness of the W-coatings which makes the analysis
challenging. In contrast, the balance between erosion and deposi-
tion at the inner-target plate of JET-C was moved strongly towards
deposition leading up to thick carbon co-deposits with more than a
factor 50 times thicker deposition.

Detailed ERO modelling was applied to compare the transport
of beryllium in the JET-ILW once entering the inner divertor leg
with the transport of carbon in JET-C [40]. Indeed it is only possible

(a) (b) (c)

Fig. 5. Global (a) and inner divertor (b) material (beryllium) migration paths with the JET-ILW. (c) Deposition of Be, C, O and D along the inner divertor target plates deduced
from post-mortem analysis [42].
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to describe the measured beryllium deposition pattern in the inner
divertor of the JET-ILW if a factor 5–10 lower initial impurity ion
flux (Be2þ) in comparison with the carbon flux (C4þ) in JET-C is con-
sidered which is consistent with spectroscopic observations and
the fact that the tungsten divertor plate is not buried by beryllium.
This impinging Be ion flux is neutralised at the target, reflected and
transported line-of-sight towards the side protection of tile 5. Dif-
ferent deposition monitors [cf. [40] and references within] showed
low net deposition with a reduction of about a factor 15 in compar-
ison with JET-C references. The reduction in the material transport
towards the inner pump-duct entrance is even more pronounced; a
factor 30–50 reduction in deposited material [41] was found.
Indeed the thin deposits (’ 1 lm) on the sloping part of the hori-
zontal-target plate (Fig. 5c) are rich with impurities such as oxygen
(from air leaks) and carbon (residual content) [43,44] which
reduces effectively the net transport of beryllium by another factor
two. This leads to the conclusion that beryllium is only performing
line-of-sight transport after physical sputtering processes (about 2
steps) whereas the residual carbon still performs the multi-step
transport (about 10 steps) caused mainly by chemical erosion lead-
ing to enrichment of carbon in the remote and inaccessible divertor
areas. It should be stressed that the overall integral deposition in
these remote areas is about two orders of magnitude lower with
the JET-ILW than with JET-C. The majority of deposited Be in the
divertor remains on top of tile 1 and only a minor fraction is par-
ticipating in further transport within the divertor.

3.3. Tungsten sputtering and transport in diverted configuration

The tungsten sputtering yield was quantified in-situ by optical
emission spectroscopy [45] in L-mode discharges with density
ramps reaching partially divertor detachment and impact energies
of ions and deuterons around the energetic sputter threshold. Opti-
mised diagnostic access for W spectroscopy is only available at the
bulk-tungsten target plate which represents an almost pristine
tungsten surface as situated in a net-erosion zone throughout the
campaign. It should be noted that this also true for the lower ver-
tical-target plates as post-mortem analysis confirmed, but the
spectroscopic view is vignetted and observation of neutral tung-
sten with penetration depths of a few mm is challenging. The phys-
ical sputtering of tungsten is in general determined by impurities
and their composition, energy, and flux assuming that the energy
overcomes the threshold. Deuterons play only a role at impact
energies above ’ 250 eV due to their low mass (Fig. 3).

In JET, the physical sputtering of tungsten can for a wide range of
plasma conditions be described by beryllium ion Be2þ

bombardment with a concentration of about 0:5% with respect to
the impinging deuteron flux. Though the fraction of beryllium in
the impinging ion flux varies with plasma conditions, the concen-
tration of 0:5% is in very good agreement with the described low
primary beryllium source and the beryllium transport into the
divertor. Fig. 6a shows the effective sputtering yield as function of
Te at the target plate for comparable experiments in JET-ILW,
ASDEX Upgrade and TEXTOR; Te acts here as proxy for
Ein ¼ 3� kBZxTe þ 2� kBTi ’ 5� kBTe assuming locally Te ’ Ti. The
lines represent TRIM calculations for different impinging species
and concentrations as described in Fig. 3. The JET-ILW confirms
the expected threshold behaviour for Be2þ at low Te achieved by
plasma cooling by deuterium fuelling or impurity seeding. The
effective tungsten sputtering yield is above 6� 10�5 for
Te > 20 eV, reflecting fully attached divertor conditions, and more
than one order of magnitude below yields determined in ASDEX
Upgrade [11] and TEXTOR [46]. In ASDEX Upgrade and TEXTOR,
the dominant impurity species is C which has a higher mass and
higher charge state than Be and is therefore more effective to sput-
ter W. In ASDEX Upgrade the best fit is achieved assuming an effec-
tive impinging impurity species C4þ of 1% to 2%; C4þ includes
effectively N, O, and F ions which are present in discharges without
boronisation. The lower effective W sputtering yield in JET is a con-
sequence of the low concentration of plasma impurities or, in other
words, the high plasma purity owing to the use of Be PFCs as
explained in Section 2. The prompt re-deposition of tungsten has
been estimated to ’ 50% at a magnetic field of 2.5 T by comparing
WI and WII-lines resulting in the deposition of eroded tungsten
within one Larmour radius [45] which is in agreement with ASDEX
Upgrade [11] and TEXTOR [46]. The divertor retention of tungsten
was determined by the comparison of the W concentration in the
plasma core and the W source in the divertor and estimated to be
about 100 for the open divertor geometry in JET [47].

The operation with inertially cooled PFCs requires mitigation of
steady-state power loads to the divertor-target plates in H-mode
plasmas with high auxiliary power and energy content. This can
be achieved by impurity seeding (N2) which induces (semi-) detach-
ment at the target plates and mitigates the W sputtering simulta-
neously as the impact energy of deuterons and impurity ions fall
below the physical sputtering threshold as depicted in Fig. 6b. How-
ever, Edge Localised Modes (ELMs), filaments which carry energetic
deuterons and impurity ions from the hot pedestal region down to
target plate, interrupt regularly the quiet (inter-ELM) phase. These
particles with energies above the physical sputtering threshold
induce tungsten sputtering and can even represent the sole tung-
sten source as it is shown in Fig. 6b where tungsten sputtering is

(a) (b)

Fig. 6. (a) Physical sputtering yield of W in JET, TEXTOR and ASDEX Upgrade. (b) Top: W sputtering during ELM excursions and detached divertor conditions between ELMs in
nitrogen seeded JET-ILW discharges. Bottom: Emission spectrum in the outer divertor covering WI at 400.9 nm recorded in the intra and inter-ELM phase.
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fully mitigated in the detached inter-ELM phase. The tungsten
source can be distributed in different portions between ELM and
inter-ELM phase depending on the electron temperature between
ELMs and the ELM frequency. These observations are in agreement
with observations made in ASDEX Upgrade [11].

Though ELMs are responsible for at least a fraction of the W pro-
duction in H-mode plasmas, ELMs are also required to remove W
from the confined region by flushing as otherwise W accumulation
can occur. A set of W control tools have been developed in JET in
order to ensure plasma operation without W accumulation, thus,
steadiness over the achievable flat-top phase of more than 10s.
From the point of view of the source and transport, it is mandatory
to keep the inter-ELM source low which requires a minimum deu-
terium injection rate or significant impurity seeding (to overcome
the seeding impurity-induced W sputtering) and sustain a mini-
mum ELM frequency as described in [47]. This restricts the opera-
tional window with W in comparison with C divertor in JET-C
where no limitations with respect to plasma fuelling existed [16].
H-mode plasmas with sole deuterium fuelling from first wall out-
gassing – so-called unfuelled plasmas – are in general not stable
with the JET-ILW. However, ITER will require semi-detached
plasma operation [1] and ELM pacing which will secure both safe
operation with respect to the power loads at the target plates as
well as will provide quasi-intrinsic W control.

4. Fuel recycling, retention and removal

Implantation and co-deposition of fuel are the main mechanisms
for retention in tokamaks. Implantation saturates in principle with
impinging ion flux or fluence and co-deposition can increase linearly
with ion flux and operational time [4], thus, the dominant mecha-
nism for long-term retention remains the co-deposition of fuel with
the main impurity, i.e. Be in JET-ILW as C in JET-C. The change in the
fuel content in co-deposits can be, according to fuel-content scalings
in Be and C co-deposits deduced in PISCES [10], responsible for about
a factor ten of the reduction at the nominal vessel temperature at JET
(473 K) assuming otherwise comparable plasmas, i.e. ion flux and
impurity concentration, and surface conditions. Co-deposition with
tungsten is negligible in comparison with beryllium.

4.1. Long-term retention and fuel removal

Global gas balances, measured as an integral through multiple
discharges [48], have been executed in different plasma conditions
and confinement regimes in JET-ILW and compared with JET-C ref-

erence experiments [49,15]. The long-term retention rate of deute-
rium normalised to the operational time in diverted configuration
phase drops substantially by more than one order of magnitude
with introduction of the JET-ILW in all performed experiments to
values below 1:5� 1020 D s�1 which represents the absolute upper
limit [15]. The drop of a factor 10 to 20, depending in detail on the
plasma regime and to a certain extent on the ion flux to the PFCs, is
shown in Fig. 7a. The retention rate falls below 1:0� 1020 D s�1 in
H-mode plasmas if the 50% longer outgassing period between
discharges in JET-ILW in comparison with JET-C is considered, indi-
cating the prominent role of short-term retention. Though the
short-term retention, potentially by transient supersaturation of
Be and W surfaces, and post-plasma outgassing is in absolute mag-
nitude comparable between JET-ILW and JET-C [50], the relative
importance is increased as the underlying long-term retention is
dramatically reduced. The outgassing behaviour with a power
law of t�0:7 had been already observed in JET with toroidal circum-
ferential beryllium belt limiter [51]. The accessible fuel inventory
with the JET-ILW was determined in isotope exchange experiments
including gas balances with isotope quantification. The exchange
by tokamak discharges revealed an inventory of 3� 1022 D s�1

which is ten times lower than in JET-C [52], but during the
exchange re-capturing of released fuel in co-deposits in the diver-
tor takes place. Fuel exchange by ion-cyclotron wall conditioning
plasmas demonstrated a higher recovery of 5� 1022 D s�1 in
absence of co-deposition in the divertor [53] which offers a better
perspective as tritium removal techniques in ITER in connection
with the accessibility of co-deposits on plasma-facing sides.

The high reproducibility of retention rates deduced in H-mode
plasmas in the middle and the end of first year of ILW operation
[15] underlines that the dominant mechanism for the residual
long-term retention remains unchanged in this period. This points
to co-deposition of fuel with Be as dominant process as implanta-
tion into the bulk material shall be in principle saturated owing to
the large fluence in the main chamber and divertor to the PFCs. But
these plasma-specific gas balances can neither provide detailed
information on the types of co-deposits nor their exact location.
However, supportive spectroscopy suggests that co-deposition by
beryllium occurs mainly in the inner divertor and that the contri-
bution of other impurities in these experiments is low which is
confirmed by residual-gas analysis and gas chromatography [54].
Post-mortem analysis of PFCs provides complementary informa-
tion though campaign integrated over all limited and diverted
plasmas, resulting in a 15 times lower fuel inventory with JET-
ILW in comparison with JET-C [42] and confirming the gas-balance

(a) (b)

Fig. 7. (a) Long-term fuel retention rates in the JET-ILW measured by global gas balances. (b) Long-term retention rate predictions for ITER made by WallDYN [57] and JET-
ILW benchmarks from global gas balances.
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measurements. A difference in absolute retention rates exist as the
long outgassing phase between the last experiment and the actual
tile analysis of about one year impacts strongly on the absolute fuel
content in comparison with gas-balance studies and an outgassing
period of 1.5 h [30]. The distribution of the fuel can under the
assumption of toroidal symmetry be described as follows: one
third of the retained fuel is found in the main chamber PFCs
(5:7� 1022 D on the low-field side, 2:8� 1022 D on the high-field
side, 2:1� 1022 D on the upper wall PFCs) and two third are in
the divertor (2:9� 1023 D in the inner divertor Fig. 5b and
8:6� 1022 D in the outer divertor) - further details are given in
[42]. The retention distribution is largely consistent with the
observed migration pattern of beryllium in limiter (Be migration
within the main chamber) and divertor operation (Be migration
into the divertor) and the corresponding operational time as
described before. The observed retention in the limiter phase is
consistent with gas-balance measurements (Fig. 7a) in ohmic lim-
iter discharges [15]. The normalisation of the retention to the time
in divertor configuration overestimates the retention rate by a
about 15% due to the inclusion of the retention which takes place
in the limiter start-up phase (3 : 1 ratio between divertor and lim-
iter-configuration duration) [15]. In summary the reduction in the
ITER-relevant long-term fuel retention in divertor configuration
can be attributed to following processes: (i) The primary impurity
source in the main chamber during divertor operation, C in JET-C
and Be in JET-ILW, is reduced with JET-ILW leading to less beryl-
lium co-deposition. (ii) Reduced deuterium content in pure beryl-
lium co-deposits in comparison with carbon co-deposits at the
JET wall temperatures. The initial prediction was the absolute
dominance of the second process, but a fraction of co-deposits
are found in divertor areas which have lower surface temperatures
than the nominal vessel temperature, and the difference between
carbon and beryllium co-deposits shrinks at e.g. 473 K to a factor
5 [55]. Moreover, co-deposition of fuel with beryllium and residual
impurities (C,O) occurs in particular on the horizontal-target plates
and the fraction of fuel in this mixed layer is higher than in pure
beryllium co-deposits [42]. Though the fuel fraction in these layers
is high, the overall contribution to the total retention is very low in
comparison with the main, pure beryllium deposition area on top
of tile 1.

An improved way to predict the tritium retention in ITER is the
usage of the WallDYN code [56], verified with JET-ILW gas-balance
experiments and applied to predicted ITER plasma backgrounds,
instead of simplified experimental scalings of wall fluxes from
the same experiments [15]. WallDYN is based on a set of rate equa-
tions for a number of pre-defined plasma-surface interaction pro-
cesses and calculates the global erosion and deposition pattern
with the help of a set of discrete interaction points in the poloidal
circumference and a redistribution matrix for a given static plasma
background. The code provides therefore not only the integral fuel
retention, but also the primary impurity sources, the migration
path and the final co-deposition areas where the scaling laws for
the fuel content are applied [10]. WallDYN has been benchmarked
against a set of JET-ILW and JET-C gas balance experiments in
ohmic and H-mode conditions [57,15] but adapted to the total out-
gassing from PFCs according to [50] in order to predict the long-
term retention comparable to post-mortem analysis data. WallDYN
can reproduce for limiter and divertor plasma conditions qualita-
tively the observed beryllium migration pattern including the pri-
mary erosion sources at the first wall and the deposition of
beryllium on top of the upper vertical target in the JET-ILW. In con-
trast, the co-deposition in the whole carbon divertor, as observed
in the JET-C experiments, can be reproduced which essentially con-
firms the previously described multi-step transport of carbon
caused by chemical erosion. This the key difference between JET-
C and JET-ILW in modelling and experiment. Fig. 7b shows the

good agreement of the deuterium retention rate in the divertor
phase as function of the total ion flux to the wall in the experiment
and modelling. Extrapolation of the verified code to different ITER
background plasmas provides the wide range of long-term fuel-
retention rates in ITER which finally results in 3000 to 20,000 full
power DT discharges with 400 s duration before the tritium inven-
tory limit is reached [57]. Therefore, the JET-ILW experiment and
the WallDYN code confirm the low long-term fuel retention in
the Be/W material mix and justified the selection of the ITER-mate-
rial mix with respect to this safety issue.

4.2. Fuel recycling

The outgassing properties of both beryllium and tungsten PFCs
are impacting on the recycling behaviour at the main PFCs. Fig. 8
shows the fuel retention in the limiter phase, plasma contact to
the beryllium limiters, and in the divertor phase, plasma contact
to the tungsten target plates, for a series of identical discharges
in L-mode (JPN#81937� 81973; Ip ¼ 2:5 MA; Bt ¼ 2:4 T; Paux

¼ 0:5 MW) with low fuelling and solely turbo-molecular pumping
[15]. Each of the 35 discharges (averaged repetition rate 20 min)
remains for about 20 s in the divertor configuration with a typical
ion flux to the target plates of 3� 1022 D s�1. The integral retention
drops in the first ten discharges until an equilibrium between
short-term retention in the discharges and outgassing during and
after the discharge occurs. The inertially cooled tungsten target
plates are heated-up by the impinging power load in the first ten
discharges until a thermal equilibrium between plasma impact
and cool-down phase is reached. Longer breaks between dis-
charges, as indicated in Fig. 8, are causing more outgassing and
more retention in the subsequent discharge. As the ion flux to
the target plates remains the same in these discharge series, the
difference in retention can only be explained by a change of the
local recycling connected to the surface temperature increase.
The tungsten divertor shows a dynamic behaviour of the deute-
rium recycling with a recycling coefficient R < 1 in these first
low fuelled L-mode discharges. Note, that the outer-strike line is
located on the pristine bulk-tungsten surface and the inner-strike
line on the vertical target which is only partially covered by a thin
layer and has intact tungsten areas as discussed in Section 3.

The deuterium recycling is even more dynamic in H-mode plas-
mas when ELMs are present. An ELM is induced by the crash of the
H-mode pedestal and releases hot plasma to the SOL and to the
tungsten-target plate. ELMs are conducting on a timescale of
1 ms [58] additional power to the target plate and heat it up in
addition to the surface temperature induced by the steady-state
heat load reaching 1570 K in regular operation on the bulk-W tar-
get plate. Each ELM desorbs deuterium from the tungsten PFCs
depending on the actual temperature increase per ELM and its
duration. The desorption peaks in the W-coated PFCs are already

Fig. 8. Active pumping of deuterium by the tungsten divertor in a series of identical
JET-ILW L-mode plasmas.
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reached at 570 K and 690 K [42] which are exceeded routinely in
H-mode due to the inertial cooling. Thus, the accessible deuterium
reservoir is partially emptied considering the actual temperature
footprint of the ELM on the tungsten target plate. The desorbed
deuterium needs to be refilled to reach equilibrium, therefore,
the recycling coefficient changes for a short time from R ’ 1 to
R < 1 after the ELM crash. The deuteron flux to the target plate is
used to refill the partially emptied reservoir as externally injected
deuterium or deuterium reabsorption cannot provide the required
amount in the order of 1020 D within a few ms which a typical ion
flux of � 1023 D s�1 m�2 to the target can do. The tungsten target
plate effectively represents an additional particle sink for a few
ms which can be defined as required refill-time. According
to EDGE2D-EIRENE studies of the ELM-cycle [59] of a moderate
additional heated H-mode plasma in the JET-ILW (#83621-
83791, Bt ¼ 2:0 T; IP ¼ 2:0 MA; Paux ¼ 12 MW; DWELM ¼ 160 kJ;
DTELM ¼ 150 K and further details in [15]), a transient particle sink
after an ELM-crash can be the cause for a delayed recovery of the
pedestal density and a longer lasting ELM of up to 8 ms though
the time scale of the MHD ELM-crash remains almost identical
between JET-C and JET-ILW as described in [58]. However, it
should be noted that the physical particle reservoir to be desorbed
is limited whereas the ion flux to the target can increase e.g. with
the plasma current and auxiliary power in H-mode discharges.
Therefore, the transient phase with R < 1 at the target plate, effec-
tively the refill-time, gets shorter with larger impinging ion flux
and plasma current. Indeed such a behaviour has been seen in
H-mode plasmas with plasma current increase [58]. Such an effect
has not been observed for comparable moderate heated deuterium
plasmas in JET-C which is likely caused by the large reservoir of
fuel in co-deposits compensating quasi instantaneously the out-
gassing. Contrary, it can explain the different ELM-behaviour in
helium in JET-C where no fuel reservoir exists in carbon PFCs.

5. Impurity content, radiation pattern and seeding

5.1. Impact of the impurity content on the plasma-edge behaviour

The exchange of carbon (Z ¼ 6) by beryllium (Z ¼ 4) and the
reduction of the primary impurity source is reflected in the impu-
rity concentration and the effective charge of the plasma (Zeff ). In
JET-C, the line-averaged Zeff deduced from Bremsstrahlung
amounts 2:0 in the divertor phase with an averaged carbon con-
centration of about 3:0% in the plasma; variations depend on the
plasma conditions [60]. With JET-ILW Zeff shows typical values of
1:2 in deuterium fuelled H-mode plasmas and the averaged impu-
rity composition can be described by a beryllium concentration of
about cBe ’ 1:1% and a residual carbon contribution of about
cC ’ 0:1% taken from spectroscopy. Fig. 9a shows typical Zeff -
profiles from charge-exchange recombination spectroscopy (CXRS)
for a set of high triangularity plasmas in H-mode [21] at same

current and magnetic field: Zeff is for the pure deuterium JET-ILW
plasma about Zeff ¼ 1:1 and the profile is absolute flat. This is in
contrast to the carbon-dominated Zeff -profile in JET-C which is
about an order of magnitude higher and slightly hollow. Moderate
nitrogen seeding recovers the Zeff -profile shape and magnitude
which is likely related to the comparable radiation capabilities of
nitrogen and carbon. In ASDEX Upgrade Zeff , amounts typically to
1:4 in discharges shortly after a boronisation and 1:7 in discharges
long after a boronisation [61], thus, Zeff is even without impurity
seeding close to values obtained in JET-ILW with nitrogen seeding.
Responsible are residual levels of low-Z impurities (C, O and F) in
the ASDEX Upgrade plasma. The impact of boron on the plasma
purity in ASDEX Upgrade can be compared to beryllium in JET-
ILW with the difference that beryllium is acting permanently and
boron only for a short period after a boronisation.

However, not only the Zeff -profile recovers with seeding of
nitrogen, also a number of plasma edge, respectively, pedestal
properties are restored in comparison with changes observed in
bare JET-ILW and JET-C discharges: (a) In unseeded plasmas, a
reduction of the threshold power for the L-H transition in the
low density branch was observed with the JET-ILW [62]. Nitrogen
seeding inducing Zeff ’ 2:0 increases the L-H power threshold and
restores almost the behaviour observed in JET-C [63]. (b) The loss
of confinement in high triangularity discharges with deuterium
fuelling of about 30% of the H-factor in the JET-ILW in comparison
with JET-C reference discharges was reported before [20]. This loss
in confinement has primarily been correlated to a reduction of the
pedestal temperature (Fig. 9b) and partial recovery was observed
with nitrogen seeding [64] and with increase of normalised plasma
pressure bN [20]. Indeed in the set of available discharges a corre-
lation between the averaged Zeff and the pedestal temperature was
observed (Fig. 9b). Though in both cases a correlation with Zeff is
observed, the physics mechanisms and to which degree the impu-
rity content and/or the impurity profile is responsible for the
recovery is not known and subject of current intensive studies.
However, similar correlations have been observed in ASDEX
Upgrade with the installation of the all-W first wall and the usage
of nitrogen seeding [7].

5.2. Divertor characterisation and density limit

A direct consequence of the practical absence of carbon is the
loss of significant impurity-induced radiation cooling in the diver-
tor plasma, which leads to an increase of the local Te as well as
impact energies of ions impinging on the target plate. This is
caused by (a) the much lower cooling potential of beryllium in con-
trast to carbon under typical divertor temperatures of Te ’ 30eV
[65], and (b) the fact that also less beryllium (JET-ILW) as carbon
(JET-C) is present in the divertor due to the lower primary source
and the change of the migration pattern discussed before. More-
over, carbon in the carbon divertor of JET-C performed multiple

Fig. 9. (a) Radial profiles of Zeff calculated from charge-exchange recombination spectroscopy for three conditions: deuterium fuelled JET-C, JET-ILW and N-seeded JET-ILW
discharge. (b) Variation of the Tped

e as function of nped
e and Zeff for the three conditions and two plasma triangularities (high d = 0.4 and low d = 0.2) [20].
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erosion/deposition steps (’10) before reaching the inaccessible
pump-duct area [3] which enhances effectively the radiation capa-
bility of a single carbon by the same factor. In contrast, the incom-
ing beryllium from the main chamber performs in the tungsten
divertor only about two steps, caused by re-erosion owing to phys-
ical sputtering or reflection, before it sticks to the target material.
The migration pattern and the chemical sputtering of carbon in
the case of JET-C had vital impact on the divertor and SOL condi-
tions whereas the (unseeded) JET-ILW case reveals almost the bare
deuterium plasma. A series of experiments with density ramp-up
discharges in different magnetic configurations have been applied
to verify the Te increase, the loss of divertor radiation, and to char-
acterise the divertor plasma in the JET-ILW [66]. These purely deu-
terium fuelled experiments confirmed indeed a moderate increase
of Te in the W divertor in comparison with JET-C reference cases.
The increase was moderate due to the fact that in the JET-C refer-
ence case in L-mode, impurity radiation contributed only about
20–30% of the total radiation (Fig. 10a); the vast amount was deter-
mined by deuterium radiation (Fig. 10b). However, the difference
in residual impurity radiation has vital impact on the accessibility
of the completely detached and recombining divertor regime as
well as on the density limit (Fig. 10c).

Complete divertor detachment has been achieved in both legs
providing even a window for stable MARFE operation with full
recombining divertor, thus, full detachment and radiation at the
x-point region [67]. Moreover, the density limit is increased by
20–30% revealing that in JET-C the limit was determined in-fact
by a radiation limit caused by carbon before the empirical Green-
wald density limit nGW was achieved. The density limit in JET-C
and JET-ILW takes still place at the same total radiation, but as
beryllium is not significantly contributing to the divertor radiation,
more deuterium is required to compensate and radiates in the
divertor. As the deuterium gas throughput is further increased,
the maximum achievable density overcomes finally the empirical
Greenwald limit with nILW=nGW ¼ 1:05 before a disruption occurs.
Minor variations in the absolute numbers depend on the actual
magnetic configuration. The available data set of well diagnosed
discharges in different magnetic configurations is applied to
benchmark the plasma boundary code SOLPS [68], also used for
ITER predictions [69], and EDGED2D-EIRENE [70] reproducing the
general behaviour [71], but still cannot match the exact in-out
asymmetry of the radiation pattern in the divertor. Nevertheless,
the JET-ILW experiments widen the operational window with

semi- or even completely-detached divertor operation with
respect to earlier studies in JET-C.

6. Summary and conlcusion

The JET ITER-Like Wall experiment provides for the first time an
insight in the coupling between tokamak-plasma operation and
plasma-surface interaction in the Be/W material environment
and acts as test-bed to verify physics models and modelling tools
for ITER. The cross-correlation of the main plasma-surface interac-
tion processes employing a beryllium wall and a tungsten divertor:
(a) material erosion and migration, (b) fuel recycling and retention,
(c) impurity concentration and radiation, were established and the
newly gained physics understanding compared with earlier obser-
vations and physics interpretation in JET with all-carbon first wall
as well as in other metallic tokamaks. The inter-connection of
plasma-surface interaction with plasma-edge physics such as
pedestal or divertor properties revealed that both interpretation
of previously obtained JET-C results and predictions to ITER need
to be revisited. The impact of the first wall material on the plasma
performance as well as the prominent role of chemical erosion of
carbon were underestimated: carbon in the plasma, eroded from
the plasma-facing components, masked partially the plasma
behaviour and properties which were attributed solely to the deu-
terium plasma.

(a) The change in the material migration with the JET-ILW in
divertor configuration is one key result as it impacts directly or
indirectly on the majority of PSI processes mentioned above and
corrects partially the migration pattern predictions made in [4]
for Be/W PFCs: the primary beryllium source in JET-ILW is lower
than the carbon source in JET-C. As consequence of the lower initial
source is the inner divertor not covered by beryllium, but intact
tungsten surfaces exist, and the absence of beryllium sputtering
at low impact energies inhibits the cycle of multiple erosion/depo-
sition within the divertor. Instead beryllium remains deposited at
the positions where it lands or performs one more step by reflec-
tion/physical sputtering above the energetic threshold. However,
it should be noted that the JET-ILW migration pattern might not
yet be in full equilibrium due to limited operational time and could
therefore represent an intermediate state with respect to long-
pulse operation.

(b) The second key result is the reduction in long-term fuel
retention with the JET-ILW confirmed by gas balances, post-mor-
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Fig. 10. Pair of comparable JET-ILW and JET-C L-mode density-ramp discharges: (a) radiated power, (b) deuterium throughput and divertor pressure, and (c) ion flux to and
recycling flux at the outer-target plate. Complete ion-flux roll over and increase of the density limit with the JET-ILW.
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tem analysis and WallDYN modelling. The remaining long-term
retention is caused by implantation and co-deposition with beryl-
lium and residual impurities. Short-term retention gained relative
importance with respect to the low level of long-term retention
and impacts on the recycling properties of both beryllium and
tungsten and local plasma conditions. Predictions to ITER with
WallDYN indicate more than 3000 DT-discharges before the fuel-
inventory limit is reached, thus, the need to apply very often fuel
removal techniques is no longer given.

(c) The low effective charge of the plasma (Zeff ¼ 1:2) and the
low radiation capability of beryllium reveals the bare deuterium
plasma physics in the tokamak. Moderate impurity seeding with
nitrogen, reaching Zeff ¼ 1:6 close to the ITER-reference value,
restores in particular the confinement and the L-H threshold
behaviour. ITER-compatible divertor conditions with stable semi-
detachment have been achieved widening the operational window
before density limit disruptions occur. The reduction of the impu-
rity concentration in the plasma edge and the primary erosion
source is similar to the situation observed in helium plasmas in
JET-C. In both cases, the JET-ILW case with deuterium and the
JET-C case with helium plasma, the fundamental process of chem-
ical erosion at low impact energies is absent and can explain the
drop in the impurity content which is then reflected in the corre-
sponding values of Zeff in the plasma core: Zeff ¼ 1:2 in JET-ILW
deuterium plasmas, Zeff ¼ 2:5 in JET-C helium plasmas, and
Zeff ¼ 2:0 in JET-C deuterium plasmas.

Overall JET demonstrated successful plasma operation in the Be/
W material combination and confirms its advantageous behaviour
with respect to material migration and fuel retention and gives
strong support to the ITER material selection. Moreover, the recov-
ery of the pedestal with changes in the recycling behaviour and the
effective plasma charge with nitrogen indicates that plasma prop-
erties obtained in JET-C can be partially recovered at ITER-relevant
effective plasma charge, but still using the benefit of the metallic
wall with respect to the majority of plasma-interaction processes.

References

[1] A. Loarte et al., Nucl. Fus. 47 (2007) S203.
[2] G. Saibene et al., Plasma Phys. Contr. Fus. 44 (2002) 1769.
[3] G.F. Matthews et al., J. Nucl. Mater. 337–339 (2005) 1.
[4] J. Roth et al., J. Nucl. Mater. 390–391 (2009) 1.
[5] V. Arunasalam et al., Recent Results from the PLT tokamak, in: Proc. 8th Conf.

EPS, Prague, vol. 2, 1977, pp. 17–28.
[6] B. Lipschultz et al., J. Nucl. Mater. 363 (2007) 1110.
[7] R. Neu et al., J. Nucl. Mater. 438 (2013) S34.
[8] A. Pospieszczyk et al., J. Nucl. Mater. 290–293 (2001) 947.
[9] R.A. Pitts et al., 55th APS Meeting (2014), Denver, CO, USA, paper WE1.00001.

[10] G. de Temmerman et al., Nucl. Fus. 48 (2008) 075008.
[11] R. Dux et al., J. Nucl. Mater. 390–391 (2009) 858.

[12] V. Philipps et al., Fus. Eng. Des. 85 (2010) 1581–1586.
[13] G.F. Matthews et al., J. Nucl. Mater. 438 (2013) S2.
[14] S. Brezinsek et al., J. Nucl. Mater. 415 (2011) S936.
[15] S. Brezinsek et al., Nucl. Fus. 53 (2013) 083023.
[16] E. Joffrin et al., Nucl. Fus. 54 (2014) 013011.
[17] S. Brezinsek et al., J. Nucl. Mater. 438 (2013) S303.
[18] A. Widdowson et al., Phys. Scr. T159 (2014) 014010.
[19] J.W. Coenen et al., J. Nucl. Mater. 463 (2015) 78–84.
[20] M.N.A. Beurskens et al., Plasma Phys. Control. Fus. 55 (2013) 124043.
[21] C. Giroud et al., Plasma Phys. Control. Fus. 57 (2015) 14039.
[22] G.F. Matthews et al., Phys. Scr. T145 (2011) 014001.
[23] I. Nunes et al., Fus. Eng. Des. 82 (2007) 1846.
[24] V. Riccardo et al., Phys. Scr. T38 (2009) 014033.
[25] G. Arnoux et al., Phys. Scr. T159 (2014) 014009.
[26] J. Horacek et al., J. Nucl. Mater. 463 (2015) 385–388.
[27] D. Douai et al., J. Nucl. Mater. 438 (2013) S1172.
[28] P. de Vries et al., Nucl. Fus. 53 (2013) 053003.
[29] W. Eckstein et al., Report IPP 9/132, 2002.
[30] S. Brezinsek et al., Nucl. Fusion 54 (2014) 103001.
[31] D. Borodin et al., J. Nucl. Mater. 438 (2013) S267.
[32] D. Borodin et al., Phys. Scr. T145 (2011) 014008.
[33] C. Björkas et al., New J. Phys. 11 (2009) 123017.
[34] R.P. Doerner et al., J. Nucl. Mater. 438 (2013) S272.
[35] A. Baron-Wiechec et al., this conference.
[36] K. Krieger et al., J. Nucl. Mater. 438 (2013) S262.
[37] R.A. Pitts et al., Plasma Phys. Control. Fus. 47 (2005) B303.
[38] S. Krat et al., J. Nucl. Mater. 456 (2015) 106.
[39] M. Mayer et al., J. Nucl. Mater. 438 (2013) S780.
[40] A. Kirschner et al., J. Nucl. Mater. 463 (2015) 116–122.
[41] H.G. Esser et al., this conference.
[42] K. Heinola et al., this conference.
[43] P. Petersson et al., J. Nucl. Mater. 463 (2015) 814–817.
[44] D. Ivanova et al., Phys. Scr. T159 (2014) 014011.
[45] G. van Rooij et al., J. Nucl. Mater. 438 (2013) S42.
[46] S. Brezinsek et al., Phys. Scr. T145 (2011) 014016.
[47] T. Pütterich et al., Plasma Phys. Control. Fus. 55 (2013) 124036.
[48] T. Loarer et al., J. Nucl. Mater. 390–391 (2009) 20.
[49] T. Loarer et al., J. Nucl. Mater. 438 (2013) S108.
[50] V. Philipps et al., J. Nucl. Mater. 438 (2013) S1067.
[51] V. Philipps et al., J. Vac. Sci. Technol. 11 (1993) 437.
[52] T. Loarer et al., J. Nucl. Mater. 463 (2015) 1117–1121.
[53] T. Wauters et al., J. Nucl. Mater. 463 (2015) 1104–1108.
[54] S. Romanelli-Grünhagen et al., Phys. Scr. T159 (2014) 014068.
[55] R.P. Doerner et al., Nucl. Fus. 49 (2009) 035002.
[56] K. Schmid et al., J. Nucl. Mater. 415 (2011) S284.
[57] K. Schmid et al., J. Nucl. Mater. 463 (2015) 66–72.
[58] B. Sieglin et al., Plasma Phys. Control. Fus. 55 (2013) 124039.
[59] D. Harting et al., J. Nucl. Mater. 463 (2015) 493–497.
[60] J.W. Coenen et al., Nucl. Fus. 53 (2013) 073043.
[61] A. Kallenbach et al., Nucl. Fus. 49 (2009) 045007.
[62] C.F. Maggi et al., Nucl. Fus. 54 (2014) 023007.
[63] C.F. Maggi et al., presented at the EPS 2014.
[64] C. Giroud et al., Nucl. Fus. 53 (2013) 113025.
[65] A. Kallenbach et al., J. Nucl. Mater. 415 (2011) S19.
[66] M. Groth et al., Nucl. Fus. 53 (2013) 083032.
[67] A. Huber et al., J. Nucl. Mater. 438 (2013) S139.
[68] L. Aho-Mantila et al., J. Nucl. Mater. 463 (2015) 546–550.
[69] A. Kukushkin et al., Fus. Eng. Des. 86 (2011) 2865.
[70] S. Wiesen et al., EDGE2D-EIRENE coupling, JET-ITC project report, 2006,

<http://www.eirene.de>.
[71] C. Guillemaut et al., Nucl. Fusion 54 (2014) 093012.

S. Brezinsek / Journal of Nuclear Materials 463 (2015) 11–21 21

280



STRUCTURE  MATERIALS  IN  FUSION  REACTORS:  ISSUES  RELATED  TO 
TRITIUM,  RADIOACTIVITY  AND  RADIATION-INDUCED  EFFECTS  

 
 

M. Rubel 
 

Royal Institute of Technology (KTH), Dept. of Fusion Plasma Physics, Teknikringen 31, 100 44 Stockholm, Sweden 
 
 
ABSTRACT 
 
      A concise overview is given on materials applied in 
fusion technology. The influence of plasma operation on 
the behaviour of reactor components and diagnostic 
systems is discussed with emphasis on effects caused by 
fast particles reaching the reactor wall. Issues related to 
primary and induced radioactivity are reviewed: tritium 
inventory and transmutation. Tritium breeding in the 
reactor blanket, separation of hydrogen isotopes and 
safety aspects in handling radioactively contaminated 
components are also included. 
 
I.   INTRODUCTION 
 

The ultimate goal of fusion research is to construct 
and operate an energy generating system. In a controlled 
fusion reactor the temperature gradients between the 
plasma and the surrounding wall will probably be the 
greatest in the Universe and the operation will be 
associated with intense nuclear radiation. Therefore, the 
technology for next-step devices presents challenges not 
encountered in present-day machines. This includes 
development and construction of components capable of 
reliable performance in highly radioactive environment. 

The assessment of radioactivity level and lifetime of 
materials and components (multi-material structures) are 
the driving forces in studies of plasma-material 
interactions in controlled fusion devices [1,2]. They are 
essential for economy and safety of a reactor-class 
machine operated with a 50:50 mixture of deuterium and 
tritium. Secondly, radioactivity-related effects and power 
handling by plasma-facing components (PFC) are 
universal for all confinement schemes, either magnetic 
or inertial, realised for energy generating systems. A 
broad overview of power handling by the reactor first 
wall has been presented by Loarte [3] and Linke [4]. 
This paper deals with radioactivity aspects of the fusion 
process and its influence on reactor structure and 
plasma-facing materials and components. The paper is 
organised in such a way, that first basic requirements for 
plasma facing and reactor materials are presented. This 
is followed by a description of radioactivity sources in a 
fusion reactor. Afterwards tritium inventory, tritium 
breeding and radiation effects are discussed. The work is 
concluded with remarks on safety issues associated with 
handling components in radioactive environment. 
Finally, crucial topics to be tackled in future research of 
fusion reactor materials (FRM) are addressed. 

 

II.   REACTOR STRUCTURE AND MATERIALS  

The next-step fusion machine is the International 
Thermonuclear Experimental Reactor (ITER) being 
under construction in Cadarache, France. The objectives 
of ITER science and technology programme include: (a) 
extended burn time; (b) achievement of a self-sustained 
thermonuclear burn; (c) safe operation of a reactor-like 
device; (d) testing of components under reactor-like 
conditions and (e) testing of tritium breeding blanket 
modules [5,6]. These are essential steps towards 
construction of power-generating systems in the future 
In brief, a reactor will be composed of a support 
structure, a cryostat with super-conducting magnets, a 
vacuum vessel and the first wall being an integrated 
blanket. The blanket includes structural materials, a 
neutron absorber and high-heat flux components, i.e. 
plasma-facing armour and heat sink.  

Energy leaves plasma in the form of electromagnetic 
radiation and kinetic energy of particles. Plasma-
surrounding wall is irradiated by ions, charge-exchange 
neutrals, electrons, neutrons and photons originating 
from nuclear (γ) and electronic processes (X, UV). All of 
them modify material properties, from the very surface 
to the bulk. Therefore, blanket materials must be 
compatible with ultra-high vacuum, cryogenics 
(cryopumps), magneto-hydro dynamics, neutron 
irradiation and handling of high heat loads. As a 
consequence, there are stringent requirements regarding 
properties of plasma-facing materials (PFM): high 
thermal conductivity, good thermo-mechanical 
properties and resilience to thermal shocks, low 
activation by neutrons and resistance to radiation 
damage, low accumulation of hydrogen isotopes 
accompanied by low chemical affinity to hydrogen in 
order to avoid chemical erosion leading to the formation 
of volatile compounds. High affinity to oxygen towards 
formation of stable and non-volatile oxides is also 
important for gettering oxygen impurity species in a 
reactor. Properties of no single element, compound or 
alloy can satisfy all points from that list. Only a few 
candidate materials for the plasma-facing components 
are seriously considered: carbon fibre composites (CFC), 
beryllium and tungsten. Behaviour of these elements 
under plasma conditions, i.e. particle bombardment and 
high heat flux deposition, is very different [1-4]. 
Therefore, their planned distribution on the ITER wall is 
not accidental: beryllium on the main chamber wall; 
tungsten on the divertor dome and upper vertical target 
and CFC on the lower vertical target where the greatest 
power is deposited. A detailed distribution of W and 
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CFC in the divertor has been discussed by Samm [7]. An 
option of a full tungsten divertor (without CFC) is 
currently considered [8]. The operation with such set of 
wall materials (Be, W and CFC or Be and W) requires a 
large-scale test. In year 2004 it was decided to 
restructure wall components in the JET tokamak in order 
to operate the machine with a metal wall: ITER-Like 
Wall (ILW) Project with components of the main 
chamber wall made of beryllium and plasma-facing 
material in the divertor made of tungsten: bulk metal and 
W-coated CFC. The operation of JET with the carbon 
wall was finished in October 2009. The installation of 
the metal wall was completed in May 2011. Soon later 
plasma operation was successfully started. Photographs 
in Fig. 1 show in-vessel components and distribution of 
wall materials (a) and a section of the bulk tungsten 
divertor (b). Scientific objectives of the ILW project and 
challenges in the design and construction of components 
have been presented by Matthews [9,10] and Mertens 
[11], while plasma-wall interactions in a full metal 
machine have been reviewed by Matthews in [12].  

 

 
 

Figure 1: Toroidal view inside the JET vessel with the 
ITER-Like Wall (a) and a toroidal section of the 

tungsten load bearing plate in the divertor. 
 

The list of candidate structural materials for the 
blanket comprises mainly steel (e.g. 316L), Eurofer 
alloy, vanadium-titanium alloys (V-Ti, V-Ti-Si, V-Ti-
Cr) and silicon carbide composites [13]. Major 

requirements emphasise mechanical strength and low 
activation by neutrons. Low activation and increased 
resistance to radiation damage are also crucial for 
ceramic insulators and components of in-vessel 
diagnostic such as optical fibres, cables, mirrors and 
windows [14,15].  

The intention of this paper is to highlight the field of 
FRM and physics underlying their behaviour in 
radioactive environment, but not to give an extensive 
account on all ever-considered candidate materials and 
all kinds of radiation-induced effects. Only the most 
important processes affecting material properties will be 
discussed in more detail in Chapter V.  

 
III.    SOURCES OF RADIOACTIVITY 

 
All primary and induced radioactivity in controlled 

fusion devices is associated with the substrates and 
products of the fusion process: tritium in the D – T fuel 
and a consequent production of high energy neutrons:  

D + T  α (3.5 MeV)  +  n (14.1 MeV)               (1) 

D + D  T (1.01 MeV)  +  H (3.03 MeV)                (2) 
D + D  3He (0.82 MeV)  +  n  (2.45 MeV)               (3). 

The branching ratio of reactions (2) and (3) is around 
one. Tritium (symbol: T or 3H) is a low-energy β- 
emitter: 
3H (β-)  3He (18.59 keV,   t1/2 = 12.32 years)          (4). 

Resulting radioactivity of 1 g of tritium equals to 9652 
Ci (3.571 x 1014 Bq). Safety requirements limit the in-
vessel inventory to the total of 700 g T. If this level 
would be overcome, a clean-up of the vessel would 
become necessary in order to reduce the radioactivity. 
Processes leading to the accumulation of tritium and 
methods of tritium removal will be discussed in the next 
chapter. In-situ induced radioactivity attributed to 
nuclear transmutation by fast neutrons passing the 
plasma-facing and structural materials of the blanket will 
be presented in Chapter V. 
 
IV.   IMPACT  OF  EROSION & RE-DEPOSITION  
        ON FUEL  INVENTORY  AND  DUST  
        GENERATION 
 

The term “fuel inventory” denotes accumulation and 
long-term retention of fuel in all in-vessel components, 
either those facing the plasma directly or located in 
remote (shadowed) areas such as water cooled louvers in 
the divertor structure [1,16,17] or other parts of pumping 
ducts. This applies to all hydrogen isotopes and has 
several detrimental effects on the reactor operation. 
There are several pathways leading to the accumulation 
of fuel in reactor components:  

i. direct implantation in the PFC surface region, 
ii. T production by neutron-induced transmutation, 
iii. diffusion and migration into the bulk, 
iv. co-deposition process. 
 

a 

b 
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Neutron-assisted production of T will be treated in the 
next chapter. The process of in-depth fuel migration into 
CFC materials is still under investigation in order to 
assess its impact on the overall inventory [18-20]. At 
present, there is a consensus that the process of co-
deposition is decisive for the in-vessel fuel 
accumulation.  

Co-deposition is defined as re-deposition of eroded 
and then transported material (i.e. plasma impurities) 
together with fuel species. Material eroded from one 
place of the reactor wall is re-deposited in another 
location, unless it is pumped-out [8,21]. The most 
serious consequence of co-deposition is the formation of 
mixed-material layers which may contain vast amounts 
of fuel. The process that has been studied most 
extensively in devices with carbon walls is directly 
related to the pronounced erosion (physical and 
chemical) of carbon by hydrogen plasma and the 
resultant formation of various hydrocarbon species. They 
are characterised by different sticking coefficients to 
solid surfaces [22]. Those of a high sticking co-efficient 
are easily deposited and form amorphous carbonaceous 
(a:C-H) films retaining from a few to about 50 % atomic 
percent of hydrogen isotopes [16,23]. As measured in 
various tokamaks, the growth rate of such films is 
usually between 1.5 and 12 nm/s. When this number is 
scaled-up to a full year of plasma operation co-deposited 
layer of a thickness from 4.7 cm to 38 cm would be 
formed, respectively. This indicates the scale of the 
problem arising from the carbon erosion, its re-
deposition and fuel inventory. The retention of 
radioactive tritium causes the most severe problems 
because methods must still be developed to accomplish 
the efficient release of fuel and/or decomposition and 
removal of co-deposits in order to ensure safe and 
economical reactor operation. A range of concepts has 
been proposed and tested in laboratories [24-27] and also 
inside tokamaks [28-30]. 

Fig. 2 shows a limiter tile exposed to the tokamak 
plasma for a few operation hours. One can distinguish 
two regions: a shiny and smoothly looking erosion zone 
and a deposition zone covered with a peeling-off 
(flaking) deposit.  Images in Fig. 3 and 4 show two basic 
micro-structures of co-deposited films: granular and 
stratified (laminar), respectively [31,32]. The layers 
shown here are 30-50 micrometers thick, but the 
formation of much thicker deposits (1 mm) has been also 
observed on the neutraliser plates of the belt pump 
limiter at TEXTOR [31]. Thick deposits are very brittle, 
easily disintegrate and thus fuel-rich dust is produced. 
The amount of dust in the reactor must be strictly 
controlled as it poses danger of ignition and steam 
reaction in case of accidental massive air or cooling 
water leak into the vacuum vessel. Dust generation 
mechanism, motion in plasma and morphology of 
particulates has been intensively studied [32-35]. In JET 
with full metal fuel accumulation has been reduced by a 
factor of 10 in comparison to that measured with carbon 
walls [12]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3: Granular structure of a co-deposit on the scoop 

of the toroidal belt pump limiter at  TEXTOR. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4:  Stratified co-deposit on the limiter tile from 

TEXTOR. The tile is shown in Figure 2. 
 

The estimated fuelling rate of the ITER plasma is 
around 54 g of T per 400 s pulse. From this amount 
approximately only 1 g will be burnt in the D–T fusion, 
whereas the remaining majority must be pumped out and 
returned to the tritium plant (the plant is discussed in 

Figure 2:  Limiter tile exposed for several hours to the 
plasma operation at the TEXTOR tokamak. 

 

 Erosion zone 
  

Deposition 
zone 

Detached flaking co-deposit 
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Chapter VII). However, the pumped-out fraction will 
depend on the long-term tritium retention in co-deposits. 
Predictions have been made for the cumulative tritium 
retention in co-deposited carbon films until the safety 
limit for in-vessel inventory (700 g) is reached and a 
clean-up must be performed [1]. The predictions have 
been based on the experience gathered after the full D–T 
operation in JET and on scenarios modelled by computer 
codes for erosion and re-deposition. One could conclude 
that the clean-up would be necessary after 30-40 (JET 
equivalent at full carbon wall) to 350-400 ITER pulses 
(inventory 2 g/pulse with carbon tiles only in the strike 
zone in the divertor). Whichever inventory scenario 
might take place in the reactor, frequent breaks in the 
operation must not happen because it would have a 
serious impact on the economy of operation. It would 
also severely hinder efficient realisation of the scientific 
and technical programme. Therefore, either carbon PFC 
should be eliminated and replaced by tungsten (see [8]) 
or/and efficient methods for tritium removal must be 
fully developed. Both approaches are complex but they 
are under intense experimental scrutiny. A 
comprehensive test of materials and their impact on fuel 
accumulation is one major goals of JET-ILW.  

Several methods of T removal and vessel clean-up 
were tested at TFTR and JET following full D–T 
campaigns [24,28]: tokamak discharges in D2 fuelled 
plasma, H and He glow discharge cleaning, venting with 
oxygen. Tokamak discharges and hydrogen glow aim at 
the D–T and H–T isotope exchange. Helium glow 
sputters away isotopes from the surface layer. 
Ventilation with air leads to the formation of tritiated 
water. While the T removal from the main chamber 
(PFC) could be deemed reasonable effective, the 
removal rate from remote areas, where the thickest 
tritiated co-deposits were formed, was poor. Peeled-off 
flakes were removed by vacuum cleaning. Several other 
methods for tritium and co-deposit removal have been 
proposed and tested under laboratory conditions. They 
are based on chemical decomposition (H and He glow 
plasma with water vapour [25], O2-He glow [29]), pulsed 
irradiation [26,27] or mechanical treatment of surfaces 
with co-deposits [36]. Irradiation with a laser [27] or 
flash light [29] stimulates desorption of H isotopes and 
disintegration of co-deposits. However, the side effect of 
the deposit removal and disintegration is the formation 
of dust particulates. Another challenge is related to 
development of an efficient method to remove co-
deposits from gaps between tiles and grooves of 
castellation [37]. The issue is important because all 
plasma-facing components in ITER will be castellated 
and the number of narrow grooves will be over one 
million. Full scale in-situ tests are still to be done in a 
tokamak environment. Taking into account a variety of 
co-deposit structures and their location in the reactor, a 
combination of techniques must be applied. An overview 
of methods has been presented by Counsell [38]. Full 
metal wall can mitigate the retention. As mentioned 
above, the fuel inventory in JET-ILW has been vastly 
reduced [12]. 

V.    RADIATION-INDUCED EFFECTS 
 

Properties of reactor materials and components are 
modified by fast neutrons and ionising radiation: γ, X 
and UV. The neutron flux to the wall of ITER will be of 
the order of 5x1017 m-2 s-1. Energy carried by 14 MeV 
neutrons must be converted in the blanket into heat and 
tritium breeding. The blanket acts as a neutron absorber 
and T-breeder. Its additional important role is the 
protection of the vacuum vessel and super-conducting 
coils from neutron irradiation. Neutrons, on their way 
through the armour and structural components of the 
blanket, cause volumetric radiation damage and 
chemical modification leading to the change and 
deterioration of material properties. The major neutron-
induced effects in solids are: structural damage 
(displacement damage) [39,40] and nuclear 
transmutation [41]. These are very closely inter-related 
processes and they affect all types of materials. Some 
specific effects are induced by fast photons in ceramic 
insulators. 

The measure of damage to a crystalline matter 
caused by bombardment with energetic particles is 
expressed in terms of “displacement per atom” (dpa), i.e. 
the number of times each atom is dislodged by radiation 
from its place in the crystal. In other words, 1 dpa is 
equivalent to displacing all atoms once from their lattice 
sites. The cross-section for processes of neutron 
displacement damage is generally in the range from 1 to 
10 barns (1b = 10-28 m2). Damage depends on the fluence 
(total dose) and, in some cases, also on the neutron flux. 
For instance, in carbon, beryllium or ceramic materials 1 
dpa is produced by a neutron dose of around 1x1025 m-2. 
Volumetric damage leads to the formation of 
dislocations, interstitials, voids and vacancies in the 
crystal lattice. This results from the direct knock-on of 
atoms and/or ions from their sites. Knock-on atoms of 
sufficiently high energy may produce further 
displacements by cascades. Dislocation is defined as a 
line, plane or region in which there is a discontinuity in 
the regularity of the lattice. Voids and vacancies are the 
empty spaces formed by shifting the atoms from their 
original sites. In the end effect materials volume is 
changed due to swelling (metals, ceramics) or shrinkage 
(CFC). 1 dpa typically results in 1 % volume change. 
This in turn, leads to the significant drop in thermal 
conductivity, even by 70% from the original value [42]. 
Swelling of a metal crystal changes drastically its 
mechanical properties causing hardening and resultant 
increased brittleness (embrittlement). The extent of the 
damage is reduced at elevated temperatures due to 
annealing. However, it is obvious that the temperature of 
materials and components cannot be increased 
indefinitely. Therefore, efforts in irradiation tests are 
focused on the definition of operation limits, i.e. dose 
and temperature.  

The processes described above apply also to all 
insulating ceramics applied as important components of 
heating and current drive and diagnostic systems 
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exposed directly to neutron fluxes: feed-through 
assemblies, magnetic pick-up coils, mineral insulated 
cables, bolometers, pressure gauges, thermocouples, 
other temperature sensors, optical fibres, laser diodes, 
detectors, windows, mirrors, etc [15,43]. For insulators 
the requirements are more stringent than for metallic 
materials because it is necessary to maintain not only 
their mechanical performance but also sensitive physical 
properties such as electrical insulation and optical 
transmission. These properties are influenced by 
neutrons and photons due to radiation-induced or 
radiation-enhanced: 

i. conductivity (excitation of electrons into a 
conduction band),  

ii. electrical degradation (increased electrical 
conductivity),  

iii. absorption (light transmission loss), 
iv. electromotive force (induced voltage between 

the centre and outer conductors of a mineral 
insulated cable), 

v. radiation-enhanced diffusion (for instance 
increased tritium mobility in ceramic windows). 

To ensure reliable performance of insulated devices 
further testing and development of radiation-hard 
materials must be carried out. The list of examined 
ceramic materials include Al, Mg, Si, Be oxides, nitrides 
(Si3N4), natural and CVD-diamonds, mica and 
ferroelectrics. 

The second fundamental radiation-induced effect is 
transmutation defined as the change in a nucleus 
structure leading to the formation of different isotope(s) 
or element(s) induced by bombarding the nucleus with 
particles or photons. In case of photons the process goes 
via the Compton effect. The efficiency of transmutation, 
as for all nuclear reactions, depends on the cross-section 
of a given nuclear process. Basically, neutron-induced 
transmutation can be divided into three categories 
dependent on the reaction products:  

i. formation of gaseous species such as 
hydrogen isotopes and helium: (n,p), 
(n,np), (n,d), (n,t) (n,α), (n,nα), 

ii. gamma radiation: (n,γ), (n,n’γ) 
iii. neutron breeding: (n,2n), (n,3n). 

One may easily notice that the first-group processes 
lead to the formation of hydrogen isotopes (H,D,T) or 
helium. Gases accumulated in the crystal lattice form 
bubbles and blisters. Bubbles are formed not only in the 
surface layer but also in the bulk. This increases 
brittleness. When the pressure of the accumulated gas 
overcomes a certain limit, blisters explode leading to the 
exfoliation (example is shown in Fig. 5). 

An important consequence of nuclear reactions is 
simultaneous formation of other (than H and He) 
transmutation products modifying material properties. 
The problem associated with such impurities becomes 
particularly serious following high-dose irradiation. 
Secondly, some of those transmutation products are 

radioactive isotopes. Basic physics underlying the 
transmutation cannot be overcome and the only way to 
minimize its effects is to use low-activation materials, 
i.e. materials containing elements of low cross-section 
for transmutation or elements whose transmutation 
products are either non-radioactive or isotopes of short 
lifetime. It is clear that products and related radioactivity 
(i.e. energy spectrum and lifetime) strongly depend on 
the initial composition of the irradiated material. It also 
implies that not only major constituents must undergo 
low activation but also the quantity and quality of 
admixtures and impurities must be strictly controlled. 
For instance, while major constituents of a low 
activation vanadium alloys (V-3Ti-1Si) transmute to 
isotopes of short lifetime, the presence of nickel 
impurities transmuted to 60Co leads to a long-term 
activation (t1/2

60Co = 5.27 years). In conclusion, 
fabrication of low activation and high purity FRM is 
essential.  

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Figure 5: Exfoliation of metal following high dose 
irradiation. 

 
VI.  TRITIUM BREEDING IN THE BLANKET 
 

As already pointed out, the conversion of neutron 
energy to heat and T-breeding takes place in the absorber 
part of the blanket. The role of blanket is also to shield 
superconducting magnets (niobium tin Nb3Sn and/or 
niobium-titanium Nb-Ti) against neutrons and gamma 
radiation [44]. Three test tritium breeding blanket 
modules (TBM) are planned to be installed in ITER. The 
aim of TBM implementation in ITER is to test their 
performance and verify technology for DEMO, i.e. for a 
prototype of a power-generating fusion reactor. The 
modules are composed of structural (i.e. containment 
and coolant loop made of EUROFER) and functional 
materials (i.e. breeder). Two basic coolants have been 

      100 µm 
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considered: water and high-pressure helium [45]. Figure 
6 shows a scheme of helium-cooled blanket being 
developed for DEMO. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: Schematic view of a helium-cooled blanket 
module to be operated with liquid lithium-lead 

developed for DEMO. Source: EFDA. 
 

Lithium is an efficient breeder. Therefore, it is a 
constituent of all candidate materials considered for the 
absorber. Lithium has two stable isotopes 6Li and 7Li 
with natural abundance of 7.5% and 92.5%, respectively: 
6Li + n  α + T  + 4.78 MeV   (Eth = 2.47 MeV)       (5) 
7Li + n  α + T + n’ - 2.47 MeV                             (6), 

where Eth denotes the threshold energy of the process. 
These reactions are essential for tritium production 
because that isotope must be produced on site. Several 
ceramics have been tested: Li2ZrO3, Li8ZrO6, Li2TiO3, 
LiAlO2, Li2SiO3 and Li4SiO4

46. The other candidates are 
lithium oxide (Li2O), Li17-Pb liquid alloy (eutectic) and 
2LiF-BeF4 mixture called Flibe, Li2BeF4. To increase the 
amount of neutrons for T breeding, beryllium is added as 
a neutron multiplier: 
9Be + n  2α + 2n’            (Eth = 2.7 MeV)               (7). 

However, other side reactions with low cross-sections 
also occur thus leading to the production of tritium and 
helium and, eventually, to accumulation of tritium in He 
bubbles in Be:  
9Be + n   α + 6He      (Eth = 0.67 MeV)                (8) 
6He (β-)   6Li    (3.508 MeV,  t1/2 = 0.807 s)           (9) 
9Be + n  7Li + T - 10.40 MeV (Eth=11.6 MeV)      (10). 

Then, 6Li and 7Li are transmuted to tritium in processes 
(5) and (6), respectively. Taking into account all these 
pathways of T generation from lithium, the overall 
fusion process reads: 

D + Li  2α + Energy                            (11), 

showing that the energy production cycle is based on 
easily achievable reactants found in nature in 
inexhaustible supply: deuterium extracted from sea water 
(∼33.3 g D/m3) and lithium extracted from sea water or 
obtained from common minerals such as lepidolite, 
petalite, spodumene and amblygonite. 

VII.   TRITIUM PLANT 
 

Tritium breeded in the blanket and that pumped-out 
from the torus (non-used fuel and released from the wall 
by cleaning methods) must be handled in the tritium 
plant before it can be used for plasma fuelling. Tritiated 
species  occur in the form of gas molecules (I2, where I 
denotes a mixture of hydrogen isotopes), hydrocarbons 
(CxIy) and water (I2O). The separation methods comprise 
cryogenic distillation, condensation, electrolysis, 
diffusion via Pd membranes, catalytic processes: 
oxidation of CxIy, decomposition of I2O and CxIy and 
vapour stage exchange:  

CO + I2O  CO2 + I2   [water gas shift]              (12) 

CI4 + I2O  CO + 3I2 [steam reforming]           (13) 

CI4  C + 2I2                         [methane cracking]          (14). 

Fig. 7 shows a schematic flow diagram in an isotope 
separation facility [47]. This example is based on the 
Tritium Separation Test Assembly, TSTA, operated until 
1997 in Los Alamos NL, New Mexico, USA. Details of 
the ITER fuel cycle have been recently presented by 
Mardoch [48]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: A schematic flow diagram of tritiated gases in 

an isotope separation station (ISS). 
 

All tritium for introduction to the torus (freshly 
supplied to the reactor site and that leaving the ISS) must 
be stored in uranium or Co-Zr beds at low temperature. 
This is to ensure precise dosing and to avoid 
uncontrolled release of the radioactive gas. Also 
deuterium for the gas introduction system is stored in U-
beds. The discharge of pure gases from the beds is 
realised at elevated temperature of about 450 oC [28]. 
 
VIII.   SAFETY ASPECTS AND HANDLING OF  
            REACTOR COMPONENTS 
 

Already the D–D phase of the ITER operation will 
activate components to the level unacceptable for 
manned intervention in the reactor vessel. Radioactivity 
will be significantly increased in the D – T phase. 
Additionally, the use of beryllium (health hazard) on the 
entire wall of the main chamber imposes strict 
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precautions for in-vessel operation during shut-down 
periods. Therefore, like in other branches of nuclear 
industry, the design and construction of all in-vessel 
components of a fusion reactor is fully compatible with 
remote handling by robotic arms. The major role of these 
programmed (trained) devices is in installation, 
exchange and repair of PFC, blanket, divertor modules 
and in-vessel diagnostics. Fig. 8 shows a robotic arm 
used in the JET tokamak. The technology was developed 
for handling components following the full D–T 
campaign [28,49]. All replacements of the JET divertor 
structure and installation of diagnostic tools are 
performed by these means. Remote handling technology 
at JET has been further developed to meet requirements 
in installation of beryllium and tungsten components for 
the ILW project. This has comprised a design and 
construction of a new robot capable of handling 
components of up to 100 kg [9,10].  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 8: A remotely controlled robotic arm at JET: 
restructuring of the divertor configuration (1998). 

 
IX.   FUTURE  STUDIES OF  FUSION REACTOR  
        MATERIALS 
 

The list of most important issues to be tackled on 
the way towards the reactor construction includes: 
i) further development of low-activation and 

radiation-hard materials and components of 
high purity, 

ii) development of efficient techniques for tritium 
removal or elimination of carbon as material for 
PFC in order to reduce inventory related to the 
co-deposition, 

iii) testing of materials and components under high-
flux irradiation with 14 MeV neutrons. 

        The last point requires a construction of an efficient 
test facility capable of simulating the neutron energy 
spectrum of a D–T fusion reactor. Sufficient intensity of 

the n-flux and the irradiation volume of at least 500 cm3 
are indispensable for testing samples of candidate 
materials up to a full lifetime of anticipated use in a 
reactor (e.g. DEMO), i.e. over 80 dpa. A conceptual 
design of the facility has been completed. Engineering 
validation and engineering design activity (EVEDA) 
phase will soon begin and it should be followed by 
decisions regarding the site for the facility and work 
schedule. The project is called IFMIF: International 
Fusion Material Irradiation Facility [50]. The facility 
shown schematically in Fig. 9 is an intense neutron 
source based on an accelerator-driven generation of 
neutrons by deuterium–lithium reactions: 7Li(d,2n)7Be, 
6Li(d,n)7Be. Deuterons in the range of 30 - 40 MeV are 
to be produced by means of two continuous-wave linear 
accelerators. Interaction of deuterons in a flowing 
lithium target would lead to production of neutrons with 
the energy spectrum peaking at around 14 MeV. The 
neutron generation rate of some 1017 n s-1 would result in 
a flux of some 1019 m-2 s-1 at the rear side of the target. 
Therefore, displacement damage and transmutation 
products (He) in the irradiated material would match the 
neutron-induced effects anticipated in the fusion reactor 
environment. Fig. 10 shows a scheme of the IFMIF test 
assembly and target chambers.  
 
 
 
 
 
 
 
 
 
 
 

Figure 9: A schematic view of IFMIF.  
(Source:http://insdell.tokai.jaeri.go.jp/IFMIFHOME/ifmi

f_home_e.html) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10:  IFMIF: liquid lithium target and 
characteristics of target chambers. 

(Source:http://insdell.tokai.jaeri.go.jp/IFMIFHOME/ifmi
f_home_e.html) 
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X.   CONCLUDING REMARKS 
 

The above mentioned aspects of material science are 
necessary and important to accomplish the ultimate goal 
of fusion research, i.e. the construction of a power 
generating system. Development and intense testing of 
materials and components, will play a crucial role in and 
for the operation of ITER and DEMO machines. Having 
in mind scientific and technical challenges associated 
with the project, all efforts are to be made to ensure the 
best possible material selection for a reactor-class 
machine. Fusion, if realised under terrestrial conditions, 
offers inexhaustible energy supply free of CO2 emission. 
However, a reactor is a nuclear device and radioactive 
aspects of fusion will undergo intense public scrutiny. 
For that reason, proper testing and validation of material 
and component performance is essential. Based on the 
best of our present knowledge [51,52] we have to use 
and to develop tools, methods and materials best fitted 
for the steady-steady reactor operation. International co-
operation established around ITER is an important step 
on the way towards commercial fusion.   

The lecture has addressed not only problems and 
future challenges but also achievements in technology of 
FRM. With the present-day experience and background 
from many fields of science and technology we know 
“what” and “why” may happen with materials in a 
hostile fusion environment. This, in turn, allows 
definition of actions “how” to deal with problems and 
reach solutions. It certainly still requires substantial 
funding but also a lot of invention. In that sense, fusion-
related material research is an attractive and long-term 
field for a generation of young scientists and nuclear 
engineers.  

REFERENCES 
 
1. G. Federici et al., “Plasma-Material Interactions in 

Current Tokamaks and their Implications for Next 
Step Fusion Reactors”, Nucl. Fusion, 41, 1967 
(2001). 

2. W. O. Hofer and J. Roth (Eds), Physical Processes 
of the Interaction of Fusion Plasmas with Solids, 
Academic Press, New York (1996).  

3. A. Loarte, “Implications of the Use of Carbon-
Based Plasma Facing Components in Next Step 
Fusion Devices”, Phys. Scr., T111, 13 (2004). 

4. J. Linke, “Plasma Facing Materials and Components 
Future Fusion Devices: Development, 
Characterisation and Performance under Fusion 
Specific Loading Conditions”, Phys. Scr., T123, 45 
(2006) and These proceedings. 

5. Progress in the ITER Physics Basis, Nucl. Fusion, 
47 (2007) (also: www.iter.org). 

6. R.A. Pitts et al., “Status and Physics Basis of the 
ITER Divertor”, Phys. Scr.  T138, 014001 (2010). 

7. U. Samm, “Plasma – Wall Interaction”, These 
proceedings. 

8. R.A. Pitts, “A Full Tungsten Divertor for ITER: 
Physics Issues and Design Status”, J. Nucl. Mater., 
438, S48 (2013). 

9. G. F. Matthews et al. “Overview of the ITER-Like 
Wall Project”, Phys. Scr., T128, 137 (2007). 

10. G.F. Matthews et al., “The JET ITER-Like Wall – 
Status and Experimental programme”, Phys. Scr., 
T145, 014001 (2011).  

11. Ph. Mertens at al., “Detailed Design of a Solid 
Tungsten Divertor at JET”, Phys. Scr., T145, 
014002 (2011).  

12. G.F. Matthews, “Plasma Operation with an All 
Metal First Wall: Comparison of an ITER-Like Wall 
and a Carbon Wall in JET”, J. Nucl. Mater., 438, S2 
(2013). 

13. E. E. Bloom, “The Challenge of Developing 
Structural Materials for Fusion Power Systems”, J. 
Nucl. Mater., 258-263, 7 (1998). 

14. T. Yano et al, “Physical Property Change of 
Neutron Irradiated CVD-diamond, Silicon and 
Silicon Carbide”, J. Nucl. Mater., 307-311, 1102 
(2002). 

15. M. Decréton, T. Shikama and E. Hodgson, 
“Performance of Functional Materials and 
Components in a Fusion Reactor: the Issue of 
Radiation Effects in Ceramics and Glass Materials 
for Diagnostics”, J. Nucl. Mater., 329-333, 125 
(2004). 

16. J. P. Coad et al., “The Amount and Distribution of 
Deuterium Retained in the JET Divertor after the C 
and Be Phases”, J. Nucl. Mater,. 241-243, 408 
(1997). 

17. M. Rubel et al., “Beryllium and Carbon Films in 
JET following D-T Operation”, J. Nucl. Mater., 
313-316, 323 (2003). 

18. B. Emmoth, M. Rubel and E. Franconi, “Deep 
Penetration of Deuterium in Carbon-Based 
Substrates”, Nucl. Fusion, 30, 1140 (1990). 

19. V. K. Alimov and J. Roth, “Hydrogen isotope 
retention in plasma-facing materials: review of 
recent experimental results”, Phys. Scr., T128, 6 
(2007). 

20. A. Kreter et al., “Deuterium Retention in Different 
Carbon Materials Exposed at TEXTOR“, J. Physics 
Conf. Series, 100, 062024 (2008). 

21. V. Philipps et al., “Erosion and Re-deposition of 
Wall Material in Controlled Fusion Devices”, 
Vacuum, 67, 399 (2002). 

22. A. von Keudell et al., “Surface Loss Probabilities of 
Hydrocarbon Radicals on Amorphous Hydrogenated 
Carbon Film Surfaces”, Nucl. Fusion, 39, 1451 
(1999). 

23. M. Rubel et al., “Analysis and Oxidation of Thick 
Deposits on TEXTOR Plasma Facing Components”, 
J. Nucl. Mater., 266-269, 1185 (1999). 

288



24. C.H. Skinner et al., “Plasma Wall Interaction and 
Tritium Retention in TFTR”, J. Nucl. Mater., 241-
243, 214 (1997). 

25. B. Landkammer et al.,”Erosion of Thin 
Hydrogenated Carbon Films in Oxygen, 
Oxygen/Hydrogen and Water Plasmas”, J. Nucl. 
Mater. 264, 148 (1999). 

26. C. H. Skinner et al., ”Thermal Response of Tritiated 
Co-deposits from JET and TFTR to Transient Heat 
Pulses”, Phys. Scr., T103, 34 (2003). 

27. D. Ivanova et al., “Laser-based and Thermal 
Methods for Fuel Removal and Cleaning of Plasma-
Facing Components”, J. Nucl. Mater., 415, S801 
(2011). 

28. D. Stork (Ed.), Technical Aspects of Deuterium-
Tritium Operation at JET, (special issue) Fusion 
Eng. Des., 47, (1999). 

29. M. Rubel et al., “Fuel Removal from Plasma-Facing 
Components by Oxidation-Assisted Technique. An 
Overview of surface morphology after oxidation”, J. 
Nucl. Mater., 363-365, 877 (2007). 

30. A. Widdowson et al., “Efficacy of photon cleaning 
of JET divertor tiles” J. Nucl. Mater., 363-365, 341 
(2007). 

31. M. Rubel et al., “Thick Co-Deposits and Dust in 
Controlled Fusion Devices with Carbon Walls: Fuel 
Inventory and Growth Rate of Co-Deposited 
Layers”, Phys. Scr., T103, 20 (2003). 

32. M. Rubel et al., “Dust Particles in Controlled Fusion 
Devices”, Nucl. Fusion, 41, 1087 (2001). 

33. J. Winter and G. Gebauer, “Dust in Magnetic 
Confinement Devices and its Impact on Plasma 
Operation”, J. Nucl. Mater., 266-269, 228 (1999).  

34. V. Rohde et al., “Dust Investigations at ASDEX 
Upgrade”Phys. Scr., T138, 014024 (2009). 

35. D. Ivanova et al., “Survey of Dust Formed in the 
TEXTOR Tokamak: Structure and Fuel Retention”, 
Phys. Scr., T138, 014025 (2009). 

36. G. Counsell and C.H. Wu, “In-situ Detection and 
Removal of Carbon Debris – a Challenge for the 
Next Step Fusion Device”, Phys. Scr., T91, 70 
(2001). 

37. M. Rubel et al., “Overview of Co-deposition and 
Fuel Inventory in Castellated Divertor Structures at 
JET”, J. Nucl. Mater., 367-370, 1432 (2007). 

38. G. Counsell et al., “Tritium Retention in Next Step 
Devices and Requirement for Mitigation and 
Tritium Removal Techniques”, Plasma Phys. 
Control. Fusion, 48, B189 (2006). 

39. R. A. Johnson and A. N. Orlov (Eds), Physics of 
Radiation Effects in Crystals, Modern Problems in 
Condensed Matter Sciences, Vol. 13, Noth-Holland, 
Amsterdam (1986). 

40. H. Ullmaier, Contributions to High-Temperature 
Plasma Physics, K. H. Spatschek and J. Ulenbusch 

(Eds), Chap. 3,  p. 201, Akademie Verlag, Berlin 
(1994). 

41. H. S. Plendl (Ed.), Nuclear Transmutation Methods 
and Technologies, North-Holland, Amsterdam 1998.   
(also : www.chemistrycoach.com/nuclearchem.htm) 

42. T. D. Burchell, “Radiation Damage in Carbon-
Carbon Composites”, Phys. Scr., T64, 17 (1996). 

43. Proc. 8th Int. Conf. on Fusion Reactor Materials 
(ICFRM-8), Sendai, Japan, October, 1997, J. Nucl. 
Mater., 258-263 (1998), Section 7, pp. 1798-1919.  

44. L. Giancarli et al., “Breeding Blanket Modules 
Testing in ITER: An International Programme on 
the Way to DEMO”, Fusion Eng. Des., 81, 393 
(2006). 

45. Y. Poitevin et al., “The Test Blanket Modules 
Project in Europe”, Fusion Eng. Des., 82, 2164 
(2007).  

46. A. R. Raffray et al., “Breeding Blanket Concepts for 
Fusion and Material Requirements”, J. Nucl. Mater., 
307-311, 21(2002).  

47. J. L. Anderson and P. LaMarche, “Tritium Activities 
in the United States”, Fusion Technol., 28, 479 
(1995). 

48. D.K. Murdoch et al., “ITER Fuel Cycle 
Development”, Fusion Sci. Technol., 48, 3 (2005). 

49. A. Rolfe, “Remote handling on fusion experiments”, 
Fusion Eng. Des., 36, 91 (1997). 

50. A. Möslang et al., “Suitability and Feasibility of the 
International Fusion Materials Irradiation Facility 
(IFMIF) for Fusion Materials Studies”, Nucl. 
Fusion, 40, 619 (2000) 619 (also: www.fzk.de and 
http://insdell.tokai.jaeri.go.jp/IFMIFHOME/ifmif_h
ome_e.html). 

51. Proc. Int. Conf. on Fusion Reactor Materials 
(ICFRM), J. Nucl. Mater., 133-134 (1985), 141-143 
(1986), 155-157 (1988), 179-181 (1991), 212-215 
(1994), 258-263 (1998), 283-287 (2000), 307-311 
(2002), 329-333 (2004), 367-370 (2007), 386-399 
(2009). 

52. Proc. 15th Int. Conference on Fusion Reactor 
Materials (ICFRM-15), Fusion Sci. Technol., 62, 
(2012). 

 
 

289



PLASMA HEATING IN PRESENT-DAY AND FUTURE FUSION MACHINES

Yevgen Kazakov, Dirk Van Eester, and Jef Ongena

Laboratory for Plasma Physics, LPP-ERM/KMS,

EUROfusion Consortium Member, Brussels, Belgium

ABSTRACT

A fusion reactor requires plasma pre-heating before
the rate of deuterium-tritium fusion reactions
becomes significant. Ohmic heating due to the
toroidal plasma current that flows in tokamak plasmas
allows to reach temperatures of several keV only.
In this lecture we provide a short overview of the
two main auxiliary heating systems relevant for
fusion machines: an injection of high-energy neutral
particles and radiofrequency plasma heating.

I. INTRODUCTION

The energy balance for a fusion reactor implies
that the energy losses are compensated by the plasma
heating due to fusion-born alpha particles. The
fusion rate is a strong function of plasma temperature
and at low temperatures is negligible. Hence,
plasma pre-heating is required before a positive power
balance can be reached in a fusion machine.

A fusion triple product, which characterizes the
performance of a fusion device, is minimized at
plasma temperature T ≈ 15 keV. The initial heating
in tokamaks comes from the ohmic heating: likewise
an electric current flowing through a metal wire
heats it up, the toroidal plasma current, which is
used in tokamaks for plasma confinement, dissipates
its energy and heats the plasma. However, ohmic
heating allows to reach plasma temperature of a few
keV only [1, 2]. As the plasma temperature increases,
the collisional frequency and the plasma resistivity,
being proportional to ∝ 1/T 3/2, decrease. The
limitations of ohmic heating are discussed in more
detail in a separate lecture by R. Koch and D. Van
Eester [3]. There, it is also shown that raising
the plasma current to increase the ohmic power
PΩ = R I2pl is limited by the necessity to keep the
edge safety factor qedge > 2 for MHD stability of
the plasma. Note that for stellarators the confining
magnetic field is solely produced by the external
magnetic coils and the plasma current is so low that
ohmic heating is negligible.

There are two main methods for heating fusion
plasmas. The first technique is based on injecting the
beam of high-energy neutral particles to the plasma
(NBI). As the beam particles are ionized in the

plasma, they transfer their energy to bulk ions and
electrons via Coulomb collisions. The second method
relies on launching electromagnetic waves into the
plasma and providing proper conditions for strong
localized wave damping by ions and/or electrons.
Due to the inhomogeneity of the confining magnetic
field in toroidal plasmas, the position of the power
deposition for radiofrequency (RF) heating can be
controlled externally, e.g., by a choice of the wave
frequency. The supported by plasmas resonant wave
frequencies will be identified below, using a simplified
– yet, good as a first approximation – cold-plasma
approach.

There are numerous applications of NBI and
RF systems beyond heating itself. Tokamaks
are inherently pulsed machines, and driving
non-inductive current with auxiliary heating systems
is essential for maximizing the plasma pulse duration,
a prerequisite condition for economic viability of
tokamaks as fusion reactors. Heating systems are also
routinely used for diagnostics purposes, controlling
impurities and plasma instabilities, optimizing
particle and energy transport, for plasma start-up
and landing, etc.

II. NEUTRAL BEAM INJECTION HEATING

Neutral beam injection has been used as
a working horse for plasma heating in most of
fusion machines. For instance, the world highest
fusion power 16 MW was obtained on JET tokamak
by injecting 22 MW of NBI and 3 MW of ICRF
heating. A strong magnetic field is used for plasma
confinement in magnetic fusion devices, and this
prohibits a direct injection of energetic ions into
the plasma. Whereas injected energetic ions will be
deflected by the magnetic field and can not penetrate
deep into the plasma, neutral particles do not feel
the Lorentz force and will travel along straight-line
trajectories until their ionization by collisions with
the background plasma. The penetration length
for a beam in the plasma – before most of its
power is deposited due to ionization – depends
essentially on the injection beam energy ENBI. As
will be discussed in this section, most of present-day
tokamaks and stellarators operate with beam energies
ENBI ≃ 100 keV, and the application of NBI to
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ITER and next-step devices requires a fundamental
change and an increase of the beam energy by an
order of magnitude up to ENBI ≃ 1 MeV. ENBI

also determines whether a collisional ion or electron
heating dominates due to the slowing down of the
NBI-generated fast ions. Present-day NBI systems
usually provide a high fraction of ion heating, while
for the future machines most of the injected beam
power will be transferred to electrons.

A schematic diagram of NBI system is shown in
Fig. 1. There is no direct way of accelerating neutral
particles to high energies, and one still has to start
with accelerating electrically charged ions, and then
set a dedicated system to convert energetic ions into
energetic neutral particles. Low-energy ion source is
a first step of the NBI system. Beam energies of about
100 keV are sufficient for the machine’s and plasma
parameters of the existing fusion devices, and this
allows using well-established techniques for producing
positive ions. However, ion sources based on a plasma
discharge produce not only the required atomic ions
(e.g., D+), but also a significant fraction of molecular
ions (D+

2 and D+
3 ). The molecular ions will ultimately

dissociate into atoms with one-half and one-third NBI
energies. Such ENBI/2 and ENBI/3 atoms will have
a lower penetration to the plasma and deposit more
heating at the plasma edge, which is not desirable. In
future fusion machines, including ITER, a different
technology for the ion source has to be adopted, and
NBI systems will be based on using negative ion
beams (N-NBI).

Figure 1: Layout of neutral beam injection system
(Courtesy: Ursel Fantz, IPP-Garching).

At the second stage, the ions are accelerated
to the required energy by applying a high DC
voltage. Because a positive electrostatic voltage
will be applied to extract negative ions in N-NBI
systems, there will be no one-half and one-third
beam components present after the extraction. The
accelerated beam current is usually about 50 A, and
one can easily compute the consumed input electrical
power for this part of NBI system by multiplying the
acceleration voltage by the beam current.

After this stage a directed beam of high-energy
ions is formed and it enters the neutralization
chamber, where the conversion of energetic ions into

energetic neutrals occurs. The neutralizer consists of
a simple gas cell, filled with the molecular gas and
open at each end, through which the beam passes.
Normally the gas species for the neutralizer is chosen
the same as for the ion source. The density of the
neutralizing gas is varied to achieve the maximum
efficiency of ion-to-neutral conversion. Figure 2

depicts the maximum neutralization efficiency, η
(max)
neutr.

computed for atomic D and H ion beams as a function
of beam energy. For the same NBI acceleration
energy, the neutralization efficiency of H beams
is lower than for D beams because of the larger
energy per nucleon. As follows from this figure,
the neutralization efficiency for D+ ions at ENBI ≈
100 keV is reasonably good, ≈ 50%, but at higher
beam energies decreases to unacceptably low levels.
In contrast, for negative beams (both for D− and H−)

the neutralization efficiency is much higher, η
(max)
neutr. ≈

60%. This is the reason why using negative ions is the
inevitable choice for neutral beam systems of ITER
and future fusion machines, which will operate at
MeV level.
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Figure 2: Maximum neutralization efficiency for D
and H atomic ion beams as a function of beam energy.

It is quite easy to compute quantitatively the
maximum value of ηneutr. for N-NBI systems. At high
beam energies 200 − 1000 keV/amu, the two most
important reactions occurring in the neutralizer are:
1) a stripping reaction D− + D2 → D0 + D2 + e
(cross-section σ−10), which converts a negative ion
to an energetic neutral; and 2) a competing loss
process due to a re-ionization of the formed neutral
by a collision with background neutrals, D0 + D2 →
D+ + D2 + e (σ01). Also negative ions can be
directly converted to positive ions via a reaction
D− + D2 → D+ + D2 + 2e (cross-section σ−11).
Then, the maximum neutralization efficiency, when
the gas density of the neutralizer is optimized for
D0 generation, is connected to the cross-sections as
follows

η
(max)
neutr. =

σ−10

σ−10 + σ−11
pp/(1−p) ≈ 58%. (1)
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Here, p = σ01/(σ−10 + σ−11) ≈ 0.28 and the first
term σ−10/(σ−10 + σ−11) ≈ 0.95. The tabulated
data for the cross-sections can be found in [4]. For
negative ions the neutralization efficiency at high
beam energies remains nearly constant. At the
exit of the neutralizer, the beam consists of 58% of
high-energy neutrals, and 25% and 17% of positive
and negative ions, respectively.

One should note here that for present-day NBI
systems based on positive ions, the acceleration
energy, beam current and beam power fractions
depend significantly on the ion species used for
injection. Table 1 illustrates this for the NBI
system of the tokamak JET, which consists of two
neutral injector boxes equipped each with up to eight
positive ion neutral injectors (PINIs) [5]. The system
was recently upgraded to increase the total injected
deuterium neutral beam power to at least 34 MW and
to increase the beam pulse length. If operating with
deuterium, the full-energy beam component carries
about 50% of the total NBI power, and for the
hydrogen mode of operation a half-energy component
is the dominant.

Table 1: Measured (D2) and predicted (H2 and
T2) parameters of the JET NBI system after the
completion of recent upgrade [5]. The total power
is computed for two neutral injector boxes equipped
with up to eight PINIs each.

Parameter \ Gas species H2 D2 T2

Max. beam energy (keV) 90 125 118
Max. beam current (A) 50 65 45
Max. power per PINI (MW) 1.0 2.16 2.2
Max. total power (MW) 16.0 34.6 35.2
Predicted beam power

fractions, E0 :E0/2 :E0/3 28:44:28 52:39:9 63:26:11

Since one should avoid of injecting high-energy
positive/negative ions from NBI system to the plasma
(after entering the plasma they will likely deposit
their energy on the neutral beam entrance port),
the next stage of the NBI system is the residual
ion dump. Here, the charged beam components
are filtered out by using the deflection magnets or
the electrostatic field. To increase the wall-plug
efficiency of NBI systems (in present-day machines
it is ≈ 20 − 30% only), for devices following ITER
a possibility of energy recovery (recirculating the
residual negative ions) is explored [6]. In addition,
utilizing photo-detachment or plasma neutralizers to
improve the neutralization efficiency beyond 58%
– maximum for the standard gas neutralizers – is
being actively studied in the context of DEMO
development. The wall-plug efficiency of NBI systems
has to be improved by a factor of two to become
reactor-relevant [6].

After passing the neutralization stage, the
remaining neutral beam either impinges onto the
calorimeter or continues into the duct leading to
a plasma. Adopting a movable calorimeter allows
an off-line commissioning and optimization of the
beam system without plasma operation. Combined
with measurements of the losses in the neutral beam
duct, this also allows the injected NBI power to be
determined independently of the plasma device.

Estimating the required NBI energy

In this subsection, we estimate the required
beam energies as a function of machine’s size and
operational plasma densities, and show why NBI
system for ITER has to provide beams with the
energy of about 1 MeV.

When the neutral beam particles enter the
plasma, there are several processes causing an
ionization of a high-energy neutral in a plasma:
charge exchange, electron and ion impact
ionization in collisions with plasma electrons,
ions and impurities. As the neutral beam
penetrates and is absorbed in the plasma, its
flux exponentially decays with the propagation

distance, I(∆l) = I0 exp[−
∫∆l

0
dl n(~r)σ(~r)], where

∆l is a distance along the beam propagation path.
Assuming a constant density profile n ≈ const, one
can write

I(∆l) = I0e
−∆l/LNBI. (2)

A characteristic distance, at which the initial beam
intensity is attenuated by a factor of e ≈ 2.7 –
further referred to as the beam decay length – is
then LNBI = 1/(nσ). For simplicity, we neglect an
ionization due to electron impact. For E/ANBI ≥
40 keV/amu, the total cross-section for charge
exchange and ion impact is inversely proportional
to the beam energy and can be approximated as
σi+CX(m

2) ≈ 1.8 × 10−18/ [ENBI(keV)/ANBI]. Then,
the beam decay length is given by

LNBI(m)|σ=σCX+σi
≃ ENBI(keV)/ANBI

180ne,20
, (3)

where ne,20 is the plasma density expressed in the
units 1020 m−3.

Let us consider an updated JET NBI system with
125 keV D0 beams as an example. Using a typical
plasma density of ne = 5×1019 m−3, Eq. (3) predicts
LNBI ≈ 0.7 m, which is comparable to the minor
radius of the machine a ≈ 0.9 m. However, such
NBI energies are too low for heating ITER plasmas
(a = 2 m, ne = 1 × 1020 m−3): according to Eq. (3),
at ENBI = 125 keV a decay length will be LNBI ≈
0.35 m (taking into account charge-exchange and ion
impact ionization mechanisms only). A short decay
length (i.e., LNBI ≪ a) is undesirable since most of
the energy is deposited at the outer part of the
plasma volume. As a result, the beam energy has
to be significantly increased for ITER and future
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larger, higher-density fusion machines in order to
allow neutrals to penetrate deeper into the plasma.

R0R0 - a

α

R0 + aR0 – a
R

Tangential injection

Normal injection

∆l1

R0Rtang

2

1

Figure 3: Plan view illustrating a very different beam
propagation length for normal and tangential NBI
injection.

The required NBI energy for ITER can be
estimated as follows (see Fig. 3). In ITER,
the two heating neutral beams will inject beams
tangentially with a tangency radius Rtang = 5.28 m
(Rtang ≈ R0 − a/2), and the third diagnostic beam
is designed for a normal injection [7]. The full
path of the tangential beam through the plasma

is ∆l2 = 2
√
(R0 + a)2 −R2

tang ≈ 12.5 m, and

because of the very long geometrical distance the
shinethrough fraction (amount of NBI power arriving
at the wall) is very small. However, a significant
fraction of beam power is deposited in the outer
shell of the plasma during a relatively short path
of the beam since its entrance to the plasma
(point ‘1’ in Fig. 3) to the point, when it intersects
the flux surface r/a = 0.5 (point ‘2’). This

distance is given by ∆l1 =
√
(R0 + a)2 −R2

tang −
√
(R0 + a/2)2 −R2

tang ≈ 1.4 m. The fraction

of beam power deposited along this path is
pabs ≈ 1− e−∆l1/LNBI , and this sets a limitation
on the acceptable NBI decay length and, hence,
required beam energies. LNBI should be comparable
to ∆l1 or even less in order to reduce the beam
power deposition at the edge. In fact, already at
∆l1/LNBI = 0.7, > 50% of the incident beam
power is deposited within r/a ≥ 0.5 region. For
a fusion device with the ITER-like aspect ratio,
∆l1 can be approximated as

√
aR0/3, and one can

derive an estimate for the required NBI energy
(LNBI & 0.5

√
aR0)

ENBI(keV)|σ=σCX+σi
& 90

√
aR0 ne,20 ANBI. (4)

In Eq. (4), the beam energy is given in keV, and the
machine’s minor and major radii are in meters.

For ITER operating with deuterium beams,
Eq. (4) yields an estimate of ENBI ≈ 600 keV.
Why are then heating NBI systems of ITER
designed for 1 MeV D0 beams? In fact, at high
beam energies (of several hundreds keV or higher)
an additional mechanism – multistep ionization
– produces a substantial increase of the beam
stopping cross-section and this reduces the beam
penetration. As discussed in [8, 9], the multistep
ionization arises from excitation of the beams
and the subsequent ionization of already excited
neutral atoms. The enhancement factor of the
ionization against the single step-processes considered
above, σeff = σ(1 + δ) is theoretically predicted to
increase with the beam energy and the electron
density, δ = δ(ENBI, ne, ...). While an effect of the
multistep ionization is relatively small for present-day
beam systems, an enhancement of the stopping
cross-section by a factor of two was measured
for 350 keV hydrogen beam in JT-60U tokamak
(δ ≈ 0.8 − 1.05), in accordance with theoretical
predictions. A similar enhancement factor is expected
for high-energy deuterium beams in ITER. Then,
Eq. (3) for estimating the beam decay length in
a plasma has to be adopted accordingly to include
the multistep ionization

LNBI(m) ≃ ENBI(keV)/ANBI

180 (1 + δ)ne,20
. (5)

The same multiplication factor (1 + δ) has to
be included to Eq. (4), when estimating the
required beam energies and this correction yields
ENBI ≈ 1 MeV for ITER.

Initially ITER will use two neutral beams for
plasma heating that are designed to inject each
16.5MW of power to the plasma. Operation
with deuterium (1MeV/40A) and hydrogen
(870 keV/46A) will be supported. Note that
whereas tritium has been used with positive ion
based injectors during the D-T experiments on JET
and TFTR tokamaks, a current status of the ITER
NBI design does not consider using tritium due
to the regulations on tritium handling. The third
NBI port in ITER is reserved for the diagnostics
neutral beam that will be installed to support the
charge exchange recombination spectroscopy, which
is an essential diagnostic for the measurement of the
helium-ash density in the core of D-T plasmas. The
diagnostics neutral beam in ITER will use a normal
injection of the hydrogen beam with a much smaller
energy (H−, 100 keV/60 A).

Critical energy

After the ionization of the injected neutral
particles in the plasma, the resulting fast ions are
slowed down by Coulomb collisions with bulk plasma
ions and electrons. A Fokker-Planck description of
the test-particle slowing down is normally adopted
to compute the resulting power deposition. The
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Figure 4: Fraction of the fast ion energy transferred
to bulk ions and to electrons as a function of E0/Ecrit.
The shaded areas highlight regimes relevant for JET

NBI system (E
(D)
0 =125 keV, T = 3 − 7 keV), ITER

N-NBI system (E
(D)
0 = 1 MeV, T = 10−15 keV), and

for fusion-born alpha particles (E
(α)
0 = 3.5 MeV).

corresponding derivation one can find in a lecture [3].
For our discussion it is sufficient to note that whether
the resultant dominant bulk ion or electron heating
occurs, depends on the ratio of the fast-particle
energy to the so-called critical energy, Ecrit defined as

Ecrit = 14.8AfastTe

(
∑

i

XiZ
2
i /Ai

)2/3

, (6)

where Xi = ni/ne are the concentrations of various
ion species in a plasma. A fast ion with the energy
E = Ecrit, transfers instantaneously the same amount
of power to ions and electrons via collisions.

If we consider a slowing down of fast particles
with the initial (birth) energy E0 to thermal
velocities, then the average fraction of the total
energy given up by the fast particles, which goes into
the thermal bulk ions of the plasma, is

pi(E0) =
Ecrit

E0

∫ E0/Ecrit

0

dy

1 + y3/2
. (7)

The fraction of power flowing to electrons is then

pe(E0) = 1− pi(E0). (8)

A plot of pi and pe as a function of E0/Ecrit is shown
in Fig. 4. Note that at E0 = Ecrit about 75% of the
fast ion energy is transferred to the plasma ions, and
an equal total energy transfer to ions and electrons is
reached at E0/Ecrit ≈ 2.4.

It is instructive to illustrate these results with
a few examples. For E

(D)
NBI = 125 keV beam particles

injected to 5 keV deuterium plasma, E0/Ecrit ≈ 1.3
and pi:pe ≈ 2:1. For NBI system relevant for ITER

a much higher beam energy has to be adopted,
as discussed in the previous subsection, and the
ratio E0/Ecrit will be significantly larger than for
the present-day NBI systems. As a result, N-NBI
systems with ENBI ≈ 1 MeV will provide a dominant
electron heating. A similar test-particle slowing down
reasoning applies for fusion-born alpha particles.
Since the birth energy of alpha particles is 3.5 MeV,
this means that their energy loss is mainly due to
collisions with plasma electrons.

III. RADIOFREQUENCY HEATING

Radiofrequency heating is another very efficient
method for increasing fusion plasma temperatures.
Magnetized plasmas have several ‘natural’ resonant
frequencies and support the variety of wave modes.
This results in the existence of many different RF
heating and current drive scenarios. Though RF
heating involves a much more complicated physics
of electromagnetic wave propagation in plasmas and
wave-particle interaction, this, in turn, makes RF
heating much more flexible in terms of external
control of the heating region than for neutral
beams. For example, if the RF heating in the ion
cyclotron range of frequencies (ICRF) is applied,
changing power deposition from dominant ion to
dominant electron can be done by varying the chosen
operational wave frequency or selecting a proper
plasma composition. Furthermore, ICRF is the only
heating method in future fusion machines capable of
providing a significant fraction of bulk ion heating.
On the other hand, heating in the electron cyclotron
range of frequencies (ECRF) is characterized with
a very localized power deposition, and this allows
also to use ECRF as a tool to control the plasma
pressure and current density profiles for the MHD
plasma stability [10]. Lower hybrid (LH) heating
has been actively exploited on different present-day
machines as a very efficient method of non-inductive
current drive.

For ITER, in addition to 33 MW of NBI power,
installing two RF heating systems (ECRH and ICRH)
each providing 20 MW of auxiliary power is foreseen.
A further 40 MW upgrade of the ITER heating mix,
with a possibility of installing lower hybrid heating,
is also considered.

The principle of wave heating is similar for all RF
scenarios. A generator (the type of utilized source is
very different depending on the operating frequency)
sends waves along the transmission line to a launching
structure located at the plasma edge [11]. Then, in
contrast to NBI heating which has no problem of
injecting neutral particles to the plasma, a special
care has to be taken to optimize coupling of RF
power from the launcher to the plasma [12]. Once the
required electromagnetic wave starts its propagation
in the plasma, the focus of the discussion shifts
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towards understanding how to make RF power to
be absorbed at a desired part of the plasma volume,
often preferably close to the plasma center.

It is impossible to cover all aspects of plasma
waves physics in a short lecture note. An interested
reader is referred to lectures [13, 14] for the further
reading, and to books [15, 16] for an in-depth
discussion on plasma waves in magnetized plasmas.
In this lecture note, we will focus only on a single issue
of RF plasma heating: determining resonant wave
frequencies suitable for efficient heating and current
drive.

Cold plasma dielectric tensor

The propagation of electromagnetic waves in an
arbitrarymedium is described by Maxwell’s equations
(cgs system is adopted here)





rot~E = −1

c

∂ ~B

∂t

rot ~B =
1

c

∂ ~E

∂t
+

4π

c
~j.

(9)

Plasma consists of charged particles, ions and
electrons, and it influences the wave propagation
characteristics via the wave induced current density
~j. Depending on the level of complexity of describing
the system, different plasma models can be adopted.
We consider the simplest case, when a cold plasma
is immersed in a constant equilibrium magnetic
field ~B = B0~ez and the wave amplitude is small
such that wave propagation can be treated as a
linearized perturbation for every individual mode
~B∼, ~E∼ ∝ ei(

~k~r−ωt) (ω is the wave frequency and
~k is the wave number). Under these assumptions,
the time derivative and curl operator in Eqs. (9)

can be replaced with ∂/∂t → −iω and rot = i~k×,
respectively.

Cold plasma description allows to use a simple
equation of motion for an ion/electron, d~v/dt =

q ~E/m+(qB0/mc)~v×~ez, to characterize its response
to the electromagnetic field. This equation for the
simplified case considered here can be easily solved,
and the individual velocity components as a function
of RF electric field are given by





vx =
iq

m

ω

ω2 − ω2
c

Ex − q

m

ωc

ω2 − ω2
c

Ey ,

vy =
iq

m

ω

ω2 − ω2
c

Ey +
q

m

ωc

ω2 − ω2
c

Ex,

vz =
iq

mω
Ez ,

(10)

and the cyclotron frequency ωc = qB0/mc has been
introduced. The cyclotron frequency depends on q/m
ratio of a particle, and therefore for electrons it is
about 2000 times larger than for ions. In addition, ωc

includes the sign of a particle’s charge, which reflects
the fact that ions and electrons rotate in the opposite
directions around the confining magnetic field. As

follows from Eq. (10), if B0 6= 0 plasma behaves as
a gyrotropic medium: e.g., vx component is not only
proportional to Ex, but depends also on Ey .

If vi as a function of ~E are known, the current
density can be easily computed ~j =

∑
s=e,i qsns~vs

and formally written as ~j = σ ~E (σ is defined as the
conductivity tensor). The second equation (9) is often
re-written in a simpler form, by combining the two
terms at the right-hand side

rot~B =
1

c

∂ ~E

∂t
+

4π

c
~j =

1

c

∂(ǫ ~E)

∂t
, (11)

and introducing a quantity ǫ, which is called as the
plasma dielectric tensor. The plasma dielectric and

the conductivity tensors are related via ǫ = I +
(4πi/ω)σ.

Then, by introducing the wave refractive index
~n = c~k/ω, Eqs. (9) and (11) can be merged into

a single equation for the RF electric field ~E

~n× (~n× ~E) + ǫ ~E = 0. (12)

In the cold plasma limit, the plasma dielectric
tensor is a function of the imposed wave frequency
(see Eqs. (10)), but is independent of the wave
number. The Stix’s notation for ǫ is commonly
adopted [15]

ǫ = ǫ(ω) =




S −iD 0

+iD S 0
0 0 P



 , (13)

where S(ω) = 1 −
∑

s ω
2
ps/(ω

2 − ω2
cs), D(ω) =∑

s(ωcs/ω)(ω
2
ps/(ω

2 − ω2
cs)), P (ω) = 1−∑s ω

2
ps/ω

2,
and ω2

ps = 4πnsq
2
s/ms is the square of the plasma

frequency.
Equation (12) is a set of three coupled, linear,

homogeneous equations for the three components of
the RF electric field. Requiring non-trivial solutions
to exist, the determinant of these equations must
vanish, and one can obtain the wave dispersion
relation, which defines the refractive index n as
a function of wave frequency ω:

A(ω, θ)n4 −B(ω, θ)n2 + C(ω, θ) = 0, (14)

where θ is an angle between the wave vector and the
confining magnetic field (ky = 0), and the functions
A(ω, θ), B(ω, θ) and C(ω, θ) can be easily derived
(see, e.g., [15]).

Equation (14) is a bi-quadratic, and hence for
any ω there are two – generally different – solutions
n2 = n2

1,2(ω). This means that within the cold
plasma approximation for any wave frequency plasma
supports two different wave modes (with a different
dispersion relation). In hot plasmas, the dielectric

tensor is also a function of the wave number ~k, which
leads to the appearance of extra new modes and
solutions, and makes wave physics more complicated.
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For heating fusion plasmas, the electromagnetic
waves are usually excited to propagate predominantly
perpendicular to the confining magnetic field. For
a simplified limiting case of purely perpendicular
propagation θ = π/2, the wave resonances are
determined by the condition

A(ω, θ = π/2) = S(ω) = 1−
∑

s=e,i

ω2
ps

ω2 − ω2
cs

= 0. (15)

This is a desired equation for computing the resonant
wave frequencies (for a perpendicular, cold plasma
resonance). The solutions of Eq. (15) define the
range of electromagnetic frequencies used for efficient
plasma heating and current drive in fusion plasmas.

Resonant wave frequencies

Before we proceed to finding solutions of Eq. (15),
it is helpful to note that the electron plasma and
electron cyclotron frequencies are comparable in the
core of fusion plasmas (ωpe/ωce ≈ 3

√
ne,20/BT;

BT is the confining magnetic field in Tesla), and the
relation ω2

pi/ω
2
ci ≫ 1 holds for bulk ions. Another

useful identity is ω2
pe/|ωce| =

∑
i ω

2
pi/ωci – this is just

the charge quasi-neutrality re-written in a different
way.

1) ECRF (electron cyclotron range of frequencies),
f ≃ fce ≫ fci.

For this frequency range ions are immobile and
Eq. (15) can be simplified by neglecting the ion
contribution term (≃ ω2

pi/ω
2
ce ∝ me/mi ≪ 1)

S(ω) = 1−
✟✟✟✟✟✟∑

i

ω2
pi

ω2 − ω2
ci

−
ω2
pe

ω2 − ω2
ce

= 0. (16)

This defines the resonant frequency known as the
upper hybrid (UH) resonance

ω2
UH = ω2

ce + ω2
pe. (17)

The word ‘hybrid’ refers here that the resonant
frequency involves both ωce and ωpe. The upper
hybrid frequency is somewhat above ωce. Since
fce ≈ 28× 109BT, ECRF heating requires sources
in the range 100–200GHz. Note that gyrotrons –
sources for ECRF heating – can deliver one or a few
wave frequencies only. For ITER, f = 170 GHz is
selected and the radiofrequency sources for the ECRF
system will be composed of 24 gyrotrons (with 1 MW
unit output).

2) ICRF (ion cyclotron range of frequencies),
f ≃ fci ≪ fce.

For this frequency range, a resonant frequency occurs
when there are two or more ion species present in
a plasma

S(ω) = ✁1−
ω2
p1

ω2 − ω2
c1

−
ω2
p2

ω2 − ω2
c2

−
✚
✚
✚
✚✚ω2

pe

ω2 − ω2
ce

= 0.

(18)
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Figure 5: Location of ion cyclotron resonance layers
in ITER-like plasma for f = 50 MHz (B0 = 5.3 T).

Then, the vacuum and electron contributions are
negligible in comparison with the contributions due
to ion species, which balance each other.

The solution of Eq. (18) is referred to as the
ion-ion hybrid (or Buchsbaum) resonance

ω2
IIH =

ω2
p1ω

2
c2 + ω2

p2ω
2
c1

ω2
p1 + ω2

p2

. (19)

One can show that the ion-ion hybrid resonant
frequency is bounded between the two ion cyclotron
frequencies, min(ωc1, ωc2) < ωIIH < max(ωc1, ωc2).
The most successful ICRF heating scenario – minority
ion heating – relies on wave absorption by a small
fraction of resonant minority ions (e.g, H) in
deuterium majority plasmas (minority and majority
ions should have different q/m). If the concentration
of minority ions is much less than the concentration
of majority ions, then ωIIH ≈ ωc,mino.

Wave absorption by ions occurs in the vicinity of
the ion cyclotron fundamental resonance (ω = ωci)
and harmonic (ω = Nωci, N ≥ 2) layers. The latter
is a finite-Larmor-radius effect and usually requires
significant plasma beta and pre-heating to become
efficient. Since the magnetic field in tokamaks is
inversely proportional to the distance to the torus
axis, B(R) ≃ B0R0/R, the lines of the ion cyclotron
resonance are (almost) vertical lines in (R,Z) plane
and can be determined from the following simple
equation:

RIC

∣∣∣
ω=Nωci

≈ R0 (N × Zi/Ai)
15.2 B0(T)

f(MHz)
(20)

(N = 1 for the fundamental resonance, and N ≥ 2
for harmonic resonances). Figure 5 shows the location
of the ion cyclotron resonances in ITER-like plasma
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for the wave frequency f = 50 MHz (B0 = 5.3 T,
R0 = 6.2 T). Note that the cyclotron resonance of
3He2+ ions is located at R ≈ 6.8 m. It can be easily
shifted to the plasma center for core ion heating by
adopting a different wave frequency f = 54 MHz.

Frequencies used for ICRF heating in present-day
fusion devices usually vary from 20 MHz to about
100 MHz, depending on the central magnetic field
and ion species used for plasma heating. Note that –
unlike gyrotrons – ICRF generators are much more
flexible in varying wave frequency, and at every
device a number of different wave frequencies are
normally available for plasma heating. For instance,
A2 ICRF antennas on JET have been designed to
operate within the frequency range f = 23−55 MHz.
For ITER, the bandwidth f = 40− 55 MHz has been
chosen.

iii) LH (lower hybrid), f = fLH, fci ≪ fLH ≪ fce.

In the intermediate frequency range between the ion
and electron cyclotron frequencies, ωci ≪ ω ≪ ωce,
there exists another solution of Eq. (15):

S(ω) = 1−
∑

i

ω2
pi

ω2 −��ω
2
ci

−
ω2
pe

✚✚ω2 − ω2
ce

= 0. (21)

For this frequency range, one can neglect ω2
ci in

the denominator of the second term and ω2 in the
denominator of the third term. The corresponding
solution of Eq. (21) is known as the lower hybrid
resonance

ω2
LH =

∑
i ω

2
pi

1 + ω2
pe/ω

2
ce

. (22)

If the second term in the denominator of Eq. (22)
is much larger than one (case often relevant for
astrophysical plasmas), then ωLH ≈ √

ωciωce. The
LH heating utilizes the frequency range f ≈ 1−8 GHz
and is mainly used for non-inductive current-drive.

Another important factor, which influences the
wave damping strength, is the wave polarization.
For cyclotron resonance heating, a strong wave
absorption requires a presence of the wave electric
field component, which rotates in the same sense as
ions for ICRF heating, and as electrons for ECRF
heating. In inhomogeneous plasmas (which is the
case for toroidal plasmas since B and ne vary with
the radial coordinate) – in addition to resonant
frequencies – there can be cutoff frequencies (defined
as n(ωcutoff) = 0), where the incoming wave is
partially reflected. Furthermore, plasmas support at
least two different modes at the same wave frequency,
and there are special cases, when one wave mode can
be transformed into another mode with a different
dispersion relation. This phenomenon is called as
mode conversion and has been also actively exploited
for efficient RF heating.

IV. FURTHER READING

This note is complementary to the more detailed
lectures on NBI and fast-particle heating [3], and RF
heating [10, 13] of the CMSS12. A comprehensive
introduction to the physics of plasma heating can be
found in books [1, 2]. Articles [9] and [17, 18] are
focused on a discussion of heating systems of ITER
and JET tokamaks. For an in-depth discussion on
plasma waves, books [15, 16] are recommended.
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ABSTRACT

This lecture addresses, on the basis of elementary
and intuitive treatment, the process of coupling of
electromagnetic power to plasma. Coupling is here
meant in a broad sense. It consists of four different
steps. (i) The first one is the coupling of vacuum elec-
tromagnetic power to plasma waves. An elementary
antenna coupling theory is given. The state of the art
in coupling models and status of comparisons with
experiments are briefly discussed. (ii) The second is
the transfer of plasma wave energy to particle energy.
The resonant processes leading to this transfer are de-
scribed in a heuristic way. (iii) The third one is the
build-up of fast particle populations. It will be out-
lined through a sketch of quasilinear diffusion for the
simple case of Landau damping. (iv) The last step is
the conversion of power through the resonant particle
population to bulk plasma heating by collisions, which
will be briefly addressed.

I. INTRODUCTION

The principle of wave heating is similar for all
schemes and is sketched in Fig.1. The electromagnetic
energy is produced by a generator and sent to the ma-
chine area via transmission lines constituted of coaxial
lines at low frequency and waveguides at higher fre-
quency. At very high frequency optical transmission
is also possible. Some matching circuitry has to be
incorporated in the transmission system in order to
prevent the reflected power to come back to the gen-
erator. The transmission line is connected to some
launching structure (antenna, waveguide,) that will
couple the power inside the machines vacuum cham-
ber. The vacuum wave that exists inside the launch-
ing structure and at the very edge of the plasma is
then converted to a plasma wave that transports elec-
tromagnetic energy to some region inside the plasma
where it will be absorbed. This is the region where
the resonant process occurs. This process accelerates
the population of particles that is in resonance with
the wave, usually a small fraction of the plasma par-
ticles. A slightly or strongly non-maxwellian resonant
population builds up against the restoring force of col-
lisions between this population and the remainder of

the plasma. It is through the latter collisional process
that the bulk of the plasma is heated up. In this pa-
per, we shall not describe the technical parts of the
launching systems, i.e. generators, transmission lines,
matching systems (see lecture by Dumortier [2]), but
shall focus on the physics of power coupling. Let us
first start with the elementary wave theory.

Figure 1: Principle of heating by plasma waves

II. WAVE PROPAGATION IN A PLASMA

The study of plasma waves is a very broad subject
and we will limit ourselves to to the cold-plasma ap-
proximation [1] which is mostly sufficient to describe
the basic propagation properties of the waves used in
plasma heating. Interested readers should consult ref-
erences [8, 9] for an exhaustive description of plasma
waves.

We consider a plasma immersed in a static mag-
netic induction field ~B0. If the wave is considered
as a first-order perturbation with a harmonic space-

time dependence ∼ exp
[
−i(ωt− ~k · ~x)

]
then the cold-

plasma dispersion relation can be written[8]:

D · ~E = ~k ×
(
~k × ~E

)
+
ω2

c2
εεε · ~E = 0 (1)

where ~k is the wave vector, ~E is the wave electric field,
ω is the generator angular frequency and c is the speed
of light. It is sometimes useful to work instead with
the refractive index vector ~n = ~k/k0 where k0 = ω/c
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is the vacuum wave vector. The components of the
cold-plasma dielectric tensor εεε are given by [8]:

εεε =

 ε⊥ iεxy 0
−iεxy ε⊥ 0

0 0 ε‖

 with

ε⊥ = 1−
∑

s

ω2
ps

ω2−ω2
cs

εxy =
∑

s

ω2
psΩcs

(Ω2
cs−ω2)ω

ε‖ = 1−
∑

s

ω2
ps

ω2

(2)
The wave equation is an algebraic homogeneous sys-
tem of 3 equations for the 3 cartesian components of
the electric field. It will have a non vanishing solution
if and only if the determinant of D is zero. This de-
fines the dispersion relation, an implicit relation be-
tween the generator frequency, the parallel and per-
pendicular components of the refractive index vector
~n⊥ and n‖, and the plasma properties (encoded in the

dielectric tensor). The dispersion equation solution
determines all the wave modes which can propagate
in the plasma for a given plasma model. If the static
magnetic induction ~B0 is taken along the z-direction
of a cartesian frame, then, because of the isotropy in
the plane parallel to ~B0, the direction of the perpen-
dicular component of the wave vector ~k⊥ is irrelevant
and can be arbitrarily chosen as x-direction. The dis-
persion equation is then expressed as a bi-quadratic
equation in n⊥ = | ~n⊥|:∣∣∣∣∣∣

ε⊥ − n‖2 iεxy n⊥n ‖
−iεxy ε⊥ − n⊥2 − n‖2 0
n⊥n ‖ 0 ε‖ − n⊥2

∣∣∣∣∣∣ = 0 (3)

We shall generally express its solution as k⊥
2 =

κ(k‖, ω) because k‖ is generally fixed by the launcher
structure. The two roots are often called fast (or
magnetosonic) and slow waves. Their behaviour will
be studied in details in [3, 4] for the various range
of frequencies. For our purpose we simply need to
underline that at some frequencies (corresponding to
specific locations in the plasma) ”something can hap-
pen” ! First, the dielectric tensor becomes singu-
lar each time ω = ωcs. This means that the parti-
cle current becomes infinite for a finite electric field
(wave-particle resonances discussed in sections IV-
C,D, E). The other special frequencies are those for
which k⊥

2 → ∞ and appear when ε⊥ = 0. We speak
about wave resonances and they will be discussed in
section IV-B. In addition, at low frequencies -ion cy-
clotron range of frequencies or below- ε‖ is much larger
than the other elements such that the dispersion equa-
tion reduces to the top left 2X2 determinant (3). This
approximation corresponds to the zero electron mass
limit and leaves only one wave (the fast wave) in the
dispersion. In the ICRH the slow wave is evanescent
almost everywhere in the plasma bulk, and practically
the zero electron mass limit is equivalent to neglect-
ing the parallel component of the electric field. This
can be forced by setting up a screen in front of the
launcher.

III. ELEMENTARY WAVE COUPLING THEORY

A. Types of launcher and coupling

The simplest case is that of electron cyclotron
waves in large machines. In this case, the wave-
length of the vacuum wave λ = 2π/k0 is very small
as compared to the plasma cross-section. The wave is
launched as a propagating wave pencil that will pro-
gressively convert to a plasma wave. Because of the
smallness of the wavelength, the boundary conditions
at the conducting wall of the machine, as well as on the
launching structure, play no explicit role. The wave
can be accurately described in the geometric optics
limit and the only boundary conditions that matter
are the initial launching angle and reflections at the
wall, if any.

If the vacuum wavelength becomes comparable to
the antenna structure, the scale length of variations
of edge plasma parameters or the plasma radius, the
launcher environment and the plasma will affect the
coupling process and a full boundary-value problem
has to be solved to describe it. Such is usually the case
of Alfvén wave, ion cyclotron, or lower hybrid wave
launchers in medium or large-size machines. But this
may also be the case of electron cyclotron launchers
in low-field, small machines.

We shall now introduce coupling theory, on the
basis of the simplest model. More sophisticated the-
ories rest on similar principles but include more of a
realistic geometry.

B. Coupling model

We consider the simplest case of an antenna fac-
ing a large plasma such that the plasma looks nearly
uniform in the toroidal (z) and poloidal (y) directions
(Fig.2). In the radial direction x the plasma is usually
non-uniform, and this is taken into account in stan-
dard coupling models, but here, in order to simplify
the algebra, we consider a step model. The density
is zero for x < 0 and constant density for x posi-
tive. The influence of a realistic density profile was
studied in [30]: the cut-off position and the density
gradient were shown to have a primary importance
in the assessment of an antenna coupling capabilities,
but these considerations are out of the scope of the
present introduction. We assume that the absorption
is good and hence, there is no reflected wave. This is
the so-called single-pass approximation. In addition,
we shall also assume that the system is invariant in
the y-direction (which implies in particular that the
antenna is infinite) and neglect propagation in the y-
direction (ky = 0). Next, we have to choose a model
for the plasma waves. To be specific, we choose the
case of coupling in the ion cyclotron frequency range
(ICRF). The slow wave being evanescent in the plasma
bulk, we shall consider only coupling to the fast mag-
netosonic wave (FW). As the FW equations will be
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needed later on, we first derive them, starting from
the cold wave theory.

Figure 2: 2-D slab coupling model. The plasma is
uniform in the y (poloidal) and z (toroidal) directions.
The width of the antenna is 2wz, the distance between
the antenna and the plasma is a and the distance be-
tween the antenna and the wall is d.

C. The fast magnetosonic wave equation

We write the full cold-plasma dispersion relation
in terms of the parallel (n‖ = n sin θ) and perpendicu-
lar (n⊥ = N cos θ) components of the refractive index

n‖ =
k‖

k0
;n⊥ =

−i
k0

d

dx
(4)

We keep to n⊥ its operator meaning because x is the
direction of inhomogeneity. In the parallel direction,
the plasma is homogeneous and we use the Fourier
transformed form. The dispersion equation (3) de-
rived previously can be used and we take the zero
electron mass limit to uncoupling the FW. This limit
implies that the parallel electric field cannot penetrate
the plasma, i.e. that the evanescence length of the
slow wave is zero. Eq. (1) can be recast to

k⊥,FW
2Ey = −i

(
d

dx
+ µky

)
(ωBz) (5a)

k⊥,FW
2Ex = −

(
ky + µ

d

dx

)
(ωBz) (5b)

iωBz =
d

dx
Ey − ikyEx (5c)

with µ = εxyk0
2/u, u = k0

2ε⊥ − k‖2 and k⊥,FW
2 =

u
(
1− µ2

)
. The other components of the FW field

follow from Maxwell’s equation iω ~B = ~∇ × ~E (with
Ez = 0):

Bx =
−k‖
ω Ey; By =

k‖
ω Ex (6)

Finally, taking the limit ky → 0 and eliminating Bz

from (5a)-(5c), we obtain the FW equation:

d2Ey

dx2
+ k⊥,FW

2Ey = 0 (7)

D. The Plasma surface impedance

For a uniform plasma, the wave equation (7) has
constant coefficient and the solutions are simply ex-
ponential. The single-pass approximation allows us to
impose at z →∞ a radiating boundary condition and
the wave solution in the plasma can be written:

Ey = CIII exp (ik⊥,FWx) (8)

where CIII is a constant (relative to region III in Fig.
2) to be determined. Eq. (6) then gives the Hz field
component:

Bz =
k⊥,FW

ω
Ey (9)

The field in the plasma is thus known up to a multi-
plicative constant. Tangential field components being
continuous at the plasma-vacuum interface (II-III),
their ratio is also continuous. This quantity is known
as the surface impedance of the plasma ZS

ZS =
Ey

ωBz
=

1

k⊥,FW
(10)

We express the continuity of this quantity at x = 0 as

[[ZS ]]0 = ZS(0+)− ZS(0−) = 0 (11)

In the general case where all field components are to be
considered, the equivalent of (10) is a vector relation
and ZS is the surface impedance matrix:(

Ey

Ez

)
= ZS

(
ωBy

ωBz

)
(12)

E. Fields in the vacuum region I-II

Equipped with this boundary condition, the vac-
uum problem can be solved on its own. The plasma
properties will enter its solution only via the quantity
ZS and the vacuum solution is therefore formally in-
dependent of the particular plasma model considered.
The general electromagnetic field in vacuum can be
decomposed into its TE (transverse electric) and TM
(transverse magnetic) parts with respect to a given
direction, here z. Maxwell’s equations then appear in
the form:

(
Bx

Ey

)
=

1

k0
2 − k‖2

(
−iω/c2 ik‖
ik‖ −iω

)(
ikyEz

dBz/dx

)
(13a)(

Ex

By

)
=

1

k0
2 − k‖2

(
−iω ik‖
−ik‖ iω/c2

)(
−ikyBz

dEz/dx

)
(13b)

d2

dx2

(
Ez

Bz

)
=
(
ky

2 + k‖
2 − k0

2
)( Ez

Bz

)
(14)

From this it can be seen that the problem can be
solved independently for Ez and Bz. The TM part
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of the field, which has a longitudinal (along z) ~E com-
ponent does not couple to the plasma waves because
Ez = 0 in the plasma (see section II). Therefore, for
the simplified problem considered here, we can retain
the TE mode alone and ignore the field components
deriving from Ez.The solution for the two vacuum re-
gions is elementary:

Region I: Bz = AI cosh k‖x+BI sinh k‖x (15a)

Region II: Bz = AII cosh k‖x+BII sinh k‖x (15b)

where the A’s and the B’s are constants to be deter-
mined by the following boundary conditions:

• At the metallic wall x = −d: Ey = 0 (16a)

• The antenna is represented by an infinitely thin
current sheet of finite width w and infinite length.
This gives rise to a jump condition on the tangen-
tial magnetic field: [[Bz]]0 = −µ0jy (16b)

• and a continuity condition [[Ey]]0 = 0 (16c)

• At the plasma surface, x = 0: [[Zs]]a = 0 (16d)

These conditions are sufficient to determine the 4 con-
stants in (15a) and (15b). In particular, this gives the
relation between all field components and their source,
the current density at the antenna jy [12].

There is one additional condition, the continuity
of Ey (or Bz) at x = a that was not necessary to solve
the vacuum problem. It can be used to determine CIII

in Eq. (8) as all field quantities in the vacuum region
are now known.

F. Poynting’s theorem and antenna radiation

Let us consider in the vacuum region I-II an ar-
bitrary volume containing the antenna. Starting from
Maxwells equations, one can easily write down Poynt-
ing’s theorem [7] from which we get the complex ra-
diated power in region II for an antenna current ~jA:

P = −1

2

∫
V

~E · ~jAdV (17)

On the r.h.s. appears the work done by the elec-
tric field on the antenna current. Strictly speaking,
it should be zero because the antenna is a metallic
conductor on which the tangential electric field should
vanish. It is non-zero because the current distribution
on the antenna has been assumed rather than self-
consistently computed. This is known as the induced
e.m.f. method. Though it may appear rough, this
method usually gives good results if the assumed cur-
rent is a reasonable guess of the exact one. In more
sophisticated computations[16, 22], the current distri-
bution on the antenna is self-consistently determined.
A theory completely similar to the above one can
be done for waveguide[16] or aperture launchers. In
these cases, the incoming wave field distribution on the
aperture is given and the field reflected by the plasma

and surrounding structures is the result of the compu-
tation. Alternatively, the above formalism can be ap-
plied without changes if the aperture boundary condi-
tion is expressed as an equivalent current density[25].
It is to be observed that the quantity on the r.h.s. of
Eq.(17) has both a real and an imaginary part. The
real part is the power radiated by the antenna, while
the imaginary part is related to the reactive proper-
ties of the antenna, as we will see. We can compute
the former for our simplified model. First we rewrite
Poyntings theorem (17) in terms of the k‖ field spec-
trum using Parseval’s relation:

P = −1

2

∫
V

Eyjy
∗dV = − 1

4π

∫ ∞
−∞

Ey(k‖)jy(k‖)dk‖

(18)
The Fourier spectrum of the electric field Ey(k‖) is
evaluated in region II, in front of the strap (x = 0)
and is given by:

Ey(k‖) = ωµ0(g2 − ih2)jy(k‖) (19a)

with

g2−ih2 =
i sinh k‖d

k‖

sinh k‖a− iZS cosh k‖a

sinh k‖(a+ d)− iZS cosh k‖(a+ d)
(19b)

The antenna radiation spectrum can be obtained from
the Poynting theorem and taking the real part of it

<(P ) = −ωµ0

4π

∫
V

g2 |jy|2 dk‖ (20)

If we take the limit d→∞

<(P ) ∼ −ωµ0

4π

∫
V

k⊥

k⊥
2 + k‖

2 e
−2|k‖|a |jy|2 dk‖ (21)

This expression highlights one of the fundamental
challenges of low frequency wave heating, namely the
fact that ingoing waves undergo a strong evanescence
in the vacuum layer between the antenna and the
plasma and are furthermore confronted on their path
to the plasma bulk with brutal refractive index change,
leading to a strong reflection at plasma vacuum inter-
face. The k‖ spectrum of a given launcher is mostly
determined by the geometry of the launcher. For
a simple radiating strap of width w it is given by
k‖ ∼ π/w. Therefore the radiated power will decay
as exp(−2πa/w). This provides a simple rule to es-
timate the evanescence of the field launched by the
antenna in vacuum. If the launcher is made of an
array of identical elements spaced by Lz < w in the
toroidal direction and excited with a phase difference
∆Φ, then the typical parallel wave vector must be
taken as k‖a = ∆Φ/Lz. Evanescence will then be
stronger than in the previous case of an unphased
structure. One could think that working with an an-
tenna spectrum peaking at k‖ = 0 (monopole phasing)
could solve this problem. Actually realistic plasma
surface spectra displays large contributions occurring
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for k‖ < k0, but they are due to coaxial & surface
modes[14]. The coaxial modes correspond to TEM/z
or TE/z electromagnetic waves propagating between
the tokamak wall and the plasma column, which plays
the role of a lossy metal wall. These modes lead to
power deposition in the SOL and wall region.

G. Antenna coupling properties

The structure of the antenna modelled in the
present exercise is basically that of a strip-line, i.e. a
conductor running above an infinite conducting plane.
The field in such a strip line is known to have a TEM
(transverse electro-magnetic) structure, like a coaxial
transmission line. A TEM field has the property that
the electric and magnetic field structure in the trans-
mission line cross-section is the same as that respec-
tively of the electrostatic and magnetostatic field it
can sustain. Therefore, the antenna properties can be
computed in the electrostatic and magnetostatic lim-
its and used as in transmission line theory. We shall
recast the results obtained above in terms of strip line
characteristics. This formalism is often used in prac-
tice to represent properties of real ICRF antennas,
which structure is indeed close to that of strip lines.
The radiation impedance ZA of the antenna can be
obtained by equating the power flow to the same ex-
pression for a transmission line:

−1

2

∫
V

~E · ~jAdV =
1

2
(R+ iX) I2 (22)

where I is the total current flowing on the antenna,
R and X = −ωL being respectively the specific input
resistance and reactance of the line, and L being the
specific inductance. From the spectral form of Poynt-
ing’s theorem (17) we obtain:

1

2
(R− iωL) I2 = − 1

4π

∫ ∞
−∞

Ey(k‖)jA(k‖)dk‖ (23)

The previous equality constitutes the definition of the
two quantities R and L in the present antenna model.
The plasma enters their definition only through the
functions g2 and h2 (19b). No equivalent capacitance
C appears in Eq.(23) because we have dropped the
TM part of the field. It can however easily be obtained
by solving the TM vacuum field equations with the
boundary condition Ey = 0 at the plasma x = 0.
The three constants R, L, C completely determine
the properties of the transmission-line equivalent to
the antenna[11, 12] and are of primary interest for the
design of the transmission and matching system[2].

H. Radiated field

Using the additional boundary condition at the
plasma-vacuum interface, i.e. continuity of Ey, the
field in the plasma can also be computed and used to
determine the properties of the radiated far field [15].
In Fig. 3, the far field Poynting flux distribution over
constant phase surfaces is shown for a phased antenna

array in an ITER-like plasma. As the Poynting flux is
the RF power flux, this shows how phasing, by sending
the power at different parallel wave numbers sends it
in different spatial directions as well.

Figure 3: Distribution of the Poynting vector in the
far-field region for three different phase differences Φ
between successive straps of a 4-strap antenna array.
From[15].

I. State of the art

The theory presented in the previous sections is as
we said simple: it neglects feeders, poloidal antenna
inhomogeneity and plasma density profile. These
limitations were assessed in [12, 13] notably, and it
appears that such a simple model can fairly repro-
duce most of the coupling properties of more realis-
tic antenna models. Nevertheless the rigorous self-
consistent solution of the full boundary-values prob-
lem is a formidable task that can only be tackled
with numerical codes. A review of the early devel-
opment of sophisticated coupling codes can be found
in the review[21] to which one must add reference
to the RANT-3D code[20] describing coupling of re-
cessed antennas to plasma. Both in ICANT[22] and
in TOPICA[25] detailed current distributions are now
computed over all antenna parts. In parallel to the
development of these plasma coupling codes, sophis-
ticated commercial codes have been used to compute
and optimise the reactive properties of antennas in
vacuum or in the presence of a dielectric[23, 26, 29].
In this process, it was shown that an adequately cho-
sen dielectric can to some extent simulate coupling to
a plasma[26]. Antenna models have been compared
with success to experimental results in a number of
cases, both in the ICRF[20, 25, 17, 18, 27] and Lower
Hybrid range[19] and are used to predict the perfor-
mance of ITER antennas[28, 29].
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IV. POWER COUPLING FROM WAVES TO PAR-
TICLES

A. Absorption mechanisms

Once the wave has been launched in the plasma,
one could think that it can be damped simply because
the accelerated particles experience a drag due to col-
lisions. This is in general not the case. In the bulk of
a hot plasma, e.g. Te ' Ti = 5 keV, n = 5 1019 m−3
the collision frequency is

ν = 2.9 10−12n ln Λ T−3/2 = 20 kHz (24)

In electromagnetic theory the ratio ν/ω, (ω = 2πf) is
characteristic of the importance of dissipative effects
due to collisions with respect to reactive, i.e. wave
oscillation, energy. For small values of ν/ω, the mo-
tion is almost dissipation-less and huge fields and large
perturbations in the particle motion are necessary if
any significant amount of energy is to be damped in
the plasma. Equation (24) implies that, at frequen-
cies in the MHz range or higher, direct dissipation of
the wave by collisions will be negligible. In order to
magnify collisional absorption one has recourse to res-
onances. Under resonance conditions, a small excita-
tion will create either a huge response in the particle’s
motion (wave-particle resonance) or large wave-field
build-up (wave resonance). In Fig.1 the ”absorption
zone” is the region where such a resonance takes place
(the shape is of course only symbolic).

B. Wave resonances

Assuming that k‖ is for the essential determined
by the antenna system, and thus fixed, we shall char-
acterise the resonance by k⊥ → ∞. An example of
wave resonance is that of the fast wave, Eq.(7), when
u = k0

2ε⊥ − k‖2 = 0. We notice that, as we proceed
from the plasma edge to the plasma inside, e.g. along
the major radius direction (x), ε⊥ will vary because
both the magnetic field and the plasma density vary.
If the resonance is isolated from the cut-off, the wave
is absorbed at resonance [8].Typically we have both
a cut-off and a resonance in the plasma, with a re-
gio between them where the wave is evanescent. If
the distance between cut-off and resonance is not too
large, it is possible for part of the wave energy to tun-
nel through the evanescent region. This back-to-back
resonance and cut-off (assumed located at x = 0) can
be described by a simple wavenumber dependence of
the form

k⊥,FW = k∞
2 − α

x
≡ K2(x) (25)

with α a positive constant. Eq.(25) is often called
Budden equation [10, 8]. Except in the vicinity of x =
0, the wave is propagating with constant k⊥ ' ±k∞.
If the wave approaches the resonance from the left,
it will slow-down more and more (its group velocity

Figure 4: Wave-particle resonances: (a) Landau inter-
action; (b) cyclotron resonance

goes to zero) and come to rest at x = 0. In this sim-
ple WKB picture, all wave fronts coming from the left
pile-up at the resonance leading to a large increase in
wave amplitude. In addition, as the wave field oscil-
lates a large number of times before propagating any
significant amount of distance toward the resonance,
it is obvious that the effects of any damping mecha-
nism will be considerably magnified in the vicinity of
the resonance. A detailed integration of (25) in the
complex plane shows that the power is constant for
x 6= 0 and jumps abruptly at the crossing of the res-
onance. In the case of a cold or maxwellian plasma
the jump correspond to a decrease in power, i.e. to
wave energy absorption (by the plasma). This will
be shown explicitly for the case of the ion-ion hybrid
in a subsequent lecture [3]. Power is thus absorbed
at the resonance notwithstanding the fact that no ab-
sorption mechanism was explicitly considered in the
original equation (7).

C. Wave-particle resonances - Landau damping

Wave-particle resonances appear as resonant de-
nominators in the integrand of the expression of the ki-
netic dielectric tensor[5]. Physically, they result from
the fact that, in their reference frame, particles see a
constant electric field and are therefore uniformly ac-
celerated. Such a singular phenomenon can appear
only in an approximate treatment of the problem,
namely in the linearised approximation. For exam-
ple let us consider, as in Fig.4-(a), a particle moving
at the constant velocity v in an electric field directed
along v and propagating at the phase velocity ω/k.
The equations of motion of this particle are

m
dv

dt
= ZeE cos(kv − ωt); dx

dt
= v (26)

When we linearise the problem (v ' v0 +v1) we arrive
at the equation of motion

dv1

dt
=
ZeE

m
cos [(kv0 − ω)t+ kx0] (27)

where we have used in the expression for the field the
unperturbed particle motion x = x0 + v0t. The per-
turbed velocity v1 is oscillatory and there is no energy
exchange between the particles and the wave as long
as they have a different zero-order velocity v 6= ω/k.
But if they have the same velocity, the particle sees a
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constant electric field and is uniformly accelerated:

v1 =
ZeE

m
cos(kx0)t (28)

An alternative way of looking at the same phe-
nomenon is the Fourier transform approach, which
here reduces to looking only at the periodic solutions
of the problem:

v1 =
ZeE

m

ei(kv0−ω)t

i(kv0 − ω)
(29)

It can be seen that the singularity in the spectrum ap-
pearing at the resonance corresponds to the secular-
ity (∼t) in the time-representation. The correspond-
ing absorption is known as Landau damping and the
condition v = ω/k is called the resonance condition.
Whether the particle will be continuously accelerated
or decelerated depends on the phase of the wave at
the initial particles position kx0. To see if globally the
power will go from the wave to the particles or vice
versa, we have to make an average of the energy incre-
ment over initial phases and over the initial particle
distribution function[24], which leads to the classical
Laudau’s formula:

dW

dt
≈ −πωZ

2e2E2

2mk|k|
f ′(

ω

k
) (30)

We see that damping rate is proportional to the slope
of the unperturbed velocity distribution function at
the phase velocity of the wave. Landau’s formula (30)
shows that power is transferred from the waves to
the particles if there are more particles slower than
the waves than faster ones. This is the case for a
maxwellian. In the other case energy will go from
the particles to the wave, which will be amplified,
leading to instability (this process is sometimes called
”inverse Landau damping”). A distribution function
monotonous and decreasing constitutes therefore a
dissipative medium in the absence of collisions.

D. Wave-particle resonances - Transit time mag-
netic pumping

Another frequently quoted non-collisional absorp-
tion mechanism is transit time magnetic pumping or
TTMP. It is similar to Landau damping, except that it
is due to a propagating magnetic rather than electric-
wave modulation B1 = δB cos(kx − ωt) superposed
on the static field B0. This modulation gives rise to
the perpendicular force µ∇B acting on the particles
magnetic moment µ, according to the equation for the
motion along the magnetic field lines:

m
dv

dt
= −µ∇B (31)

which is similar to Eq.(26).

E. Wave-particle resonances - Cyclotron damping

Another type of wave-particle resonance is the cy-
clotron resonance (Fig.4-(b)). Assume that the par-
ticle is rotating at the cyclotron frequency θ = ωct
and that we apply a rotating electric field at the same
frequency ω = ωc with a component along the parti-
cle velocity v: the particles perpendicular energy will
increase linearly with time. This mechanism will be
discussed in details in [3].

This very sketchy analysis puts into light a weak-
ness of the linearised approach. Indeed what will hap-
pen in reality is not that uniform acceleration will
take place indefinitely but rather that the accelerated
particle will escape the resonant condition and thence
terminate the resonant process. Resonant absorption
can only continue if, once this particle has left the
interaction area, it is replaced by a fresh one that
can continue the resonant interaction. In terms of
distribution functions, this means that the wave will
produce velocity diffusion such as to empty the inter-
action region from particles, which in practice means
a flattening of the distribution function in the inter-
action zone. Once the distribution is flat the inter-
action has stopped. Collisions or other processes like
stochasticity counteract this tendency by restoring the
gradients. If the latter processes are strong, the dis-
tribution function can remain maxwellian, however,
generally speaking, the distribution function of a par-
ticle population heated by a resonance process is not
maxwellian.

V. QUASILINEAR DIFFUSION AND TAILS

In the previous sections, we have seen that the
RF power could be absorbed by the plasma via wave-
particle or wave resonances. In both cases, the wave
equation tells us that the wave will be damped while
travelling in the plasma but leaves open the question:
where is this power going to ?

A wave resonance corresponds to infinity in phys-
ical variables. At resonance, not only the wave vector
goes to infinity but field components as well, as is clear
from the solution of the wave Eq.(7), which can be
expressed analytically in terms of Bessel functions[8].
Such infinities are the sign that some smallness hy-
pothesis is violated and that additional terms should
have been retained in the wave equation. Retain-
ing these terms changes the resonance into a mode
conversion[9] whereby the initial low-k⊥ wave is con-
verted into high-k⊥ branch. Ultimately, the latter can
only be absorbed through collisional or non-collisional
(i.e. wave-particle resonance) processes.

The existence of absorption through wave-particle
resonance manifests itself by the presence of an anti-
hermitian part of the magnetised hot-plasma dielec-
tric tensor[5]. The classical expression of the dielectric
tensor is obtained by assuming that the unperturbed
distribution function is a maxwellian. We shall see
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that this is only an approximation and that the heat-
ing process only takes place with a sub-class of plasma
particles and necessarily leads to some deformation of
the distribution function of the heated population.

The corresponding theory is called quasilinear the-
ory and we will here derive the equations for the sim-
plest case, that of Landau damping in unmagnetised
plasma. We start with Vlasovs equation in one dimen-
sion:

∂f

∂t
+ v

∂f

∂z
+
ZeE

m

∂f

∂v
= 0 (32)

where E = E1 is the perturbed electric field (there
is no equilibrium electric field). We decompose the
distribution function into a slowly varying part (f0),
both in time and space, and a perturbed part (f1),
f = f0 + f1, and insert this expression in Eq.(32). In
order to isolate the slowly varying part of the distri-
bution function, we average this equation over time
(many wave periods) and space (many wavelengths).
Denoting by < . > this averaging operation, we ob-
tain:

∂f0

∂t
+ v <

∂f0

∂z
> +

Ze

m
< E

∂f1

∂v
>= 0 (33)

where we have used the fact that < E >=< f1 >= 0.
The second term in this equation is zero for uniform
plasma and we are left with an equation that deter-
mines the evolution of the equilibrium distribution
function under the action of the first-order perturba-
tions:

∂f0

∂t
= −Ze

m
< E

∂f1

∂v
> (34)

The second term in this equation is the quasilinear
term. In order to write it down explicitly, we must
solve the equation for the perturbation of the distri-
bution function f1 which we obtain by subtracting
Eq.(34) from Eq.(32):

∂f1

∂t
+ v

∂f1

∂z
+
ZeE

m

∂f0

∂v
= 0 (35)

Fourier-transforming in space and Laplace-
transforming in time (f ∼ exp[i(kz − ωt)]), we
easily obtain the solution of this equation:

f1 = − iZeE

m(ω − kv)

∂f0

∂v
(36)

Inserting this expression into Eq.(34), we obtain, not-
ing that the average of two oscillating quantities u(t)
and v(t) is < u(t)v(t) >= (1/2)<(uv∗):

∂f0

∂t
= −Z

2e2|E|2

2m2

∂

∂v
=
[

1

ω − kv

]
∂f0

∂v
(37)

This equation can be given a Fokker-Planck type form:

∂f0

∂t
=

∂

∂v

(
D
∂f0

∂v

)
; D = −Z

2e2|E|2

2m2
=
[

1

ω − kv

]
(38)

where D is the quasilinear diffusion coefficient. Note
that the imaginary part appearing in the expression
for D is nothing else than δ(ω − kv). This implies
that only the particles which are in resonance will be
pushed in velocity space by the heating process. If the
wave is directional, i.e. if the k‖ spectrum is asymmet-
ric, the deformation of the distribution function will
also be asymmetric, leading to the generation of cur-
rent by the waves, like in LH current drive.

VI. THERMALISATION

If Eq.(38) is solved as it is, it can lead to a
time-asymptotic stationary solution only if the energy
transferred by the wave to the particle is zero. There-
fore the stationary solution of Eq.(38) must exhibit a
quasilinear plateau, i.e. a zones around the resonant
velocity where f0 is flat (∂f0/∂v = 0). This ensures
that the heating power vanishes.

In a situation where there is stationary power
transfer to the plasma, the evolution equation for the
particles distribution functions, Eq.(38) is thus lack-
ing a loss term. This is the collision term, which we
denote by C(f0). It includes collisions on all parti-
cle species, including the heated ones. It also implies
that the distribution function of the heated species will
tend to relax to a maxwellian. From the different con-
tributions to C(f0), one can then compute the power
transfer to the different plasma components and the
resulting temperature increases. The complete equa-
tion for the evolution of f0 should thus be written

∂f0

∂t
=

∂

∂v

(
D
∂f0

∂v

)
+ C(f0) (39)

This collisional thermalisation process is in close rela-
tion with the slowing down of fast NBI ions discussed
in [6].
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ABSTRACT 

 
This lecture covers the practical features and 

experimental results of the three heating methods. The 

emphasis is on ion cyclotron heating. First, we briefly 

come back to the main non-collisional heating 

mechanisms and to the particular features of the 

quasilinear coefficient in the ion cyclotron range of 

frequencies (ICRF). The specific case of the ion-ion 

hybrid resonance is treated, as well as the polarisation 

issue and minority heating scheme. The various ICRF 

scenarios are reviewed. The experimental applications of 

ion cyclotron resonance heating (ICRH) systems are 

outlined. Then, the lower hybrid and Alfvén wave heating 

and current drive experimental results are covered more 

briefly. Where applicable, the prospects for ITER are 

commented. 

 
I. ION CYCLOTRON HEATING 

 
I.A. Introduction 

 
Before going in further details of heating 

mechanisms, it is important to recapitulate the order of 

magnitude of the different quantities characterising the 

plasma and the RF. A table of plasma parameters (Table 

1), typical of moderate plasma performance in a machine 

like JET, was given earlier1. Two important parameters 

that characterise the collisionality of the plasma are to be 

added to complete the picture: the ion an electron collision 

frequencies: e10kHz, i100Hz. A JET-type machine is 

characterised by the following parameters:  

R0 = 3m, 2R0 ≈ 20m; ap = 1.5m, 2ap = 10m. 

In the light of these numbers, one sees that the time for a 

cyclotron gyration is extremely short: 10ps for an electron, 

40ns for an ion. During this single gyration, the electron 

travels 0.4mm in the toroidal direction and the ion 2cm. It 

takes 1s to an electron to complete a toroidal turn around 

the machine, 40s to an ion. During this turn, an electron 

has performed 50,000 cyclotron gyrations, an ion 1,000. 

This means that gyro motion is an extremely fast process 

as compared to transit times across any macroscopic area. 

Equivalently, the gyro radii of electrons (0.05mm) and of 

ions (3mm) are small as compared to plasma size. The 

plasma is nearly non-collisional: the electron mean free 

path is 3km and the ion one 5km, or, respectively, 150 and 

250 toroidal revolutions.  

 

The following parameters are typical of an ICRF 

system: 

 frequency: f  10-100 MHz 

 Power: 2 MW/antenna strap 

 Voltage: 10-50 kV at the antenna 

 Antenna current: IA   1 kA 

 Central conductor: width ≈ 0.2m, length ≈ 1m, 

distance to the plasma 5cm, to the wall 20cm 

 Typical RF electric field: 20kV/m 

 Typical RF magnetic induction: 10-3T 

 

ICRF antennas are quite often built as boxes enclosing one 

or several central conductors to whom the high voltage is 

applied. Such a central conductor is also called a strap. 

The maximum voltage that could be applied to an antenna 

operating in a tokamak, in the presence of plasma, lies 

around 45kV. The ratio of voltage to current and the 

power coupling capability of an antenna are determined by 

the geometry of the antenna and the plasma edge 

properties
1
. The electric field at the antenna is easily 

evaluated by dividing the input voltage by the antenna 

length. This is valid for the field component polarised 

along the antenna; other field components can be much 

higher in the vicinity of the antenna feeding point. Except 

for possible focusing effects, the field inside the plasma is 

lower than at the antenna, because k|E|2 is nearly constant 

and k is roughly proportional to n . The typical RF 

magnetic field is easily computed using ampere’s law: 

2dH=IA where d is typical of the distance over which the 

magnetic field can spread. These electrostatic- and 

magnetostatic-type estimates have a meaning due to the 

fact that the vacuum wavelength is large as compared to 

the antenna dimensions:  
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0 = c/f ≈ 10 m (30 MHz). 

 
I.B. Linearity 

 

These numbers show that the RF causes only a small 

perturbation of the particle trajectory. First, the RF 

magnetic field is much smaller than the static one:  

BRF ≈ 10-3 T « B0 ≈ 3 T.  

Second, the RF electric field ≈ 20 kV/m is also much 

smaller than the vB field associated with the ion’s (and 

even more electron’s) thermal motion: VtiB0≈1.5MV/m. 

Third, we shall show below that the perturbation of the 

parallel motion is also small. Let us write the equation of 

motion of a particle in the RF field, decomposing the 

motion into an unperturbed (thermal) part labelled 0 and a 

perturbed part: vv0+v 

m
dv

0

dt

dv

dt









  Ze(E v0  B0  v0 B v  B0  v  B)  (1) 

Subtracting the unperturbed part of this equation  

m
dv

0

dt
 Ze v0  B0  (2) 

which describes the unperturbed cyclotron motion leaves 

us with the perturbed part of the equation of motion. 

m
dv

dt
 Ze(E v0  B v  B0  v B)  (3) 

In the r.h.s parenthesis the last term is clearly negligible as 

compared to the 3rd one. We thus arrive at the following 

equation, which is linear in the perturbed field amplitude: 

m
dv

dt
 Ze(E v0  B v  B0)  (4) 

Finally, we can estimate the correction to the parallel 

uniform motion due to the RF field. Taking the parallel 

component of Eq.(3) and d/dtci , we get for an ion 
mcv//  Ze[E//  (v0 B)// ] (5) 

or, in order of magnitude 

v// 
E//

B
0

or  Vti
B
RF

B
0

 (6) 

Thus, in any case the RF-induced particle quiver velocity 

is small as compared to the thermal (unperturbed) ion 

velocity. In summary, the corrections to the particle’s 

trajectory due to the RF field are indeed small, and the 

linearisation is justified.  

 

Although Eq.(4) is linear in the fields, it is not at all 

linear for the unknowns r and v. Indeed, the electric field 

depends non-linearly on the particle position r. However, 

we have seen that the RF fields only cause small 

perturbations to the particle trajectories. Therefore, we can 

neglect these small deviations in the evaluation of the 

electromagnetic field at the particle location and write 
E(r) E(r0); B(r)B(r0 ) (7) 

with dr0/dt = v0 and v0 is the solution of the unperturbed 

equation of motion Eq.(2). Then the equation determining 

the velocity perturbation is 

m
dv

dt
 Ze[v B0  E(r0) v0  B(r0)]  (8) 

This is now a linear equation that can be solved explicitly 

if the unpertubed trajectories (r0, v0) are known explicitly. 

The next step in the solution of the problem is to 

decompose the zero-th order motion into a guiding centre 

motion rG and a gyromotion : 

r0 = rG +   

and to expand around the guiding centre motion:  

E(r0 )
(.)nE 

r
0
r
G

n!n0



  (10) 

This procedure is known as the small Larmor radius 

expansion. In general geometry this development can 

become quite heavy
2
, but in straight geometry, it can be 

performed explicitly. In the latter case (uniform plasma), 

the decomposition of the motion, Eq.(9) is exact and the 

expansion Eq.(10) can be expressed in terms of Bessel 

functions, see Eq.(13, 16) of ref.
3
. Like in the case of 

Landau damping
1
, the explicit integration of the linearised 

equation of motion Eq.(8) can, in some cases, lead to 

secular solutions, corresponding to resonant denominators 

in Fourier space
4
. The same denominators are found back 

under the velocity integral in the expression of the full hot 

conductivity tensor
3
, leading to the general resonance 

condition  
 nc  k//v//  0; n 0,1,2,... (11) 

 
I.C. The cyclotron absorption mechanisms  

 
I.C.1 Resonances due to non-rotating fields 

 

If we look at the n=0 contribution to the conductivity 

tensor Eq.(20) in ref.
3
, we see that only the lower right 22 

part of the Sn matrix is non-zero. For a uniform electric 

field (kE=E/x=0), only the zz term survives. It 

correspond to resonant parallel acceleration by the parallel 

electric field, i.e. to Landau damping. The three other 

terms require, at least, a gradient of the electric field 

(E/x≠0). By computing the expression E
*
..E, 

(proportional to the absorbed wave power) for the case 

where only Ey is present, it is easy to see that this quantity 

is proportional to 

(kEy)
2
 = (Bz)

2
 

If we assume Ey to be linear, we thus have a case of 

acceleration by a uniform Bz field propagating in the z 

direction with  k//v//. We have seen
1
 that the resonance 

mechanism in this case is transit time magnetic pumping 

(TTMP). More detail about this and about the interplay 

between Landau damping and TTMP in the case both Ey 

and Ez differ from zero, can be found in the book of Stix
5
. 
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Landau damping and TTMP are not important 

mechanisms for the ions in the ICRF because k//Vth is 

usually much smaller than ci , as can be seen from 

Table 1 and k// estimates
1
. For the electrons, on the 

contrary, they are the only damping mechanisms in this 

frequency range. As they correspond to parallel 

acceleration, they are of primary importance for the fast 

wave current drive applications. 

 

I.C.2. Resonances due to the left-handed component of the 

field. 

 

This is the case where the wave has the same 

handedness as the ions and the resonances correspond to 

n>0 in Eq.(11). If n=1, we have the case of the 

fundamental cyclotron resonance, which was discussed 

already
1
: 

  c  k//v//  (12) 

Because the Doppler shift k//v// is small, this requires that 

the operating frequency be rather close to the ion 

cyclotron frequency. Looking at the expression of Sn in 

ref.
3
, we see that such a resonance can be caused by a 

uniform field (kE=E/x=0). On the contrary, for second 

harmonic damping (n=2) to exist, the same expression 

shows that a gradient of the electric field is required. 

Similarly, higher harmonic damping requires the existence 

of non-vanishing higher derivatives of the electric field. 
 

While it is easy to imagine how the fundamental 

cyclotron resonance works, it is much harder to visualise 

the reason why a particle rotating at the frequency c can 

resonate with a wave that is rotating at twice this 

frequency! In order to understand how this happens it is 

useful to come back first to the fundamental resonance and 

look at the simpler situation where the wave propagates 

(or is non-uniform) in the x-direction while the E-field is 

polarised in the y-direction. The principle is shown on top 

of Fig.1. The particle travels from left to right and at the 

initial moment t=0, I assume that the electric force is in 

phase with the particle velocity. After a quarter period, if 

the field oscillates at the cyclotron frequency, =c, the 

field is zero, after half a period it is negative, etc. 

Therefore, either the force is in phase with the particle 

motion, or it is zero and over one cyclotron period, the 

particle experiences a net acceleration in the direction of 

its motion.  If, with the same uniform field distribution, the 

field varies at twice the cyclotron frequency =2c, after a 

quarter period, it has changed sign, points in the negative y 

direction and is perpendicular to the particle’s velocity. 

After half a cyclotron period, its phase has varied of 2, it 

is again positive, points out of the paper in the direction 

opposite to the particle’s velocity and so on. Hence, over a 

cyclotron period, the average force exerted on the particle 

is zero, there is no net acceleration and no resonance. 

However, if the field varies linearly in space, as shown on 

the bottom of Fig.1, at the same time as it alternates sign, 

the particle moves from one side of the gradient to the 

other, therefore keeping in phase with the electric force 

and experiencing a net acceleration over one period, as 

shown. It is therefore the interplay between the field 

periodicity and the sampling of the field non-uniformity by 

the particle that allows resonance at the cyclotron 

harmonics. 
 

I.C.3. Resonances due to the right-handed component of 
the field. 

 

This type of resonance, corresponding to n<0, is 

somewhat counter-intuitive as the field rotates in the 

direction opposite to the particle. However the resonance 

condition shows that, in order to come into resonance, the 

particle must have a very large velocity: 

v// 
  n

c

k
//

 Vti  (13) 

 

Fig. 1.  Mechanism of the fundamental (top) and second 
harmonic  (bottom) resonance. The ion moves in 
the z-direction and the projection of its helical 
motion on the (x,z) plane is shown: solid line, 
above the plane; dotted line, below. The electric 
field  distribution along x is shown at  quarter 
periods of the cyclotron frequency. The 
direction of the electric force F at the particle’s 
position is also indicated.  
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One can then understand the resonance process as 

follows. Let us start with a particle with zero parallel 

velocity and a right-hand polarised field at frequency  

slightly larger than ci and positive phase velocity /k//>0. 

The particle sees the field rotating slightly faster than 

itself, in the opposite direction. Then if the particle starts 

to move at a speed v// >0, in the reference frame moving at 

the same velocity, the field is now rotating at the slightly 

lower frequency ’=-k//v//. If v// is large enough, this 

frequency may equal ci but the ion and the field are 

rotating in opposite directions. Then, if the particle’s 

velocity becomes much larger, the field may become 

stationary -k//v//=0: the particle is gyrating in a stationary 

field. This cannot give rise to a resonance. If v// is still 

increased, -k//v//<0 and the wave field will start to rotate 

in the left-handed direction. Still increasing the particle’s 

velocity, we can come to the situation where -k//v//=-ci 

which means that the field is left-hand polarised and 

rotating at the cyclotron frequency, thereby causing 

resonant acceleration. This absorption mechanism is 

generally negligible for particles belonging to the thermal 

population in the plasma. However, for the much faster 

particles belonging to a high-energy tail, either created by 

the RF itself, or by NBI or for -particles, this mechanism 

may not be negligible at all. Even more so, as we shall see, 

as the right-hand field component tends to dominate in the 

fast wave, in the vicinity of resonances.  

 

I.C.4. Quasilinear diffusion coefficient 

 

Ion cyclotron heating tends to create high-energy tails 

in the distribution function of the heated particles. For 

heating at the n-th cyclotron harmonic, the diffusion 

coefficient is of the form: 

D Jn1E  Jn1E

2

 Jn1(
k

v



c

)

2

E
2

 (14) 

where E+ and E- are, respectively, the left-hand and right-

hand components of the electric field: 

E 
1

2
(Ex  iEy ); E 

1

2
(Ex  iEy )  (15) 

One notices the presence of a right hand component 

contribution in the diffusion coefficient. For not too fast 

particles in the FW field, this contribution is negligible 

because the argument of the Bessel functions is small. 

This is not necessarily the case for fast ions. In the case of 

the thermal population, one can take only the first term of 

the power series expansion of the Bessel functions, and we 

get: 

 Fundamental: D K E
2

 with K a constant (16.1) 

 Second harmonic: D
k

v



c

2

E
2

 (16.2) 

 n-th harmonic: D
k

v



c

2(n1)

E
2

 (16.3) 

A first conclusion to be drawn from these expressions 

is that, as krL is a small quantity, the diffusion coefficient 

(hence the strength of the heating) strongly decreases with 

the harmonic number. Second, fundamental heating pushes 

all particles with the same strength irrespective of their 

velocity: the diffusion coefficient is independent of 

velocity. On the contrary, harmonic heating tends to 

accelerate more the faster particles. A consequence of this 

last observation is that harmonic heating tends to create 

tails at higher energy than fundamental heating. In the 

same vein, harmonic heating tends to interact more with 

faster particles like beams or alphas.  

 
I.D. The FW dispersion and polarisation  

 

The FW equation was given in section II.C of ref.
1
. 

We shall now specialise the expressions of the dielectric 

tensor components
3
 to the ICRF where 

  ci « pi « pe, ce, (17) 
We obtain 
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The first line of Eq.(12) of ref.
1
 gives the relation linking 

Ex and Ey and can be used to compute the ratio of the left- 

to right-hand components of the electric field: 

Ex  iEy

E
x
 iE

y


D (S  N//

2
)

D (S  N
//

2)
 (20) 

Let us now consider the case of a single ion species. 

Eqs.(18-19) become 
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and 
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The last approximate equality follows from  

N//

2
/ S 

N//

2
( ci

2


2
)


pi

2
 1  (23) 

The striking feature of the result Eq.(22) is that, at 

cyclotron resonance =ci , in a plasma with only one ion 

species i, the left-hand polarised component of the wave 

vanishes. Thus the cyclotron resonance mechanism cannot 
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work because the resonant wave component is absent! 

Incidentally, this shows explicitly why there is no 

singularity of the fast wave propagation at the cyclotron 

frequency
3
: the resonant wave component is blocked by 

the resonance and all the power is transferred to the other 

component. This dramatic result can be avoided by 

heating a small amount of ions of one species in a plasma 

with ions of another species. This is called the minority 

heating scenario. Consider, for example a plasma of 

deuterium with a minority of hydrogen. Then the wave 

polarisation is determined by the majority component 

while the wave frequency is the cyclotron frequency of 

hydrogen. Inserting =cH=2cD in Eq.(22) yields 

Ex  iEy

E
x
 iE

y


 

cD

 
cD


2
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cD

2
cD


cD


1

3
 (24.1) 

This is the most widely used minority heating scenario, 

denoted D-(H) to indicate that a minority of H is heated in 

a majority D plasma. This concept of heating a given 

species in a mixture can be extended to other mixtures. 

For example in a reactor, one can heat D at the 

fundamental in a D-T mixture. Then, for not too large D 

concentration, the ratio of polarisations is: 

Ex  iEy

E
x
 iE

y



cD


cT


cD
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1

5
 (24.2) 

 

This explanation has the advantage of simplicity and 

to some extent gives a good picture of reality. The shrewd 

reader would however notice by working out himself the 

complete polarisation expression for a mixture of ions that 

even in this case the left-handed polarisation vanishes at 

each cyclotron harmonic! The final explanation can only 

be obtained by taking hot-plasma (absorption) effects
3
 into 

consideration and noting that in a mixture the wave left-

handed component has a significant magnitude over a 

much wider region around the cyclotron harmonic than in 

the single-ion case. This is of course particularly evident 

when only a small minority is considered. This allows 

non-collisional damping at Doppler-shifted frequencies to 

remain efficient over a much wider range as compared to 

the single-ion case. 

 

Another way to avoid the polarisation problem is to 

work at harmonics of the cyclotron frequency. Then  

Ex  iEy

E
x
 iE

y


n
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ci
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ci
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n 1
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 (24.3) 

however, as we saw in Eq.(16.3), the damping strength 

strongly decreases with harmonic number. 

 
I.E. The ion-ion hybrid resonance 

 

Let us now consider, like in ref.
3
, the case of a 50%-

50% mixture of D and T.  

nD = nT = ne/2 (25) 

Then, taking into account the fact that cD = cH/2 and cT 

= cH/3, and defining 

pH  2 pD  3pT  (26) 

we can recast the expressions for S and D, Eq.(18-19) as 
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Eq.(26.1) clearly shows that S will vanish -which is the 

condition of wave resonance for perpendicular 

propagation
3
- when cH  6 . This is the ion-ion 

hybrid resonance condition for a 50%-50% D-T plasma. 

One can likewise obtain this resonance condition from the 

FW wavevector Eq.(14.2) of ref.
1
, for the case of purely 

perpendicular propagation (k//=0): 

kFW
2

 k0

2
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k
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2D 
2

k
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2
5 pH
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2

(
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2  5.76 2 )

(
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2 6 2 )
 (27) 

Note that the general (k//≠0) resonance condition of the 

FW is  

k0

2
S k//

2
 0  (28) 

and is not one of the general resonances A=0 discussed in 

ref.
3
. In fact, it does not exist in the full cold-plasma 

dispersion relation, where a conversion between the FW 

and the slow wave (Eq.(62) of ref.
3
) takes place instead of 

a resonance. The FW resonance Eq.(28) arises because of 

the neglect of the slow wave. 

 

 
Fig. 2.  Variation of the FW’s wavevector(squared) over 

the plasma cross-section. The plasma density is 
assumed uniform. The ion-ion hybrid is located in 
the centre x=0. 
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We are now in a position to show that the model 

equation Eq.(38) of ref.
1
 is a reasonable simplified 

resonance model. For the specific case of the ion-ion 

hybrid, and using Eq.(27) for simplicity, we shall also be 

able to show how to determine which sign to use in 

Eq.(43) of ref.
1
. In a tokamak, the toroidal magnetic field 

decreases as 1/R, R the major radius. Accordingly, the 

FW’s wavevector varies across the plasma. Such a 

variation is shown in Fig.2, in the vicinity of the ion-ion 

hybrid resonance and assuming that the plasma density is 

constant for simplicity. Let us define the resonance 

location as R= R0 and 

cH0

2
 6

2
;  cH 


cH0
R

0

R


cH0
R

0

R
0
 x

 (29) 

With these definitions, we can re-write the resonant 

denominator 

cH
2
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2
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where we have introduced a small imaginary part to the 

frequency, in agreement with the causality rule
3
. In the 

vicinity of the resonance (x/R«1), 
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This proves our statements, as the singularity is indeed 1/x 

and the pole is slightly below the real x-axis. It is thus 

circled clockwise while performing the x-integration in 

Eq.(42) of ref.
1
, which implies that the negative sign has to 

be taken in Eq.(43) of ref.
1
, and that, given the sign in the 

r.h.s. of Eq.(31.2), the wave energy is indeed absorbed –

rather than emitted- at the crossing of the resonance. 

 
I.F. Scenarios 

 

In present-day machines, the most usual scenario is 

fundamental heating of a hydrogen minority in a D 

plasma, or D-(H). Other mixtures have been tried 

successfully, like D-(
3
He), or even heavy minority 

scenarios like H-(D), H-(
3
He). Second and third harmonic 

heating, like f=2fcH or f=3fcD, have been used, either as a 

majority or as a minority scenario. Mode conversion 

heating was proven to heat efficiently electrons, and FW 

current drive based on Landau-TTMP damping has been 

shown to follow theoretical expectations. In D-T plasmas, 

nearly all possible scenarios have been tested, T-(D), 

D-(T), second harmonic T, mixed f=2fcT and fundamental 

minority 
3
He, D-T-(

3
He) and even mode conversion. 

Finally, let us note that direct ion Bernstein wave launch 

experiments have also been performed, with limited 

success in terms of power coupling, but inducing in some 

cases poloidal rotation and transport barrier formation. A 

good survey of these experiments, together with a large 

number of references is given in ref.
6
.  

 
 
I.G. Database and applications 

 

High power ICRH systems have been installed in a 

large number of machines. A maximum power of 22MW 

was coupled to the plasma in JET
7
. ICRH power was 

injected in various sorts of plasmas, including L-mode, 

ELM-free and ELMy H-mode, RI-mode
8
. In D-T, a record 

steady-state fusion Q performance (Q=0.22) was achieved 

with ICRH alone in JET
9
. At the occasion of the 

compilation of transport databases for ITER, it was noted 

that no significant differences in heating efficiency can be 

observed between the RF (ICRH and ECRH) subset and 

the rest of the database
10

. Although it is generally the case 

that the heating efficiency is equivalent for all auxiliary 

heating methods, there are cases where differences are 

observed. They are usually interpreted as resulting either 

from differences in power deposition profile or from a 

different impact on confinement. As an example of the 

latter, the choice of heating method – H/D co/counter NBI 

/ ICRH- D-injection, can have definite impact on the 

achievement and quality of the RI-mode on TEXTOR
11

. 

 

Like in the case of NBI, the neutron production rate 

furnishes an indirect measurement of the tail created by 

the RF. Comparisons with theoretical predictions indicate 

that the tail formation process is fairly well understood
12

. 

Fast ion energy content
13

 and direct tail measurements
14

 

provide similar indications. Other comparisons have 

addressed the question of ion/electron power partition and 

power deposition profile
15,16

. The interaction of ICRH 

with beam-injected fast-ions was also investigated, in 

particular in relation with third harmonic heating and RF-

induced fast particle diffusion
17

. Good agreement with 

theoretical predictions was observed. FW electron current 

drive has been tested in DIII-D and Tore-Supra, showing 

good agreement with the expected Te-scaling
6
. Minority-

ion current drive, by flattening or steeping the current 

density profile allowed control of the sawtooth 

frequency
18

. ICRF systems have recently found new 

applications in the field of plasma production in presence 

of a static magnetic field. The plasmas produced in this 

way could be used for efficient wall conditioning or for 

start-up assistance
11,19,20

. 

 

An ICRF system has been designed for ITER
6
, which 

would couple 50MW through three ports. A rather large 

voltage is required (42kV) because the coupling is 

relatively low due to the large distance between the 

antenna and the plasma. 
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II. LOWER HYBRID HEATING 

 

In the lower hybrid (LH) heating domain, two waves 

coexist: the fast and the slow wave. For N// =0, they are 

uncoupled and evanescent and only the FW exhibits a 

resonance at the LH. If N// is increased (up to N// ≈1), both 

waves become propagating at the edge but merge some 

distance inside the plasma (confluence). Further in, both 

are evanescent (complex conjugate k
2
) and the central 

part of the plasma is not accessible to the waves from the 

edge. It is only when the accessibility condition Eq.(65) of 

ref.
3
, is satisfied that the two waves uncouple and 

propagate both inside the plasma. The accessibility 

condition implies that the launcher must be designed such 

as to launch waves with a parallel wavelength shorter than 

//  c /(Nc f )  (32) 

This is obtained by using an array of phased waveguides 

called the grill21. 

 

The original concept of LH heating is to launch the 

slow wave (SW) at a frequency below the central value of 

the LH resonance. The SW then propagates up to the LH 

resonance and is absorbed there. It however became 

apparent from experiments that usually the wave tended to 

be absorbed by electron Landau damping before having 

reached the resonance. This is largely due to the cone 

propagation effect
3
. Indeed, the wave rays tend align to the 

magnetic field as the wave propagates inwards, eventually 

becoming exactly parallel at the LH resonance. 

Accordingly, the waves tend to circle around the plasma 

centre and to damp there. This efficient electron 

absorption is now exploited and recent LH heating 

experiments operate at frequencies above the central LH 

frequency, so that there is no longer a wave resonance 

inside the plasma and all the power goes to electrons. With 

an asymmetric N// spectrum, LH heating is used as a 

current drive method. The cone behaviour is responsible 

for the main problem in applying LH to reactor-size 

machines, namely that the LH wave energy tends to 

propagate peripherally around the plasma and to deposit 

its energy away from the plasma centre. More precise 

information about the location where the power is 

deposited in toroidal geometry can be obtained using ray-

tracing techniques22.
 

 

LH was first used as a heating method. The 

corresponding experimental results have been nicely 

summarised in a plot showing the different heating 

regimes in FT23. At low density, LH waves heat electrons. 

As the density is increased, electron heating fades away 

and ion heating sets in, creating ion tails. At still higher 

density, ion heating also decreases and disappears while 

parametric decay activity sets in. The different damping 

mechanisms of LH waves and the interpretation problems 

of experimental results, such as the spectral gap problem, 

are described in the book by Cairns24. Presently, the main 

application of LH is non-inductive current drive; it 

constitutes today the best, experimentally proven, current 

drive method. In large hot plasmas like ITER or reactors, 

the LH waves can usually not reach the centre. 

Accordingly, LH in ITER25 is mainly seen as a tool for 

controlling the current profile by off-axis current drive in 

advanced scenarios26. It can also be used for saving volt-

seconds in the ramp-up phase of the plasma current. 

 
III. ALFVEN WAVE HEATING 

 

In the Alfvén wave domain, two types of cold-plasma 

waves can propagate
3
,  

=k//cA     the shear Alfvén wave (SW) (33.1) 

=k  cA the compressional Alfvén wave (FW) (33.2) 

The first of these relations implies that the shear Alfvén 

wave can propagate only along the field lines.  

 

Compressional 
Wave

Antenna

Shear wave

=k V  

 
Fig. 3.  The principle of Alfvén wave heating. Poloidal 

cross-section of the tokamak. 
 

In an inhomogeneous plasma there is only one 

surface, close to a magnetic surface, where for a given N// 

the shear wave dispersion relation Eq.(33.1) is satisfied. 

So, the shear Alfvén wave can propagate only on that 

surface, as shown on Fig.3: it is trapped on that surface. 

Therefore, the idea is to launch from the outside the 

compressional Alfvén wave, which can propagate in all 

directions and reach the Alfvén resonance. Once the 

power is coupled to the shear wave, it stays on the 

magnetic surface and dissipates there. Note that the 

wavelength of the compressional wave is of the order of 

1m. This means that, for 1m wide or narrower antennas, 

most of the wave spectrum will be evanescent with an 

evanescence length of the order of the antenna size
1
.  

 

From the experimental point of view the most 

extensive experiments and analysis of Alfvén wave 

heating have been performed on the TCA tokamak27 

(R0=0.6m). Although antenna coupling and general wave 

behaviour appeared to be in agreement with the theory, 

generally speaking little plasma heating was observed 
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while the main effect of the RF was a large density 

increase, sometimes interpreted as an increase in the 

particle confinement time. In view of these disappointing 

results there have been few attempts to apply Alfvén wave 

heating to large tokamaks and this method is usually not 

mentioned for the heating of ITER or reactors. However, 

there has been some renewed interest in this field as the 

conversion to the kinetic Alfvén wave may induce poloidal 

shear flows, and possibly generate transport barriers
28

. 

 
IV. FURTHER READING 

An excellent introductory overview of the different 

wave heating methods is given by Cairns24. A very 

complete work on plasma waves is that of Stix5. 

Brambilla
29

 reviews the same subject with finer detail and 

a more direct view toward practical applications. In 

particular, many dispersion relation features are discussed 

in detail. 
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ABSTRACT 
 

This lecture gives an overview of heating and 
current drive with electron cyclotron waves. We present 
the main theoretical aspects of wave propagation, wave 
absorption, and non-inductive current drive, as well as 
important technical aspects for the application of high 
power electron cyclotron waves, and the major 
achievements in their experimental application. 

 
 

I. INTRODUCTION 

Electron cyclotron waves are electromagnetic waves 
with a frequency in the range of the electron cyclotron 
frequency. For a given magnetic field the electron 
cyclotron frequency is 28 B [T] GHz. This means that 
for a typical field of 4 T or in case of second harmonic 
resonance and a field of 2 T, we are dealing with 
frequencies of the order of 100 GHz and, consequently, 
wavelengths of a few mm. In this frequency range, the 
waves can be injected from vacuum in the form of well-
focused beams with higher power densities than 
achieved by any of the other additional heating methods 
(like neutral beams, ion cyclotron or lower hybrid 
waves). Moreover, these beams can be injected from 
steerable mirrors towards different parts of the plasma. 
Because the coupling of the power to the plasma is the 
result of a resonant interaction with the electrons, the 
power deposition in the plasma is localized. This 
combination of narrow, steerable beams and localized 
power deposition is unique for electron cyclotron 
resonance heating (ECRH) and current drive (ECCD). It 
is also what has given ECRH and ECCD its unique tasks 
among the other additional heating systems, in 
particular, for the control of instabilities. Excellent 
reviews of ECRH and ECCD can be found in Refs [1-4]. 

 
 
II. THEORETICAL ASPECTS 

 
II.A. Wave Propagation. 

A basic impression of wave propagation in the 
electron cyclotron range of frequencies is obtained by 
analysis of the cold plasma dispersion. The relevant 
dispersion relation is known as the Appleton-Hartree 
dispersion relation and is given by 
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where ω  is the wave frequency, ωp ≡ (4πnee2/me)½ the 
electron plasma frequency, ωc ≡ eB/me c the electron 
cyclotron frequency (defined positive here) and θ is the 
angle between the wave vector and the magnetic field. 
The + and − signs refer to the two possible modes of 
propagation which are known as the extraordinary or X-
mode and ordinary or O-mode, respectively. 

Because of toroidal symmetry, RNφ is a conserved 
quantity along the trajectory of wave propagation. This 
means that the parallel refractive index, N||, is an 
approximate constant as well, such that the accessibility 
of the plasma to electron cyclotron waves can be gleaned 
from inspection of dispersion curves for the 
perpendicular wave vector at constant N|| (see Figure 1). 
Wave cut-offs and resonances can be conveniently 
defined as cut-offs and resonances of the perpendicular 
refractive index, i.e. N⊥  = 0 and N⊥  = ∞, respectively. 
The O-mode is seen to have a single branch with a cut-
off at the plasma frequency ωp. The X-mode has a right 
hand, ω+, and a left hand cut-off, ω−, and is split into two 
branches by an evanescent region between the right hand 
cut-off and the Upper-Hybrid resonance, ωUH. The right 
hand and left hand cut-offs are given by 

)1/()( 2
||

22
2
1

2
1 Npcc −++±≡± ωωωω , (2) 

while the Upper Hybrid resonance is 

22
pcUH ωωω +≡ . (3) 

The upper X-mode branch ω > ω+, which is 
characterized by faster−than−light phase velocities, is 
known as the fast X-mode branch, while the other branch 
limited from above by the Upper Hybrid resonance and 
from below by the left hand cut-off, ω−, is the slow X-
mode. 
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These wave modes are characterized by their 
polarization. For perpendicular propagation, the electric 
field of the O-mode is parallel to the equilibrium 
magnetic field, and X-mode polarization is perpendicular 
to the magnetic field. Near the cyclotron resonance, the 
X-mode attains a large electrostatic contribution, which 
minimizes the interaction with the right handedly 
gyrating electrons, i.e. the perpendicular X-mode 
becomes left handed. Efficient absorption of X-mode at 
the fundamental resonance requires oblique injection of 
the waves or a very high plasma temperature. 

Wave accessibility 
In a tokamak the magnetic field is approximately 

inversely proportional to the major radius, B ∝ 1/ R, and 
the density usually rises monotonically from the edge to 
the magnetic axis. This leads to a picture of the wave 
cut-offs and resonances inside the plasma as sketched in 
Fig. 2. For the X-mode two cases are shown with either 
the fundamental or second harmonic resonance inside 
the plasma. The former case is characterized by the 
presence of an evanescent layer in between the right 
hand cut-off and the Upper-hybrid resonance, which 
shields the fundamental resonance from waves injected 
from the low field side. Fundamental X-mode heating is 
only possible with high field side (HFS) launch. The 
accessibility for second harmonic X-mode and 
fundamental O-mode is similar. They are in cut-off when 
either the right hand cut-off (2X) or plasma frequency 
(O), exceeds the wave frequency. Thus, waves injected 
from any direction can reach the resonance as long as the 

 
resonance itself is not inside a cut-off region. As 
densities come close to cut-off, wave refraction will play 
an important role. Evaluation of actual wave trajectories 
requires detailed ray-tracing calculations.  

II.B. Wave Absorption 

It is straightforward to see how a right handed 
gyrating electron, satisfying the resonance condition 

||||/ vkc += γωω  (4) 

is continuously accelerated in the vertical direction by a 
right handed polarized electric field. At the same time 
one easily sees that for other harmonics or a parallel 
electric field the interaction always averages to zero 
unless the wave has a finite perpendicular wave number 
and the electron a finite Larmor radius ρe. We will 
illustrate this by the example of the equation of motion 
of an electron in a perpendicularly propagating O-mode, 
E|| cos(k⊥x – ωt), 

( )φωγωρ +−−= ⊥ ttkeEp ce )/sin(cos||||� . (5) 
 
 

 
Figure 2: Wave cut-offs and resonances in a poloidal 
cross section of a tokamak plasma. The upper figure 
shows two X-mode cases with either the fundamental or 
second harmonic resonance inside the plasma. The 
lower figure shows the fundamental O-mode. A high 
central density is assumed in all cases such that all 
relevant cut-offs are in the plasma. Gray regions are 
evanescent. Dotted curves sketch possible wave 
trajectories. The dashed line indicates the major radius, 
R. 

 
Figure 1:. The dispersion diagram of high frequency 
electromagnetic waves is sketched for an under dense 
plasma, i.e. ωp < ωc. The O-mode is seen to propagate 
for ω > ωp, while the X-mode has two cut-offs ω+,- and 
a resonance at ωUH. 
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With the help of the Bessel function identity  

)(J)cos(sincos n znz
n

n
∑

∞=

−∞=
= φφ  

this is rewritten in terms of an infinite sum of cyclotron 
harmonics nωc. One obtains, 

)(J)/cos(|||| en

n

n
c kttneEp ρφωγω ⊥

∞=

−∞=
∑ +−−=� , (6) 

which shows the possibility of resonant acceleration of 
electrons satisfying a (harmonic) resonance condition 

ωγω =/cn . Individual particles either gain or lose 
energy, subject to their phase relative to the wave. Net 
exchange of energy between wave and plasma depends 
on the ensemble average over all particles. Just as in the 
case of Landau damping this depends on the gradient of 
the distribution function at the cyclotron resonance. 

At this stage a side remark must be made as it may 
appear as if the O-mode leads to an increase of the 
parallel energy, whereas the wave itself carries no 
parallel momentum. This is because in our discussion 
above we have completely neglected the action of the 
magnetic field that is also associated with the wave. 
Although it cannot provide a net energy gain it does 
rotate the momentum vector in such a way, that the net 
energy gain will be in the perpendicular direction: 
electron cyclotron absorption leads primarily to an 
increase in the perpendicular energy of resonant 
electrons. 

A useful quantity is the optical depth τ, which is 
defined as the integral of the absorption coefficient α 
along the trajectory s of the wave, ∫≡ dsατ . The total 
absorbed power Pabs in the plasma is 

( ))exp(1 τ−−= injabs PP . (7) 

Optical depths of a plasma slab in which the magnetic 
field varies as B ~ 1/R are given in Table I. For the O-
mode, the optical depth is given for perpendicular 
propagation and harmonics n = 1, 2, … . Similarly for 
the X-mode and harmonics n = 2, 3, … . The optical 
depth for the fundamental harmonic n = 1 of the X-mode 
is given for oblique propagation. In the table, NO and NX 
refer to the refractive indices of the O- and X-mode, 
while vt = (kTe/me)1/2 is the thermal electron velocity. 
Currently, in most ECRH experiments either the 
fundamental O-mode or second harmonic X-mode is 
employed. Except near the plasma edge, optical depths 
of order of one or higher are generally achieved for both 
fundamental O- as well as second harmonic X-mode 
resulting in complete single pass absorption. 
 
II.C. Non-inductive Current Drive 

As described above, EC wave absorption leads 
mainly to an increase in perpendicular energy of 
resonant electrons. Nevertheless efficient non-inductive 
current drive by EC waves is possible. The basic 
mechanism is best understood as follows. Take an 
electron with given parallel and perpendicular 
momentum. This electron will lose its parallel 

momentum in a typical momentum loss time defined by 
the collision frequency νm. Now, assume that after 
interaction with EC waves its perpendicular momentum 
is increased by a small amount. Again it will lose its 
parallel momentum in a collision time, but the collision 
frequency is now decreased since it is proportional to 
~1/v3. Oblique injection leads to a Doppler shifted reso-
nance and selectively heats electrons moving in one 
direction, thus generating a net current. 

This picture has been formalized by Fisch and 
Boozer to obtain the current drive efficiency [5]. 
Suppose an electron is moved from a position v1 in 
velocity space to a position v2. As a consequence it 
contributes an additional amount of current during its 
subsequent slowing down, which is estimated as 
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where νi are the appropriate collision frequencies for 
momentum slowing down. The power that has been 
spent to create this current is (E2 − E1)/∆t. Substituting 
differentials for the finite differences, this leads to the 
current drive efficiency defined as [4,5] 
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where ŝ  is the unit vector in the direction of EC wave 
driven momentum displacement. In case of ECCD, the 
nominator and denominator must be integrated along the 
electron cyclotron resonance curve with appropriate 
weighting for the local (in momentum space) power 
absorption. 

This picture is further complicated by the presence 
of trapped electrons. During slowing down, an electron 
may become trapped and, thereby, loose its remaining 
parallel momentum. This effect can be incorporated in 
the current drive efficiency (9) by substituting the 
correction due to trapping in the response function v||/νm. 
EC waves can also directly push passing electrons over 
the trapping boundary thereby destroying their 
momentum and driving a reversed current, known as the 
Ohkawa current [6]. 

The highest current drive efficiencies are expected 
for deposition of the wave power on fast particles. A 
large Doppler shift is called for to selectively heat 
particles with high parallel velocities. Such a Doppler 
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shift, of course, requires a corresponding up- or down-
shift of the wave frequency with respect to the local 
cyclotron frequency. On this basis, two ECCD scenarios 
are discerned: the down-shifted scenario with waves 
injected from the high-field side, and the up-shifted 
scenario using low-field side injection. In the down 
shifted scenario, the X-mode is the natural mode of 
choice, since it has the highest possible absorption for 
oblique injection. For the up-shifted scenario, either the 
fundamental O- or second harmonic X-mode can be 
used. 

The down-shifted scenario is the scenario of choice 
in smaller tokamaks, where it is difficult to obtain 
sufficient absorption in the fundamental O- or second 
harmonic X-mode. However, in large hot tokamaks the 
highest ECCD efficiencies are found with up-shifted 
scenarios. In such devices the optical depth of the 
fundamental O- or second harmonic X-mode is sufficient 
to deposit all power in energetic particles on one side of 
the resonance. 

II.D. Numerical Tools 

Ray- and Beam-tracing codes 
At higher densities and, in particular near cut-off, 

wave refraction plays an important role and will have to 
be taken into account in calculations of the power 
deposition profiles. This is commonly done using ray-
tracing codes in which a wave beam is represented by a 
large set of individual rays. Each of these rays is then 
traced through the plasma using the geometric optics 
approximation [7]. The power absorbed along the ray is 
evaluated and linear estimates of the non-inductively 
driven current may be obtained as well. 

In many present day experiments focused beams are 
being used. Near the beam focus simple ray-tracing 
breaks down. For these conditions, beam tracing-codes 
have been developed. An example of such a code is the 
TORBEAM code [8], which describes the propagation 
through the plasma of a Gaussian wave beam in terms of 
its central ray trajectory and the evolution of its beam 
width and curvature.  

Most ray- and beam-tracing codes evaluate the 
trajectories on the basis of cold plasma dispersion only 
using the full warm plasma dispersion relation to 
evaluate the power absorbed along these trajectories. 
However, near electron cyclotron resonance, the warm 
plasma dispersion and absorption are strongly inhomo-
geneous in both real and wave vector space. This has 
important consequences for the wave beam propagation 
both in terms of its direction [9] as well as for the beam 
width. Apart from full wave analyses, a proper 
description of these effects requires  new, quasi-optical 
techniques [10]. 

Density and magnetic field perturbations due to 
plasma turbulence also affect wave propagation. As the 
turbulence is slow compared to the time scale of wave 
propagation, at any instant in time the wave propagation 
is determined by the instantaneous plasma state. 
Averaged over time the net effect of the turbulence can 
then be obtained from an ensemble average of the 

different beam realizations. This idea is embodied in a 
recent in the WKBeam code [11]. In particular, edge 
turbulence in larger tokamaks like ITER has been found 
to result in a significant broadening of the wave power 
deposition profile [12]. 

 
Fokker-Planck codes 

When the absorbed power density exceeds the limit 
of pabs[MW/m3]/ne

2[1019/m3] > 0.5, EC waves will 
modify the electron momentum distribution function 
significantly [13]. This has consequences for the local 
power absorption as well as the non-inductively driven 
current. The kinetic evolution of the electron momentum 
distribution function can be described by the bounce-
averaged quasi-linear Fokker-Planck equation, which 
symbolically can be written as [14] 
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t
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t
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t
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where the distribution function is averaged over the fast 
gyro and bounce motion of the electrons. This gives an 
equation for the distribution function on each magnetic 
surface that is 2D in momentum space (p||,p⊥). The 
Fokker-Planck equation describes the balance between 
collisions, driving the distribution function back to 
Maxwellian, the diffusion of resonant particles driven by 
the waves, as well as the convection caused by a parallel 
electric field. An additional term can be added to model 
the anomalous radial transport of electrons. This makes 
the model 3D and becomes necessary, when the relevant 
collisional timescale on which a steady state is reached, 
becomes similar to the time scale for radial transport. 
Several numerical 3D Fokker-Planck codes are available 
and have been used to model non-thermal electron 
generation and current drive under conditions of high 
power ECRH [14]. 
 
 
III. TECHNICAL ASPECTS 

III.A. Wave Sources 

The high power required for ECRH and ECCD 
experiments is provided by gyrotrons [15]. In a gyrotron 
the waves are generated by leading a weakly relativistic 
electron beam (typically ~80 kV) through a resonant 
cavity in a magnetic field. A magnetic field slightly in 
excess of ν(GHz)/28 T is required for efficient 
fundamental interaction. The field must be very stable 
and is usually generated by a superconducting magnet. 
The specific (wave guide) mode that is generated in the 
cavity depends on the magnetic field, the position in the 
cavity of the electron beam and the size of the cavity. 
Modern gyrotrons use high order modes (for example, 
TE22,6) to limit dissipation in the cavity. An internal 
quasi optical mode converter is used to convert the 
radiation into a Gaussian beam, which is coupled out of 
the gyrotron. 

One of the most critical issues for high power, long 
pulse gyrotrons is the handling of the power dissipation 
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in the various components: in particular, inside the 
cavity, on the collector where the power of the spent 
electron beam is being dumped, and in the vacuum 
window through which the radiation is transmitted. In 
the latest generation of gyrotrons the dissipation in the 
collector is reduced by using a depressed collector. This 
also improves the overall efficiency of the gyrotron to 
well over 50% as required by ITER specifications. The 
material of choice for the vacuum window these days is 
CVD (Chemical Vapor Deposition) diamond, which 
combines a very low loss for mm waves with very high 
heat conductivity. Long pulse, 1 MW gyrotrons in the 
100 to 170 GHz range are now available and 2 MW co-
axial gyrotrons are being developed. In addition, multi-
frequency gyrotrons are now becoming available 
providing even further flexibility to future ECRH 
systems. 

III.B. Wave Transmission and injection 

Wave transmission from the source to the plasma is 
commonly achieved by oversized waveguides, quasi-
optical lines, or a mixture of both. Modern waveguides 
are now generally corrugated and employ the low loss 
HE11 mode (hybrid TE11/TM11). This mode couples well 
to a Gaussian beam and vice versa. The coupling 
efficiency has a sharp maximum at the appropriate wave-
guide diameter. Also optical techniques like miter 
(mirror) bends can be used. In such cases transmission is 
very efficient with the losses being determined mainly 
by the bends (0.25% to 0.5% per bend). In case of high 
power wave transmission or small diameter waveguides, 
arcing can pose serious problems. In order to avoid 
arcing, evacuated waveguides have been employed. 

In quasi-optical (QO) lines the free space Gaussian 
beam is transported between mirrors. Though achieving 
equally high transmission efficiency, QO systems 
require significantly more space to allow for the 
expansion of the Gaussian beam between mirrors. 

Typical losses on individual copper mirrors are 0.2 %. 
On most tokamaks, a focused wave beam is finally 
launched quasi-optically from a steerable mirror. An 
example of the latter is given in Fig. 3, which shows the 
launching mirror of the former TEXTOR ECRH system. 
the TEXTOR ECRH launcher, which was steerable in 
both the horizontal and vertical planes. Up to date 
descriptions of modern ECRH systems in use on various 
tokamaks can be found in Refs [16–20]. 
 
 
IV. EXPERIMENTAL RESULTS 
 
IV.A. Validation of Propagation and Absorption 

A first step in the experimental verification of 
theoretical predictions regarding wave propagation and 
absorption is the measurement of transmitted power.  
Such measurements have been performed in the electron 
cyclotron range of frequencies both at low power for 
diagnostic purposes as well as at high power (see Ref. 
[2] and references therein). Measurements generally 
agree well with predictions from ray-tracing as long as 
refraction is not too strong. It is likely that at high 
densities, close to cut-off, fluctuations in the plasma can 
give rise to time varying refraction, which on average 
leads to a broadening of the wave beam. 

The absorption profile can be determined by the 
initial plasma response following switch-on of ECRH 
(assuming a steady state at the time of switch on): 
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t
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3)(ECRH  (11) 

Alternatively, it can be determined by the plasma 
response at switch-off or by the plasma response to 
modulated ECRH [21]. The location of the power 
deposition is generally observed to coincide well with 
predictions from ray- or beam-tracing [3,22].  Several 
experiments report total amounts of measured power 
significantly below the amount of power absorbed from 
the beam according to transmission measurements or 
calculations. The ‘missing power’ has been ascribed to 
fast changes in electron transport or hidden energy 
reservoirs [2]. In more recent power deposition studies 
on ASDEX-Upgrade, the full absorbed power could be 
accounted for in the deposition measurements [22]. 
 
IV.B. Validation of Current Drive Predictions 

Measurements of the EC driven current are usually 
complicated by the presence of other currents like the 
bootstrap current and, in most cases, the inductive 
current. The presence of a residual loop voltage also 
affects the current drive efficiency. Bounce averaged 
Fokker-Planck code calculations predict significant 
synergy between ECCD and the loop Voltage in 
agreement with experiments [23]. Large differences are 
predicted between co- and counter current drive [24]. 
The most detailed comparison between experiments and 
simulations comes from DIII-D. In the analysis of these 
experiments measurements of the Motional Stark Effect 

 
 
Figure 3: Picture of the launching mirror of the 
TEXTOR ECRH system. The focusing mirror and the 
push and pull rods for actuatation of horizontal and 
vertical rotation are visible. 
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are used to determine the internal poloidal magnetic field 
and from there the current density distribution. 
Comparing discharges with and without ECCD the 
driven current is obtained. A series of equilibrium 
reconstructions is required to obtain the loop voltage at 
the position of ECCD. That information has been used in 
a bounce averaged Fokker-Planck code (CQL3D [25]) to 
simulate the experiments. Such a complete simulation is 
shown to provide a good fit to the experimental 
results [26]. Simulations either neglecting the parallel 
electric field or based on a linear calculation of the 
driven current lead to unsatisfactory fits. The data set 
covers co- as well as counter-drive, and a large range of 
minor radii. In addition, the data covers a wide range in 
the non-linearity parameter pabs[MW/m3]/ne

2[1019/m3] 
with many points near or over the threshold [3,26]. The 
good correspondence of the data and the simulations 
provides a critical test of the bounce averaged quasi-
linear Fokker-Planck model including, in particular, 
trapped particle effects. 

Fully non-inductive current drive with ECCD has 
only been obtained in a limited number of tokamaks. 
This generally requires special conditions like low 
density and or low plasma current to maximize on the 
one hand the EC driven current and on the other hand the 
bootstrap current fraction. One such example comes 
from the T-10 tokamak [27].  However, in this case the 
ECCD pulse was relatively short and a steady state was 
not reached. More recently, fully non-inductive current 
drive with ECCD has been obtained in TCV. The 
discharge could be maintained stable over several 
current redistribution times provided a sufficiently broad 
current profile was driven by ECCD [28]. This was 
achieved by aiming three ECCD beams at different 
positions in the poloidal cross section. 
 

IV.C. Plasma Heating and Confinement 

In terms of confinement, plasmas heated by ECRH 
behave in very much the same way as plasmas heated by 
other additional heating methods such as NBI and ICRH 
[2]: ECR heated plasmas roughly follow the L-mode 
scaling. The transition to H-mode is observed at the 
expected power level or even below. Differences in 
confinement scaling can be attributed to the strong 
(central) localization of the ECRH power deposition and 
the fact that ECRH heats only electrons. The latter two 
effects also have consequences for the particle transport: 
the central density some times displays a strong pump-
out during ECRH. 

In several experiments, very high central electron 
temperatures of the order of 10 keV have been achieved 
with central power deposition. In particular, in the 
presence of an internal transport barrier created by a 
region of negative or reduced magnetic shear. For 
example, on TCV [29] this has been achieved by using 
ECCD to drive some counter-current on axis to establish 
the negative shear, while on ASDEX Upgrade [30] 
ECRH has been applied during a preexisting internal 
transport barrier, established through a programmed 
current ramp. 

The localized nature of the ECRH power deposition 
makes it an ideal tool for detailed studies of electron 
transport. One such study has been performed on the 
RTP tokamak, where a scan of the power deposition over 
the minor radius revealed a complex response of the 
plasma with multiple internal transport barriers [31]. 
Modulation of the ECRH power has become a standard 
tool for the study of the electron heat diffusivity [21]. 

 
IV.D. MHD Stability Control 

The localization of the power deposition also makes 
ECRH and ECCD ideal tools to control the plasma 
pressure or current density profiles, which determine the 
MHD stability of the plasma. Several instabilities are 
affected by ECRH: sawteeth, tearing modes, ELMs, etc.. 

Most tokamaks equipped with ECRH report a 
lengthening of the sawtooth period or complete sawtooth 
stabilization by ECRH near the sawtooth inversion 
radius (see, e.g. the early experiments on T-10 [32] or 
the more recent and more detailed results from TCV [33] 
and ASDEX Upgrade [34]). The sawtooth crash is 
triggered when the m=1, n=1 internal kink mode is 
destabilized [35]. The stability threshold of this mode is 
seen to depend on the shear at the q=1 surface. 
Consequently, changes to the shear at q=1 affected by 
localized current drive such as ECCD can strongly 
change the sawtooth period. This has been observed in 
various experiments and has been modeled in detail for 
TCV [36]. The dependence of the internal kink stability 
threshold on the local shear can also be used to derive a 
simple criterion for the required EC driven current to 
have a significant effect on the sawtooth period [37]: 

2
11 )/(2 == ∆≥ qcdqcd rrII  (12) 

where Icd is the non-inductively driven current with a 
Gaussian width of ∆rcd, and Iq=1 is the plasma current 
inside the q=1 surface, rq=1. Co-current drive just inside 
the q=1 surface is found to shorten the sawtooth period, 
whereas co-current driven just outside the q=1 surface 
will lengthen the sawtooth period. Counter-current drive 
will have just the opposite effect. A comprehensive 
review of sawtooth control in provided in Ref.  [38]. 

The control of tearing modes by ECRH and ECCD 
has received a lot of attention over the years. This stems 
from the potential threat that these modes pose to 
tokamak reactors: large tearing modes not only lead to a 
substantial degradation of plasma confinement, they may 
also lead to disruption of the plasma [39]. In particular, 
control of neoclassical tearing modes (NTM) occurring 
in high β tokamak plasmas has been studied [40]. The 
stability of an (N)TM can be affected in two ways. First, 
through control of the equilibrium profiles which 
determine the stability parameter ∆’ [41]. Second, by 
generating additional current, the failing current inside 
the magnetic island, responsible for its instability, can be 
replaced resulting in stabilization of the mode [40]. The 
additional current inside the island can either be 
generated inductively by heating the island, or driven 
non-inductively, for example, by ECCD [42]. The 
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suppression of NTMs by ECCD has been demonstrated 
in several experiments [43-46].  

In several experiments the NTM suppression was 
achieved by operation of the ECRH systems under full 
feedback control [45,46]. EC emission (ECE) is used as 
sensor to detect the location of the NTM with the help of 
the oscillations due the mode on the ECE signals, and 
this knowledge is then used to steer the actuator, i.e. the 
ECRH launcher, in the proper direction. This requires 
accurate real-time knowledge of the equilibrium and 
real-time ray tracing to link the sensor derived location 
to the reference frame of the actuator. To circumvent 
these latter steps, inline ECE (see Figure 4) has been 
proposed [47]. In this case the sensing occurs along the 
reference frame of the actuator, i.e. the gyrotron wave 
beam. A proof-of-principle inline ECE system was 
implemented on TEXTOR [48] and used successfully to 
demonstration tracking and suppression of tearing modes 
[49].  
 

 
V. THE ITER ECRH SYSTEMS 

The international experimental fusion reactor ITER 
will be equipped with an advanced ECRH system [50-
52]. According to the ITER design requirements and 
guidelines this system must have the capability to 
perform or assist in a number of tasks: (1) heating in 
order to access H-mode and reach conditions for Q>10 
operation, (2) on and off-axis current drive for steady 
state operation (achieving a current density on axis of > 
20 MA/m2 and a total driven current inside ρ = 0.6 in 
excess of 1 MA), (3) stabilization of NTMs by current 
drive at the q=3/2 and q=2 surfaces, (4) wall 
conditioning, and (5) start-up assist. To (3) should be 
added the control of sawteeth by current drive at the 
q = 1 surface. To perform these tasks an ECRH system 
has been designed consisting of a total of 24, 170 GHz 
gyrotrons each capable of delivering a power of 1 MW, 
CW. The power will be transferred to the tokamak 

through evacuated HE11 wave guide using wave guide 
switches to switch between the alternate upper-port or 
mid-plane launchers. Due to limited steering capabilities 
of these launchers, each of them will be used to perform 
specific tasks. The mid plane launcher is optimized for 
central heating and current drive, whereas the upper port 
launcher design is optimized towards the control of 
NTMs (cf. Fig. 5) and sawteeth. The design work is 
supported by extensive simulations for the various tasks 
and by extrapolation from current experiments to ITER 
[53-55]. Still uncertainties remain. For example, edge 
density fluctuations have been shown to potentially 
result in a doubling of the ECCD power deposition 
profile width near the q =1.5 or 2 rational surfaces, 
which would correspond to an equivalent increase in the 
required ECCD power for NTM suppression [12]. 

  

 
 
Figure 5: Example of results from of a beam tracing 
calculation with the TORRBEAM code for a single wave 
beam coming from an upper launcher, aiming at the 
q=3/2 surface. The black region shows the well localized 
area of power deposition. The dotted curves indicate flux 
surfaces with some special surfaces indicated by full 
lines, from the outside going in: the separatrix, the q=2, 
and q=3/2 surface, respectively. 
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Figure 4: The principle of inline ECE as sensor for 
feedback controlled EC power deposition. The dielectric 
plates stand for frequency selective couplers that 
transmit the high power ECRH waves but reflect the low 
power ECE at desired frequencies. When the steering 
mirror is adjusted such that a feature like a 2/1 magnetic 
island is localized in the sensor spectrum at the actuator 
(gyrotron) frequency, the power deposition exactly on 
that feature is ensured. 
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ABSTRACT  
 

This lecture addresses the various ways of non-
inductive current generation. In particular, the topics 
covered include the bootstrap current, RF current drive, 
neutral beam current drive, alternative methods, and 
possible synergies between different ways of non-
inductive current generation. 

 
 

I. INTRODUCTION 

Earlier lectures [1,2] have stressed the requirement 
of a finite poloidal magnetic field in addition to the 
toroidal magnetic field in order to confine charged 
particles in a toroidal configuration. Whereas in a 
stellarator the poloidal field is supplied by external coils 
[3], the tokamak relies on a toroidal plasma current for 
the generation of the poloidal field. Generally, the 
toroidal current in a tokamak is generated inductively by 
means of a transformer, in which the plasma acts as the 
secondary winding [1]. This immediately leads to a 
major limitation of tokamak operation: the finite flux 
swing of the transformer in combination with the finite 
resistivity of the plasma results in a finite pulse length of 
a tokamak discharge and necessarily pulsed reactor 
operation. For many reasons steady state operation of a 
fusion reactor is highly desirable. This has motivated the 
development of alternate ways for the generation of the 
toroidal plasma current. Such methods are classified as 
‘non-inductive current drive’. A second advantage 
offered by non-inductive current drive, is that it 
decouples the current density profile from the 
temperature profile, which determines the plasma 
conductivity and consequently defines the inductive 
current density profile. The freedom to shape the current 
density profile is particularly important for the control of 
plasma stability [4, 5]. 

An important measure is the efficiency of current 
drive which can be defined as the ratio of the driven 
current density, j, over the spent power density, p: γCD ≡ 
j/p. Since the total current generated scales as ICD ~ πa2j, 
while the total spent power scales as P ~ 2πRπa2p, a 
more practical measure for the current drive efficiency is 
ηCD ≡ neRICD/P. Here, a and R are the minor and major 
radius of the tokamak, respectively. The factor ne 
accounts for the fact that in many cases the non-
inductively driven current is inversely proportional to the 

density such that the current drive efficiency ηCD 
becomes a constant which can be compared across 
different experiments and used for extrapolation to 
future devices. 

Subsequent sections treat various methods of non-
inductive current generation. First, the so-called 
bootstrap current is discussed, which in a toroidal device 
comes entirely for free. It is a parallel (with respect to 
the magnetic field) plasma current which is driven by 
finite pressure gradients in toroidal geometry. Next, the 
various methods of non-inductive current generation by 
radio frequency (RF) waves are treated. This is followed 
by a discussion of the current generated by injection of 
neutral particle beams and a brief overview of various 
alternate concepts for non-inductive current generation. 

For further reading we advice the excellent early 
review by N.J. Fisch [6], and for later updates the 
relevant chapters of the ITER Physics Basis [7] and its 
update [8]. Very instructive is also the book by J. 
Wesson [9]. 

 
 

II. BOOTSTRAP CURRENT 

Neoclassical, collisional transport [10] in high 
pressure toroidal plasma generates a finite parallel 
plasma current. This current is known as the bootstrap 
current and is entirely self generated by the plasma [9, 
11]. Its origin can be best understood as follows. In 
toroidal plasma the particles do not follow the magnetic 
field lines exactly, but exhibit a finite drift as a 
consequence of the magnetic field curvature and 
inhomogeneity.  For the trapped particles this results in 
banana shaped orbits with a finite width [4] 

mpqB
mmv

bw
,

||,2= , (1) 

where q is the charge of the particle, m its mass, and v||,m 
and Bp,m are the parallel velocity and poloidal magnetic 
field at the mid plane (i.e. the position of minimum 
magnetic field along the orbit). In the presence of a finite 
density gradient, this results at any given point on the 
mid plane in an imbalance between the trapped particles 
moving in co- and counter-current direction. This 
constitutes the banana current. The bootstrap current 
finally is generated through collisional coupling of the 
trapped and passing particles. Formulated in terms of the 
velocity distribution function at a given position on the 
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low field side of the mid plane, one notices that a finite 
density gradient results in an asymmetry in the trapped 
particle region. Collisions will extend this asymmetry 
across the trapped passing boundary into the passing 
particle region resulting in the bootstrap current. 
In a more complete theory, not only the density gradient, 
but also the temperature gradient is seen to contribute to 
the bootstrap current. For large aspect ratio ε−1 ≡ R/a, the 
expression for the bootstrap current is [10] 
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while for ε → 1 it reduces to [10] 
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where p is the total plasma pressure. 
 
 
III. PRINCIPLES OF RF CURRENT DRIVE [6] 

Intuitively, the generation of a non-inductive current 
appears to require some method to directly impart 
parallel momentum to electrons. This could be done for 
example by means of neutral beams (see Section IV) or 
through resonant interaction with RF waves. In the latter 
case, the wave can impart its energy and momentum to 
electrons satisfying either the Landau resonance, 
ω − k⋅v = 0, or, in the case of strongly magnetized 
plasmas, the cyclotron resonance, ω − k||v|| − nΩc/γ = 0 (n 
= ±1, ±2, …). 

An estimate of the theoretical current drive 
efficiency is obtained from the following arguments. 
Suppose the parallel momentum imparted to an electron 
is m∆v||. The incremental current carried by this electron 
is ∆j = −e∆v||, while its incremental energy is 
∆ε = mv||∆v||. The fact that ∆ε/∆j is proportional to v||, 
shows that it is energetically favorable to accelerate low 
parallel velocity electrons and, consequently, first studies 
of RF current drive focused on waves with low phase 
velocity ω/k « vte such as Alfvén waves. However, the 
incremental current will decay with the collision 
frequency ν(v) ~ 1/v3 and the power required to sustain 
this current consequently is PRF = ν(v)∆ε. Using the 
notation J = ∆j, and combining the expressions for ∆j, ∆ε 
and PRF, one obtains the theoretical steady state current 
drive efficiency as 

)(|| vmv
e

P
J
RF ν

−
= . (4) 

Thus, maximizing the current drive efficiency requires 
minimizing the expression v||ν(v). Optimization is 
obtained in two opposite limits (see also Fig. 1): for 
v|| → 0, but v⊥ ≈ vte, one has ν(v) ≈ constant; while for 
v|| » vte, ν(v) ~ 1/v||

3. The second limit calls for the use of 
waves with high parallel phase velocity such as Lower 
Hybrid (LH) waves (lower hybrid current drive, LHCD). 

It can be shown that the direct transfer of parallel 
momentum is not even a strict requirement for current 
drive. This was first realized by N.J. Fisch and A.H. 

Boozer [12]. The basic argument runs as follows. Take 
an electron with given parallel and perpendicular 
momentum, mv1. This electron would lose its parallel 
momentum in a typical momentum loss time defined by 
the collision frequency ν1. As its parallel momentum 
decays, it would contribute a parallel current which 
averaged over the time ∆t can be approximated by 
J1 ≈ −ev||1/∆tν1. Now, assume that after interaction with 
EC waves its momentum is changed by a small amount 
to mv2. Again it will lose its parallel momentum in a 
collision time, but the collision frequency is now 
changed since it is proportional to 1/v3. As a result a net 
current is generated, which can be equated to 
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The power that has been spent to create this current is 
(E2 − E1)/∆t. Substituting differentials for the finite 
differences, this leads to the Fisch-Boozer current drive 
efficiency given by [6, 12] 
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where ŝ  is the unit vector in the direction of RF driven 
momentum displacement. As parallel momentum 
transfer between waves and particles no longer is a 
requirement, also waves which carry little or no parallel 
momentum can be used for effective current drive. In 
fact, the theoretical efficiency for current drive by 
perpendicular pushing of electrons reaches up to 3/4 of 
the efficiency for direct parallel pushing of electrons 
[13]. This holds, in particular, for electron cyclotron 
current drive (ECCD). 

It has subsequently been found that ‘adjoint 
techniques’ allow to find a more precise expression for 
the ‘current response function’, χ = −ev||/ν. Starting from 
the steady state Fokker-Planck equation, 

C(fe(v)) = ∇p⋅Sw, (7) 

 
Figure 1: The theoretical current drive efficiency (in 
arbitrary units) for direct momentum transfer as a 
function of the parallel velocity. 
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where Sw is the quasi-linear wave driven momentum 
space flux, an adjoint equation for the current response 
function can be written as [6, 14]  

C(fem(v)χ(v)) = ev||fem(v), (8) 
where fem(v) is the Maxwellian distribution function, and 
fem(v)χ(v) is required to have zero density and energy. 
Now, writing the current from the solution to the steady 
state Fokker-Planck equation as 

J = − ∫ ev|| fe(v) d3v = − ∫ (fe/fem) C(femχ) d3v, (9) 
and using the self-adjointness of the collision operator,  

∫ψ C(femχ) d3v = ∫χ C(femψ) d3v, (10) 
it is easily shown that 

J = ∫ Sw⋅∇pχ d3v. (11) 
The current drive efficiency then becomes 
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generalizing the Fisch-Boozer efficiency (6). These 
adjoint techniques are limited to the regime in which the 
plasma response to the RF waves is almost linear. When 
significant quasi-linear modifications of the distribution 
function are induced, a proper estimate of the driven 
current can only be obtained from solution of the full 
Fokker-Planck equation. 

The presence of trapped electrons further 
complicates the picture: in a tokamak or stellarator, all 
particles in the cone in velocity space given by |v||0/v⊥0| < 
(Bmax/Bmin−1)0.5 are trapped between the magnetic field 
maxima along a field line [2]. Trapped particles have 
zero average parallel velocity and cannot contribute to 
the parallel current. Consequently, when a passing 
particle crosses the trapped/ passing boundary during its 
slowing down, it no longer contributes any parallel 
current. This will reduce the current drive efficiency. As 
a passing particle is pushed across the trapped/passing 
boundary by the resonant interaction with RF waves, its 
contribution to the parallel current is lost and a net 
current is driven in the opposite direction, which is 
known as the Ohkawa current [15].  Furthermore, 
increasing a particle’s perpendicular energy near the 
maximum in the magnetic field will increase its parallel 
velocity on the remainder of its trajectory. This should 
favor current drive by pushing particles in the 
perpendicular direction (in particular, ECCD) on the 
high field side. All these effects can be included in an 
adjoint calculation of the current drive efficiency by 
calculating the appropriate current response function for 
the bounce-averaged Fokker-Planck equation [16, 17, 
18]. 

 
III.A. Lower Hybrid Current Drive (LHCD) 

LHCD has proven to be the most successful non-
inductive current drive method in tokamaks to date [19]. 
It makes use of the slow wave in the intermediate 
frequency regime between the ion and electron cyclotron 
frequencies: Ωci « ω « |Ωce|. This is the realm of the 
lower hybrid resonance,  
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For the slow wave to have access to the high density part 
of the plasma in this frequency range, the parallel 
refractive index must satisfy the accessibility condition 
[20] 
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As a result, the waves are evanescent at the plasma edge 
and efficient coupling of the waves requires a close 
proximity of the LH wave antenna to the plasma edge. A 
particular property of lower hybrid waves is that the 
group velocity is perpendicular to the wave vector. Since 
also typically k⊥ » k||, the group velocity is almost 
parallel to the magnetic field and the wave propagates in 
a narrow “resonance cone” along the magnetic field. 
This means that the waves can only reach the centre of 
the plasma after traveling a number of times around the 
torus. 

For efficient current drive, one should avoid 
parasitic damping of the waves by ions and, in case of a 
reactor, by fusion alpha particles. This requires the use 
of sufficiently high frequencies in order to avoid the 
presence of the lower hybrid resonance inside the 
plasma. In addition, efficient current drive is favored by 
high phase velocities, i.e. small N||. While one would 
expect such high phase velocities with vph » vte to be ill 
absorbed as a consequence of exponentially small 
numbers of resonant electrons, early experiments 
nevertheless showed good absorption. The reason for 
this is the generation of an extended tail of energetic 
electrons by quasi-linear interaction with lower phase 
velocity components not originally present in the 
launched wave spectrum. The generation in the plasma 
of these lower phase velocity components is known as 
the “spectral gap” problem. It is generally assumed that 
the multi-pass ray trajectories in these experiments are 
responsible for the required N|| upshift [21]. Several 
alternative explanations have been proposed to fill the 
spectral gap, including spectral broadening due to 
scattering off density fluctuations, wave diffraction, 
magnetic ripple, and parametric instabilities in the 
scrape-off layer in front of the launching antenna [22]. 
State of the art modeling employs coupled 3D ray-
tracing and (2D in velocity space) Fokker-Planck codes 
with self-consistent absorption from the quasi-linearly 
modified electron distribution function [23]. This 
standard model of LHCD has proven very successful in 
explaining present experimental results [24]. 

LHCD has been the main tool for bulk current drive 
and for current profile tailoring in reversed central shear 
or low shear, hybrid tokamak scenarios. A record 3 hour 
discharge sustained by LHCD has been demonstrated on 
TRIAM-1M albeit at low current and density. On larger 
devices like JET and JT-60 fully non-inductive 
discharges have been sustained by LHCD at 3.0 and 3.6 
MA, respectively. Current drive efficiencies obtained to 
date have reached values of ηLHCD = 0.3×1020 A/Wm2 
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(JT-60U and JET), and across different experiments are 
found to scale roughly as ηLHCD ≈ 1.2 × 1020 <Te[keV]> / 
(5+Zeff) A/Wm2 [8]. 

In ITER, the penetration of LH waves is limited to 
the outer parts as very efficient Landau damping occurs 
at plasma temperatures in the range of ~10 keV. 
Simulations confirm this limitation of LHCD to the 
colder outer part of the plasma. Typical efficiencies 
predicted for ITER are in the range of ηLHCD = 0.2 × 
1020 A/Wm2 [23]. The major aim of a possible LHCD 
system for ITER would be the achievement and 
sustainment of reversed shear or hybrid tokamak 
scenarios and the generation of discharges with fully 
non-inductive current drive. 

Typical frequencies used for LHCD are in the range 
of 1 to 10 GHz, and in this frequency range fundamental 
wave guides can be used for an efficient transport of the 
waves. To generate the required spectrum grill antennae 
existing of multiple, appropriately phased fundamental 
wave guides are being used [20]. Also high power 
sources in this frequency range, especially klystrons, are 
readily available. 
 
III.B. Electron Cyclotron Current Drive (ECCD) 

Electron cyclotron waves generally carry little or no 
momentum, and current drive by these waves is based on 
the Fisch-Boozer mechanism in which electrons moving 
in one direction are selectively heated [25, 26]. This 
selective heating can be achieved by proper tailoring of 
the EC resonance condition,  

||||/|| vkn ce +Ω= γω  (15) 
in the region of power deposition. It generally requires a 
finite parallel refractive index, N|| = k||c/ω, and sufficient 
optical depth in order to guarantee almost complete 
absorption on one side of the resonance. One then 
distinguishes ECCD at downshifted (ω < |Ωce|) and at 
upshifted frequencies (ω > |Ωce|) as illustrated in Fig. 2. 
Efficient downshifted ECCD can be obtained by oblique 
injection of slow X-mode waves at the fundamental 
resonance from the high field side. However, most 
experiments currently affect ECCD at upshifted 
frequencies by low field side oblique injection of either 
fundamental O-mode or second harmonic fast X-mode 
waves. State of the art modeling of ECCD employs ray- 
or beam tracing codes employing adjoint techniques for 
the calculation of the driven current [27]. Quasi-linear 
modifications of the electron distribution become 
significant for power levels exceeding the threshold 
value pECCD[MW/m3]/ne

2[1019/m3] > 0.5 [28]. In such 
cases proper predictions of the EC driven current can 
only be obtained from (2D in velocity space) bounce 
averaged quasi-linear Fokker-Planck codes [29]. 

The current drive figures of merit achieved to date 
are typically in the range of ηECCD = 1 – 4 × 1018 A/Wm2, 
where the largest values have been achieved in high 
temperature discharges on JT-60U [30]. Extensive 
studies on DIII-D have shown that the experimentally 
measured EC driven current is in good agreement with 
predictions from combined ray-tracing and Fokker-

Planck code calculations provided the synergy between 
the ECCD and a residual parallel electric field is 
properly accounted for [31]. Full non-inductive current 
drive over several current diffusion times has been 
demonstrated on TCV [32]. In these discharges, the EC 
driven current density profile had to be carefully tailored 
in order to avoid driving too much current near the 
centre of the discharge and the resulting instabilities. 
This is a due to the very localized EC power absorption 
and current drive as a consequence of the use of well 
focused wave beams and the cyclotron resonant 
character of the wave-plasma interaction. This localized 
character of the ECCD is in fact its main attractive 
feature: it allows the localized manipulation of the 
current density profile as required for the control of 
MHD instabilities like sawteeth and neoclassical tearing 
modes [25, 26]. 

Calculations of the expected ECCD efficiency in 
ITER predict a value of ηECCD = 0.2 × 1020 A/Wm2 in the 
high temperature centre of the discharge. Off-axis ECCD 
efficiencies will be significantly lower as a consequence 
of both trapped particle effects and lower local 
temperatures. Still the predicted driven current densities 
for the total available power of 20 MW are more than 
sufficient for the control of sawteeth and tearing modes 
[33], one of the major tasks of the ITER ECRH system. 

 

III.C.  Ion cyclotron resonance frequency (ICRF) 

Current drive by ICRF waves (ICCD) is possible in 
a variety of scenarios [7, 8]. The wave to be injected in 
this range of frequencies is the fast magnetosonic wave 
(or fast wave FW), which has a dominant perpendicular 
electric field polarization [34]. Avoiding significant 
damping on the ions or mode conversion to ion 
Bernstein waves, most of the power can be deposited on 
electrons through multi pass absorption by electron 
Landau-damping and transit time magnetic pumping 
(TTMP). In case of the injection of an asymmetric wave 
spectrum, these result in fast wave current drive 
(FWCD). FWCD has been demonstrated on JFT-2M, 
DIII-D [35], and Tore-Supra [36]. Current drive 
efficiencies obtained scale with the central electron 

 
Figure 2: Illustration of the down and up shifted EC 
resonance in momentum space. The parallel refractive 
index is N|| = 0.5, and the wave frequencies are chosen 
as ω /|Ωce| = 0.9 and 1.1 for the down- and upshifted 
case, respectively. 
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temperature and have reached values up to ηFWCD = 4 × 
1018 A/Wm2 in agreement with theoretical modeling [7, 
37]. Typical driven current density profiles are very 
peaked on axis due to both central peaking of the power 
deposition and trapped particle effects. Extrapolation of 
these results to ITER yield an expected current drive 
efficiency of ηFWCD = 0.2 × 1020 A/Wm2 with a centrally 
peaked driven current density profile. 

Alternative scenarios of ICCD make use of the 
generation of extended energetic ion tails, for example, 
through ion minority heating. In the case of asymmetric 
wave particle interaction, these can result in a sizeable 
driven ion current, which can be calculated from a trivial 
generalization of the Fisch-Boozer efficiency (6). As in 
the case of Neutral Beam current drive (see section IV) 
this energetic ion current Jm (with minority ion charge 
Zm) results in a net plasma current J = Jm (1 – Zm/Zi) 
where Zi is the majority ion charge. The final equation 
for the ion minority current drive efficiency then 
becomes [6] 
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Additional energetic ion currents can arise from finite 
orbit widths of (trapped) resonant ions [38]. These latter 
currents are highly localized and due to their 
diamagnetic origin typically of bipolar shape. This 
makes these currents well suited for MHD instability 
control. Successful control of sawteeth has been 
demonstrated by ICCD on JET resulting in possible 
avoidance of NTM [39]. 
 
III.D.  Alfvén wave Current Drive (AWCD) 

At first glance, current drive by low frequency ω < 
Ωci, low phase velocity vph < vte Alfvén waves appears 
very attractive as the current drive efficiency increases 
dramatically for low phase velocities (see Fig. 1). 
However, as the wave momentum is imparted to 
electrons with very small parallel velocity, most of these 
electrons are likely to be trapped. For this reason 
efficiencies for AWCD are expected to be very low. In 
one of the few experiments an efficiency of 
ηAWCD = 0.4 × 1018 A/Wm2 was achieved. However, the 
favorable regime with very low phase velocity vph < vte 
could not be accessed [40]. 
 
IV. NEUTRAL BEAM CURRENT DRIVE (NBCD) 

The possibility of current drive by the injection of 
energetic beams of neutral particles was already realized 
in the early stages of tokamak research [41]. Following 
the discussion as given in Ref. [6], the principle of 
NBCD can be understood as follows. Consider a 
homogeneous, neutral plasma with two groups of 
counter streaming ions. It is then always possible to 
choose the frame of reference such that their currents 
cancel exactly and the net ion current vanishes. When 
one of the two ion populations, say the left moving bulk 
ions, can now be made to collide more efficiently with 
the electrons then the right moving beam ions, the 

electrons will be displaced in the direction of this left 
moving bulk ions and a net plasma current in the 
opposite direction would result. Finally, note that in 
neutral plasma the current is a Lorentz invariant, such 
that it is independent of the frame of reference in which 
it is derived.  

Two possible ways to realize such a situation with 
different momentum transfer rates from the bulk and 
beam ion populations to the electrons are sketched in 
Fig. 3 (after Ref. [6]). In the first example (Fig. 3a), a 
beam of highly energetic ions is moving to the right at 
velocities vb well above the electron thermal velocity 
(i.e. vb » vte). Due to the velocity dependence of the 
Coulomb collision frequency, the electrons would then 
collide much more frequently with the left moving bulk 
ion population, and a net current to the right would 
result. As said, this requires neutral beam injection with 
beam velocity far exceeding the electron thermal 
velocity, which in high temperature fusion plasmas is 
unpractical.  

In the second example (Fig. 3b), the beam velocity 
maybe smaller than the electron thermal velocity (i.e. 
vb < vte). A difference in momentum transfer rates is now 
obtained by exploiting the dependence of the Coulomb 
collision frequency on the square of the ion charge state 
Zi, while the current carried is only linear in Zi. When 
the effective charge state of the bulk ions Zeff now 
exceeds that of the energetic ion beam Zb (or vice versa), 
the electrons again will collide more frequently with the 
left moving bulk ions (the beam ions), and a net current 
to the right (left) will arise. Neglecting trapped electron 
effects, this results in a current 

b
eff

b J
Z
ZJ ¸

¸
¹

·
¨
¨
©

§
−= 1 , (17) 

where Jb is the current carried by the energetic ion beam. 
Trapped electron effects further restrain the electron 
motion, resulting in a further reduction of the cancelling 
electron current. In the large aspect ratio approximation 
the net result is [9,42] 

 
Figure 3: Illustration of the principle of neutral beam 
current drive. A difference in the momentum transfer 
rate from bulk (left) and beam (right) ions to the 
electrons is due to (a) a  beam velocity well in excess of 
the electron thermal velocity or (b) a difference in 
charge state between bulk and beam ions. 
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where A(Zeff) is a function whose values vary from 1.67 
for Zeff = 1 to 1.18 for Zeff = 4. 

A calculation of the beam current Jb, requires a 
Fokker-Planck solution of the beam ion distribution. In 
the absence of trapping an analytical solution for this 
‘slowing down distribution’ has been found in the form 
[9] 

duuuf
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where pNBCD is the local density of neutral beam power 
deposition, mb the mass of the beam ions, τs is the 
energetic ion slowing down time, and u is the energetic 
ion velocity normalized to the injection velocity vb. The 
function f1 is the first order Legendre harmonic of the 
energetic ion distribution function, and is given by 
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where the subscript i refers to the different bulk ion 
species. 

NBCD has been applied successfully in a number of 
tokamaks. The maximum driven currents are in 
agreement with the theoretical expectations according to 
the model outlined above [8]. Typical beam energies in 
current experiments range from several 10’s of keV in 
the smaller tokamaks up to 350 keV in the larger JT-60U 
tokamak. For efficient penetration into the high density 
ITER core, beam energies of 0.5 to 1 MeV will be 
required. The efficient neutralization of the accelerated 
beam ions before injection into the plasma at these high 
energies is only possible using negative ion sources. Due 
to the nature of the NB power deposition the NBCD 
profile can be relatively broad, and is most useful for 
driving bulk plasma current rather than current density 
profile tailoring. A record NBCD efficiency of ηNBCD = 
0.15 × 1020 A/Wm2 has been achieved on JT-60U using 
negative ion based NBCD at beam energies of 350 keV 
in Te(0) = 14 keV, high beta plasmas with fully non-
inductive plasma current sustainment [43]. Calculations 
for ITER conditions predict NBCD efficiencies up to 
ηNBCD = 0.4 × 1020 A/Wm2 [7] for an optimized system. 

 
 

V. ALTERNATIVE METHODS 

Many alternative methods have been considered in 
the literature. However, none of these methods has 
achieved the experimental maturity of the RF and neutral 

beam based current drive methods discussed above. We 
will provide only a cursory sketch of these alternatives. 

 
V.A.  Helicity injection 

Helicity is defined as the inner product of the vector 
potential and the magnetic field, K ≡ A⋅B, where the 
vector potential A satisfies B = ∇×A. A transport 
equation for helicity can be written using Ohm’s law as 
[44] 

t
K

∂
∂  + ∇⋅Q = −2ηJ⋅B, (21) 

where the helicity flux is 
Q = Bφ + E×A = 2Bφ + A×∂Α/∂t  (22) 

with φ being the electrostatic potential, and the total 
electric field E = −∇φ − ∂Α/∂t. The evolution of the total 
magnetic helicity Ktot ≡ ∫ A⋅B dV, where the integration is 
over a plasma volume bounded by a magnetic surface, 
then is given by 

∫−Φ=
∂

∂ 22 Tloop
tot V
t

K η J⋅BdV. (23) 

Here, the first term on the right hand side represents the 
helicity injection at the edge of the plasma given by the 
product of the toroidal loop voltage and the toroidal 
magnetic flux. The second term represents the volume 
integrated helicity dissipation. In the case of inductive 
current drive the dissipation of helicity is canceled by a 
DC loop voltage, which is limited by the flux swing of 
the primary transformer. In the concept of oscillating 
field current drive (OFCD) (or AC helicity injection) 
very low frequency, oscillating toroidal and poloidal 
electric fields are applied at the plasma edge, with 
relative phasing such that net time averaged helicity 
injection is obtained [45, 46]. The current generated in 
this way is located at the plasma surface and penetration 
to the plasma core must rely on Taylor relaxation: the 
conjecture that magnetically confined plasmas tend to 
relax to states with minimum magnetic energy while 
conserving total helicity [47].  An experimental 
demonstration is given in Ref. [48]. 

Electrostatic (or DC) helicity injection makes use of 
the term 2Bφ  in the helicity flux (22). This is only 
possible in case of open field lines exciting and entering 
the plasma volume. A simple prescription for 
electrostatic helicity injection then would be to cut an 
electric gap dividing the bounding surface into two areas 
where magnetic flux either enters or leaves the volume 
and to apply a voltage V over this electric gap. This 
results in an amount of helicity injection given by [44] 

M
inj

tot V
t

K
Φ=

∂
∂ 2 , (24) 

where 

∫=Φ |
2
1

M B⋅ n| dS 

is the net flux entering/leaving the volume. The method 
has been applied successfully in a number of 
experiments using different geometries for the applied 
magnetic fields and voltages [49–52], and appears 
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particularly useful for current start-up in solenoid-free 
spherical tokamaks [53]. 

 
V.B. Alpha power channeling 

The basic idea of ‘alpha power channeling’ is to 
transfer energy from the energetic fusion alpha particles 
into waves, which may then be put to practical use. The 
transfer of energy from particles to waves requires the 
inversion of the alpha particle distribution along the 
wave diffusion trajectory. In the original proposal, the 
alpha particle energy is channeled through interaction 
with Lower Hybrid waves into current drive [54]. Later, 
alpha particle interaction with Ion Bernstein waves has 
been envisaged to channel alpha particle energy into 
heating of fuel ions with the potential of increasing the 
plasma reactivity [55]. A review of the main concepts 
and of some partial experimental tests is given in Ref. 
[56]. 

 
V.C. Synchrotron radiation 

Fusion plasmas are a powerful source of 
synchrotron radiation. As the tokamak vessel walls are 
generally highly reflective for these waves, the radiation 
is continuously emitted and reabsorbed. Whereas the 
emitted radiation is isotropic, it has been suggested that 
by proper shaping of the vessel walls the reflected 
spectrum can be made anisotropic such that the reflected 
waves could effectively drive plasma current [57]. The 
anisotropic reflection is achieved by means of a 
sawtoothed or fish-scale wall in which the vertical 
sections are made absorbing while the slanted sections 
are made reflecting. Further investigations seem to 
indicate that only part of the current can be driven in this 
way in a realistic fusion reactor [58, 59]. 

 
 

VI. SYNERGY 

So far, the different current drive schemes have been 
treated individually. Synergy could be expected from 
combinations of any of these. For example, combining 
LHCD and ECCD has been shown to significantly 
increase the ECCD efficiency as the EC waves can 
interact with the LHCD produced high energy tail 
electrons [60]. In another experiment the combination of 
LHCD and ion Bernstein waves (IBW) has been shown 
to lead to a locally increased LHCD current, which is 
due to the local generation of a broadened electron 
velocity distribution by the IBW on which the LHCD 
wave are damped more efficiently [61]. On JET a 
synergy between LHCD and the FWCD was noted [62]. 
An increased NBCD efficiency could be expected from 
ion cyclotron resonance heating of the energetic beam 
ions: the increase of the perpendicular velocity of the 
beam ions increases their slowing down time and the 
resulting beam current [63]. Finally, radial gradients in 
RF driven quasi-linear populations will affect the 
bootstrap current [64]. 

 
 

VII. PROSPECTS FOR A STEADY STATE 
TOKAMAK REACTOR 

Even with the highest predicted current drive 
efficiencies quoted above, full non-inductive drive of the 
total plasma current in a standard high performance H-
mode discharge in ITER would require a prohibitively 
large amount of power. As we can foresee now, the fully 
non-inductive, steady state operation of ITER and future 
tokamak fusion reactors will have to rely on the 
bootstrap current for supplying the major part of the 
plasma current. Other methods, like NBCD or ECCD, 
need than be used to supply sufficient core current to fill 
in the hollow bootstrap current profile ~ drdp /ε [8]. 
Maximizing simultaneously bootstrap current fraction 
and performance is one of the goals of advanced 
tokamak scenario development. Integrated modeling of 
such scenarios illustrates the possibilities for steady state 
discharges in ITER [65]. 
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ABSTRACT

RF heating and current drive in the ion cyclotron
frequency range is widely used on existing machines
and is planned on ITER. After a brief reminder of
transmission line theory concepts the paper illustrates
the process of antenna design by explaining some key
design choices made for the ITER ICRH antenna.
Finally the most common matching schemes are re-
viewed.

I. INTRODUCTION

The principle of heating and current drive by
plasma waves has been addressed in several other lec-
tures [1, 2, 3, 4]. In particular it has been seen [2] that
the antenna current strap can be described as a strip-
line with equivalent transmission line distributed pa-
rameters. The matching circuit is composed of trans-
mission line components and hence its response can
also be described by transmission line theory. Ba-
sic transmission line concepts are therefore reminded
before going to antenna design and matching.

It is important to note that the time dependence
of the various quantities is in e+iωt in this lecture,
which is the “engineering” transmission line conven-
tion whereas the “physical” convention generally used
to describe the wave propagation is time dependence
in e−iωt. As the e+iωt factor appears on all time-
dependent terms it is customary to suppress it on all
terms in the different expressions.

II. TRANSMISSION LINE MODELING

Transmission line theory can be approached ei-
ther from an extension of circuit theory or from a
specialization of the Maxwell’s equations. The first
approach is favored here. The main difference with
circuit theory lays in the physical size of the electri-
cal circuit: the transmission line size is of the order
of magnitude of the wavelength whereas it is much
smaller in circuit theory. A transmission line is a
distributed parameter network along which voltage

and current vary in amplitude and phase. Excellent
overview of transmission line theory can be found in
[5, 6].

A. The telegraphers equations

The voltage V and current I on the line vary due
to the presence of the following distributed parame-
ters:

– the series impedance per unit length Z = R +
iX = R+ iωL (Ω/m), where R (Ω/m) is the se-
ries resistance per unit length and accounts for
the conductor losses, X (Ω/m) and L (H/m)
are the series reactance and inductance per unit
length.

– the shunt admittance per unit length Y = G +
iB = G + iωC (S/m), where G (S/m) is the
shunt conductance per unit length and accounts
for the dielectric losses, B (S/m) and C (F/m)
are the shunt susceptance and capacitance per
unit length.

The evolution of the voltage and current along the
line is described by two second-order differential equa-
tions known as the telegraphers’ equations:

d2V

dz2
= −ZY V ;

d2I

dz2
= −ZY I (1)

The solutions to these equations are the superposition
of two traveling waves:

V (z) = V +
0 e

−γz + V −
0 e

+γz = V + + V − (2)

I(z) =
1

Z0
(V +

0 e
−γz − V −

0 e
+γz) = I+ + I− (3)

where the e−γz term represents a wave propagating in
the positive z direction and the term e+γz represents
a wave traveling in the negative z direction.

The time dependent solution for the voltage (it
has a similar form for the current) is:

V (z, t) = V +
0 e

−αzei(ωt−βz) + V −
0 e

+αzei(ωt+βz) (4)

The complex propagation constant is :

γ = α+ iβ =
√
ZY =

√
(R+ iωL)(G+ iωC), (5)
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where α is the attenuation constant and β is the phase
constant or wave number; α = 0 for a lossless line.

Z0 =

√
Z

Y
=

√
R+ iωL

G+ iωC
(6)

is the characteristic impedance of the line. Note that
γ and Z0 are functions of the frequency.

B. Transfer matrix and Z transformation

If we know the voltage Vout and current Iout at
one point in the line, chosen to be at z = 0, Eqs. 2
and 3 allow us to determine the constants V +

0 and
V −
0 . Knowing the characteristics of the line (γ and
Z0) and making use of Eqs. 2 and 3 we relate the
voltage Vin and current Iin in z = −l to Vout and
Iout in z = 0 by the transfer matrix:(

Vin
Iin

)
=

(
cosh(γl) Z0 sinh(γl)
sinh(γl)
Z0

cosh(γl)

)(
Vout
Iout

)
(7)

Also, the impedance at any point (z = −l), defined
as the ratio of the voltage to the current at this point,
is defined if we know the impedance at another point
(z = 0):

Zin = Z0
Zout + Z0 tanh(γl)

Z0 + Zout tanh(γl)
(8)

C. Reflection coefficient and VSWR

The (voltage) reflection coefficient at one point
in the line (z = −l) is expressed as the ratio of the
reflected voltage to the incident voltage at this point
and is linked to the reflection coefficient at another
point in the line (z = 0) by:

Γ =
V −

V +
= Γ0e

−2γl (9)

Note the factor 2 appearing in the exponential
term. It comes from the fact that the combined wave
is the superposition of two waves, the incident and
reflected waves, traveling in opposite direction at the
same phase velocity.

The reflection coefficient at any point is linked to
the impedance at the same point by:

Γ =
Z − Z0

Z + Z0
(10)

The Voltage Standing Wave Ratio (or VSWR) is
defined as the ratio of the amplitudes of the maximum
and of the minimum voltages at a given point and is
linked to the modulus of the reflection coefficient at
this point by:

S =
Vmax
Vmin

=
1 + |Γ|
1− |Γ|

(11)

For a matched line |Γ| = 0 and S = 1.

III. ICRH ANTENNA DESIGN

A. Antenna components

An example of ICRH antenna is shown in figure 1.
It is one of the two 2-straps antennas of TEXTOR,
where each antenna is powered by a 2MW genera-
tor. The current strap is generally a strip-line that

Figure 1: Two-strap TEXTOR ICRH antenna.

is short-circuited at one end to produce the magnetic
field exciting the fast magnetosonic wave [2, 3]. Most
recent antennas are arrays of poloidally and toroidally
spaced straps. The phase and amplitude of the cur-
rents flowing in the different straps of the array need
to be controlled to excite the required wave spectrum
corresponding to the requested physics scenario (see
last section on matching).

The strap is enclosed in the antenna box, part
of the antenna housing, which is protected from the
plasma by side limiters. It is not only a mechanical
structure onto which the current straps, the screen
bars and the feeding transmission lines are mounted
but it also acts as a return conductor for the RF cur-
rents.

The geometry of the straps and antenna box will
be subject to an optimization, constrained to the
available physical space, to maximize the coupling
while remaining below the current, voltage and elec-
tric field limits.

The antenna is generally mounted on the out-
board equatorial plane of the machine. It is either
mounted in the gap between the vessel and the plasma
(TEXTOR, ASDEX-U, JET) or built as a whole as-
sembly inside a port plug that is mounted onto the
vessel (Tore-Supra, JT-60U, ITER). The first option
requires smaller openings in the vessel as the compo-
nents can be brought inside the machine by an access
hole and possibly allows the deployment of larger ra-
diating areas but the available depth can be reduced,
impacting on the coupling. The advantages of the
plug antenna are easier maintenance and remote han-
dling. It generally has smaller radiating areas, partly
compensated by the larger available depth.

RF grounding of the antenna avoids the excita-
tion of unwanted modes (e.g. in the cavity formed by
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the liner and the vessel on TEXTOR).

A Faraday shield or screen consisting in a slotted
frame or a series of bars is generally placed in front
of the straps. Its main role is to filter out the elec-
tric field parallel to the static magnetic field. For this
reason it is preferably oriented parallel to the static
magnetic field (what will only occur for a chosen ro-
tational transform).

The antenna is fed by Vacuum Transmission
Lines (or VTLs). They connect the antenna inside
the machine to the pressurized transmission lines out-
side the machine and may contain some pre-matching
elements.

The vacuum windows or vacuum feedthroughs
are critical elements of the ICRH systems. Their pri-
mary goal is to enter the RF into the vacuum vessel
without breaking the vacuum. They see the machine
vacuum on the antenna side and either a private vac-
uum or pressurized lines on the generator side. They
also act as a mechanical support for the inner conduc-
tors of the feeding lines and as tritium barriers, when
necessary. As they are generally located in sections
with high VSWR they must be able to cope with high
voltages, of the order of 40−50kV . They generally are
constituted of cylindrical or conical ceramics (usually
Al2O3) brazed onto the inner and outer metallic con-
ductors of the cylindrical coaxial transmission line.
ICRH technology is further discussed in [7].

B. Key design choices for the ITER ICRH an-
tenna

The ITER ICRF antenna [8, 9]

The main functional requirements for the ITER
ICRH system are heating, current drive and wall con-
ditioning. The key specifications are the following:

– Nominal power per antenna (2 antennae are fore-
seen at the moment): 20MW ;

– Frequency range: 40− 55MHz;
– Quasi-CW operation;
– Phased antenna array (6 poloidal by 4 toroidal

array of straps);
– Location: equatorial port plug.

The control of the currents (amplitude and phase) in
the different columns of straps combined to the broad
frequency range allows covering all requested physics
scenarios to fulfill the functional specifications.

The ITER ICRH port plug (figure 2) contains
4 RF modules and is cantilevered from the port plug
flange, where it is connected to the vacuum vessel. Its
inside acts as a neutron shield, reducing the level of
radiation at the back flange below a level permitting
hands-on operation after some time for maintenance.
The port plug is put in place by remote handling.

One RF module consists of two columns of three
short current straps. Each strap is connected to a 15Ω
characteristic impedance cylindrical coaxial feeder.
Three poloidal straps with their feeders are connected
in parallel by a 4-port junction (4PJ) to form a triplet

of straps. The 4PJ is connected to one 20Ω character-
istic impedance RF feeding line containing a vacuum
window acting as a mechanical support for the inner
conductors, a vacuum and a tritium barrier.

Figure 2: ITER ICRH antenna.

FEM approach vs. transmission line approach

Finite Element Modeling (FEM) codes with a
plasma model as Topica [10] allow calculating the
antenna input impedance and determine the distri-
butions of electric and magnetic fields in the whole
antenna with as input the plasma and Scrape-Off
Layer (SOL) information (density and temperature
profiles, composition), the static magnetic field infor-
mation (amplitude and angle) and the antenna ge-
ometry. Plasma and SOL information can be used to
create an equivalent dielectric load [11] if the FEM
code doesn’t have a plasma model, as it is the case
for commercially available codes like CST MicroWave
Studio [12] and ANSOFT HFSS [13]. The gyrotropy
of the plasma is in this case not taken into account.

The FEM simulations indeed give a full RF char-
acterization of the antenna but they require making
use of very intensive computational resources. Hence
the interest of the transmission line approach linked
to a semi-analytical coupling code: it is very fast,
requires limited computational resources and gives a
very good approximation of the results. It also al-
lows having a better understanding of the physical
processes at hand.

Strap input impedance

As described in another lecture [2] the current
strap can be described as a short-circuited strip-line
with its distributed parameters RA, LA, CA, which
are determined by a semi-analytical coupling code,
and length lA. Using the e+iωt convention for the
time dependence the strap input impedance, complex
propagation constant and characteristic impedance
are given by:

ZF = RF + iXF = Z0A tanh(γAlA) (12)

γA =
√

(RA + iωLA)iωCA (13)

Z0A =

√
ZA
YA

=

√
RA + iωLA
iωCA

(14)
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Choice of short straps

The power radiated by the antenna is given by:

Prad =

lA∫
0

RA|I(y)|2

2
dy, (15)

where RA is the radiation resistance as given by the
coupling codes. If RA is determined experimentally
one has to subtract the losses in the antenna (deter-
mined from tests on vacuum) from the experimentally
measured loading resistance.
The current and voltage along the strap are given by:

I(y) = Imax cosh(γy) (16)

V (y) = Z0AImax sinh(γy) (17)

A comparison of the radiated power pattern, volt-
age and current along one long strap and three short
straps is given in figure 3. As the radiated power is
proportional to | cosh(γy)|2 the power is very effec-
tively radiated near the short circuit (where y = 0
thus cosh(γy) ≈ 1) and much less effectively when
moving away from the short-circuit. The radiation
efficiency is thus improved when going from one long
strap to several short straps and for a given total
power to be radiated the maximum current (at the
short-circuit) will be lower. But the main advan-
tage is the significant voltage reduction on the strap
(about a factor 3 in the example of figure 3). The
choice of short straps will lead to the design of high
power density antennas.

Figure 3: Radiated power pattern, voltage and cur-
rent evolution along one long strap (left) and three
shorter straps (right).

Choice of the feeder characteristic impedance

The main operating limit on current antennas is
the maximum voltage in the system Vmax. We can
express the transferred power by:

P =
G|V |2

2
=
Gmin|Vmax|2

2
(18)

Gmin is the minimum conductance, which will
occur where V = Vmax and represents the coupling
to the plasma. The antenna optimization will consist
in maximizing Gmin, meaning maximizing the trans-
ferred power for a given allowed Vmax on the system

(or minimizing the maximum voltage on the system
for a given power to transfer).

We have seen that by choosing short straps we
could decrease the voltage on the straps. As the
straps are shorter than a quarter wavelength (lA <
λ/4) Vmax will not occur on the strap and we need to
include the next part, which is the strap feeder, into
the system to be able to optimize the antenna.

The strap feeder is a cylindrical coaxial transmis-
sion line. The characteristic impedance of such a line
with an inner radius a and outer radius b is:

Z0 =
1

2π

√
µ

ε
ln
b

a
≈ 60 ln

b

a
(19)

The maximum electric field will occur at the inner
radius a and is equal to:

Emax = E(a) =
V

a ln( ba )
(20)

Figure 4 shows Gmin1 and Emax in the feeder as
a function of its characteristic impedance (Z0F ). To
improve the performance of the system (i.e. maximize
Gmin1) one has to choose Z0F as small as possible.
But this reduces the gap between inner and outer
radii of the feeder and Emax is dramatically increas-
ing, finally exceeding the limit of 2kV/mm (parallel
to Bt), for small Z0F . The strap input impedance
chosen to estimate the performance and electric field
in figure 4 is taken from Topica calculations with ref-
erence ITER plasma and SOL profiles and for 0ππ0
toroidal phasing. Z0F = 15Ω is chosen as a good com-
promise between voltage stand-off and performance.

Figure 4: Minimum conductance (Gmin1) and maxi-
mum electric field (Emax) in the feeder in function of
its characteristic impedance (Z0F ).

Antenna segmentation

Short straps were chosen to limit the voltage on
the straps and have high power density. But why
were three straps chosen as optimal for ITER ?

Let’s consider the ITER antenna box and split it
into N segments. In the case of short straps —but not
too short —the strap input impedance, mainly induc-
tive, is roughly proportional to the length of the strap
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(ZF,N ≈ ZF,1/N). The power of 2.5MW per feeding
line is divided amongst the N segments. The feeder
outer radius is constrained by the physical dimensions
of the ITER antenna box (320mm wide, 945mm high
and 30mm thick strap). Z0F = 15Ω.

Vmax, Emax and 〈Ploss〉 on the feeder section are
shown in figure 5 in function of the number of seg-
ments N . Emax and 〈Ploss〉 are increasing with N
but because of the constraints on the physical dimen-
sions they also increase when going towards N = 1 or
2. Vmax is decreasing with N as the power is divided
among more straps. Again the choice is a matter of
trade-off and N = 3 is a good compromise between
Emax and Vmax on the feeder.

Figure 5: Maximum voltage Vmax, maximum electric
field Emax and average power loss 〈Ploss〉 in the feeder
as a function of the segmentation of the antenna.

Passive power distribution: the 4-port junction

From the plasma point of view (or coupling) three
short straps will be roughly equivalent to one long
strap only if the currents flow in phase in the three
straps. This can be achieved either actively or pas-
sively. An active control requires a large number of
matching components to ensure the correct phase on
the three straps, which in turn will lead to space issues
and a very complex matching (the 24 straps are mu-
tually coupled). This leads to the choice of a passive
power distribution by the use of a multi-port junc-
tion: 3 straps are connected in parallel by a 4-port
junction (4PJ). In this case the currents will be in
phase if the 4-port junction is located around Vmax.

This has consequences on the frequency response
of the antenna. Let’s note Gmin1 the minimum con-
ductance in the strap feeder section (antenna side of
the 4PJ) and Gmin2 the minimum conductance in the
feeding line of one strap triplet (generator side of the
4PJ). For a given antenna geometry and loading con-
ditions Gmin1 is evaluated by a coupling code. If the
junction is located at the voltage anti-node (Vmax) for
all frequencies then Gmin2 = Gmin2,max = 3Gmin1.
But in practice the junction is physically located at
a fixed position and will be at Vmax for a single fre-
quency. Moving away from this point in frequency
will lead to a Gmin2 < Gmin2,max (see figure 6). The

4-port junction acts as a frequency filter . The po-
sition of the maximum of Gmin2 can be moved to-
wards lower/higher frequency by increasing/reducing
the feeder or 4PJ length.

Figure 6: Gmin1, Gmin2,max and Gmin2 (to have
Vmax at mid-band) vs. frequency. Gmin2,−30cm and
Gmin2,+30cm when removing or adding 30cm of feeder
length.

Antenna optimization [14, 15]

The main operating limit on current antennas be-
ing Vmax the RF antenna design will strive to:

– improve the achievable Vmax by design;
– maximize Gmin2, i.e. maximize the transferred

power for a given Vmax.
Increasing Gmin2 can be obtained by increasing
Gmin1, i.e. by acting on the antenna front face ge-
ometry (strap width, box depth, septum recess). As
the strap input impedance is mostly reactive (R2

F <<
X2
F ) we have:

Gmin1 ≈
RF

X2
F + Z2

0F

(21)

The resistive part, RF , is determined partly by the
antenna box geometry and partly by the external
medium (mainly plasma and SOL density profiles).
The reactive term, XF , depends mainly on the an-
tenna box geometry and only weakly depends on the
external medium.

Maximizing Gmin1 often leads to a reduction of
XF accompanied by a reduction in RF . The current
in the antenna then increases as |IF | = |VF |/|ZF | ≈
|VF |/|XF |. The ITER ICRF antenna being a long
pulse antenna it needs active cooling. This sets a
limit on the maximum allowed RF losses, thus the
maximum allowed current (a.o. in the RF contacts).
The RF optimization has to proceed together with
the thermo-mechanical calculations in order to find
the best trade-off between the limits on maximum
current, electric field and voltage.

Gmin2 can also be maximized by the choice of the
4PJ geometry, which response should be as close as
possible to the one of an ideal transmission line [14].

Finally it was shown [14] that broad-banding of
the system response in the main transmission line
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could be obtained by introduction of a quarter-wave
stub at a quarter-wavelength of the 4PJ.

IV. MATCHING

The matching has three essential goals:
– maximizing the power transfer to the antenna

and minimizing the power loss in the feed line;
– controlling the antenna array current spectrum;
– avoiding tripping the generator.

When a generator is delivering its power through a
transmission line to a load the maximum power trans-
fer occurs when the input impedance looking into the
transmission line terminated by the load from the
generator end is the complex conjugate of the out-
put impedance of the generator [6].

In practice, the generator output impedance is
real and equal to Z0G = 30Ω or 50Ω. The strap input
impedance is complex and essentially reactive. To
maximize the transferred power we need to transform
ZF into Z0G. This is the first role of the matching
circuit.

Secondly the different heating and current drive
scenarios require different antenna array current spec-
tra: the phase and amplitude of the currents of the
different poloidal columns of straps need to be con-
trolled.

Finally the generators are protected against too
high power reflection to avoid any damage (they are
typically limited to V SWR < 1.5, i.e. |ΓG| < 0.2).
Above this limit the generator is tripped (no power
is delivered any more).

A. Classical Matching

The principle of classical matching is shown in
figure 7. A generator delivers incident power (Pin)
to the system. Its output impedance is real (e.g.
Z0G = 50Ω). The antenna has a complex input
impedance ZF = RF + iXF , with R2

F << X2
F . The

transmission line is generally matched to the genera-
tor (Z0TL = Z0G). Because of the impedance mis-
match (ZF 6= Z0TL) most of the delivered power
is reflected at the antenna and can cause tripping
of the generator. To fully radiate Pin a matching
circuit is inserted to constitute a resonant circuit,
in which VSWR is high, with the antenna. It in-
creases the antenna current to the value needed to
radiate Pin and low (no in case of perfect match)
power is reflected back to the generator. The genera-
tor side of the matching circuit is a matched section
where V SWR ≈ 1. The load of the antenna is not
constant: varying plasma and SOL conditions (con-
finement regime transition, distance plasma-antenna,
switching on of NBI) lead to changes in the strap
input impedance: mainly in the resistive part (RF )
but also to a lesser extent in the reactive part (XF ).
Consequently the elements constituting the matching
circuit need to be adjustable. The most widely used
matching components are:

Figure 7: Principle of classical matching.

– reactive components such as capacitors or shunt
short-circuited line sections called stubs;

– phase shifters or line stretchers.

The admittance of a capacitor is purely capacitive:
Y = iX, with X = ωC.

The impedance of a lossless short-circuited line
section (or stub) is: Zst = iZ0 tan(βlSt). The stub
can be either capacitive or inductive depending on its
length lSt.

The phase shifter is a section of transmission line
of variable electrical length: it changes the phase an-
gle of the reflection coefficient. This length can be
changed mechanically by using trombones or electri-
cally as on JET by a slight frequency shift on very
long lines [16].

Other techniques are employed as modifying the
electrical properties of the transmission line (e.g. liq-
uid tuners [17]) or its magnetic properties (e.g. ferrite
tuners [18]).

The single-stub tuner

The single stub tuner is a matching circuit com-
posed of a line stretcher and a shunt stub, whose
lengths are the two adjustable parameters.

The length of the line stretcher is chosen such
that the input admittance looking towards the load
at the stub insertion position is of the form Y = Y0G+
iB (where Y0G = 1/Z0G). The length of the stub is
then chosen such that its susceptance is equal to −iB
resulting in a matched condition.

There are two solutions: one inductive and one
capacitive. All loads can be matched provided the
available lengths are sufficient.

The double-stub tuner

This matching circuit is composed of two shunt
stubs, whose lengths constitute the two adjustable
parameters, distant by typically λ/8 for the mid-band
frequency.

The first stub (antenna side) is set such that the
input admittance looking towards the load at the po-
sition of the insertion of the second stub (generator
side) is of the form Y = Y0G+iB. Again the length of
the second stub is chosen to neutralize the remaining
susceptance.

This scheme doesn’t allow matching all loads:
there’s an inaccessible region that depends on the dis-
tance between the two stubs. Adding a line stretcher
however allows to move outside the inaccessible re-
gion.

336



B. ELM-resilient matching [19, 20]

The classical matching components are too slow
to cope with the very fast load changes due to ELMs
(Edge Localized Modes; they appeared with the dis-
covery of the H-mode). The resistive load during
ELMs is typically increased by a factor 2 to 4 while
the inductive load typically decreases less dramati-
cally by about 2 to 15%.

Two ELM-resilient schemes were developed and
tested on several machines: the Conjugate-T (TEX-
TOR [21], Tore-Supra [22], JET [23, 24]), which is
presently the ITER back-up option, and the hybrid
coupler [25] (DIII-D [26], ASDEX-U [27], JET [28]),
which is presently the ITER reference one [8].

The Conjugate-T

In this scheme two straps (two poloidal triplets
for the ITER ICRH antenna) are connected to a sin-
gle feeding line by a T-junction (see figure 8). A
reactive element —generally a capacitor or a shunt
stub —is added in each line between the strap and
the T-junction. Its susceptance is chosen such that
one branch is inductive with an admittance at the T-
junction equal to Y1 = 1/(R + i|X|) and the other
is capacitive with the complex conjugate admittance
of the first branch at the T-junction: Y2 = Y ∗

1 =
1/(R − i|X|). The admittance in the feeding line at
the T-junction is then YT = Y1 + Y ∗

1 = 1/Z0G.

Figure 8: Conjugate-T circuit.

If only the resistive part of the load varies during
an ELM then we can express the reflection coefficient
at the T-junction towards the generator in function of
the normalized variables r = R/Z0G and x = X/Z0G

as:

ΓG =
(r − r1)(r − r2)

(r + r1)(r + r2)
(22)

with r1r2 = x2 and r1 + r2 = 2.
The evolution of |ΓG| in function of r is shown on

figure 9. Perfect match occurs for r = r1 and r = r2.
For r1 < r < r2 the curve presents a maximum at
r = rs corresponding to a VSWR of S = Smax = 1/x.
We can see that there is a large load-resilient domain
([rb1, rb2]), where S < Smax.

The price to pay for the load resilience is a change
in phase angle between the currents flowing in the two
branches, given by ∆Φ = 2 arctan(

√
r1r2/r).

A second stage matching circuit (or impedance
transformer) can be implanted between the generator
and the T-junction in order to change the impedance
on which one has to match at the T-junction. In this
case one can improve the load resilience by lowering
the impedance to match at the T-junction. This is
especially useful for low loadings where the matching
is more difficult to achieve. This also allows imposing
a complex impedance on which to match at the T-
junction, what can be useful in case of strong mutual
coupling between different Conjugate-T circuits.

Figure 9: Reflection coefficient vs. normalized load-
ing resistance for CT matching and classical match-
ing. Load resilience domain is much larger for CT
matching.

The Conjugate-T matching requires symmetric R
and X variations and has limited resilience to X vari-
ations.

One of its most remarkable features is that it con-
tinues to deliver the power through the ELMs. The
debate on whether this is an advantage or a drawback
(it could favor arcing in this phase where plasma is
expelled towards the antenna) is still open.

The Hybrid Coupler

In this case the power is delivered through a hy-
brid coupler to two straps (two poloidal triplet of
straps for the ITER ICRH antenna). The last port
of the hybrid coupler is connected to a dummy load
(see figure 10).

Figure 10: Hybrid coupler circuit.

The scattering matrix of the hybrid coupler is:

S = −


0 iδ α 0
iδ 0 0 α
α 0 0 iδ
0 α iδ 0

 , where V −
i =

∑
j

SijV
+
j

(23)
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For the 3dB hybrid coupler α = δ = 1/
√

2 giving:

V −
1 =

−1√
2
V +
3 ; V −

4 =
−i√

2
V +
3 (24)

In this case the power is split into two equal parts to
the two branches but with a phase difference of π/2.

The matching is done by a classical matching cir-
cuit placed between the antenna current straps and
the 3dB hybrid coupler. For perfectly matched condi-
tions, no power is reflected back to the hybrid coupler.
But when an ELM occurs the system is not matched
any more and a high fraction of power is reflected
towards the hybrid.

The reflection to the generator and transfer coef-
ficient to the dummy load are given by:

Γ3 =
V −
3

V +
3

=
Γ1 − Γ4

2
; TLG =

V −
2

V +
3

= i
Γ1 + Γ4

2
(25)

No reflection to the generator and full dump of the
reflected power will happen when Γ1 and Γ4 are equal
in phase and amplitude. This needs complete sym-
metry in the load variation (R and X) and of the
matching circuit.

In the 3dB hybrid coupler scheme the generator
continues to deliver power during the ELMs but most
of this power is dumped into the dummy load. The
generator is isolated from the load changes.

Decouplers

The ELM-resilient schemes not only require that
the load variations on the two branches are symmet-
ric but also that the level of mutual coupling is kept
sufficiently low.

This last condition pleads in favor of the use of
decouplers when possible (it is difficult to implement
them with internal matching for instance).

A decoupler consists of two λ/4 lines of charac-
teristic impedance Z0dec connected to an adjustable
reactance Xdec (see figure 11) [20].

Figure 11: Decoupler circuit.

All the terms of the 2×2 admittance matrix Ydec
of this two-port network are equal to iXdec/Z

2
0dec.

This circuit connected in parallel to a two-port net-
work with admittance Y allows to cancel the reactive
part of the coupling terms if Y12 = Y21 or to reduce it
in case of a non-symmetric matrix (Y12 6= Y21), which
is the case on plasma. The decoupler adds an addi-
tional contribution to the diagonal terms (Y11 and
Y22) that has to be taken care of by the matching
circuit.
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ABSTRACT

In the present paper a very brief introduction is pro-
vided to the theory of kinetic waves relevant to the de-
scription of wave heating in fusion machines and fo-
cussing mostly on radio frequency or ion cyclotron res-
onance frequency waves in tokamaks. The text starts
by sketching the basic philosophy underlying the stan-
dardly adopted methods, describing the interaction of a
single particle with a given wave and the assumptions
typically made to arrive at a trustworthy description of
the energy exchange, and ends by discussing some of the
subtleties of the modeling of wave-particle interaction in
inhomogeneous magnetized plasmas. None of the top-
ics will be treated in full detail. Hence, by no means,
this text is meant to be all-inclusive. Rather, it aims at
providing a framework that should allow understanding
what are the difficulties involved, leaving out the de-
tailed derivation of the expressions as well as subtleties
such as relativistic corrections. The interested reader is
referred to the provided references - and the references
given therein - for more in depth information.

I. INTRODUCTION

The interaction between charged particles and elec-
tromagnetic waves can be looked at from 2 vantage
points: From the point of view of the waves ’plasma
heating’ is a process by which they lose energy. The
relevant equation to describe this is the wave equation,
derived from Maxwell’s equations. From the point of
view of the particles the same process is viewed as a
gain of energy. The relevant equation to describe this
second interpretation of the same physical phenomenon
is the Fokker-Planck equation, derived starting from the
kinetic equation of state. A proper description of the
phenomena requires that these 2 aspects are described
on the same footing, which is not at all straightforward
and which only starts to be done now that powerful
computers are increasingly available.

Figure 1: Wave-particle interaction: wave point of view
(left: fast dynamics) vs. particle point of view (right;
slow - net - dynamics) and scheme for modeling both
aspects self-consistently. The wave field (left) is plot-
ted in a toroidal cut of a tokamak, the RF heated ion
distribution (right) is plotted in terms of the velocity
components at the low field side crossing of the equa-
torial plane for a prescribed radial position.

The kinetic description of waves in plasmas typi-
cally starts from the equation

df

dt
= C + S − L (1)

in which f is the distribution function of the charged
particles being studied, and the right hand side de-
scribes how the distribution equation evolves under
the influence of collisions the particles undergo, and of
particle injection (S=source) and particle loss (L). In
the high frequency domain and for a sufficiently strong
magnetic field, the left hand side is dominated by pro-
cesses on a vastly different time scale than that of the
net effect of collisional interaction and particle loss or
gain. Hence on the fastest time scale of the problem the
right hand side is negligibly small and can be neglected
to a first approximation. The above equation then sim-
ply states that the number of particles is conserved in
phase space: Particles can move about and gain or lose
energy - which causes a stretching or squeezing of the
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volume in which a given number of particles resided at
a given initial time - but the number of particles in the
stretched phase-space volume is always conserved.

II. BASIC PHILOSOPHY [1-11]

II.A. General Formulation

In general, the orbits of particles immersed in elec-
tromagnetic fields are not integrable i.e. their motion
cannot be described in terms of constants of the motion
but is stochastic and thus ergodically covering parts of
phase space. On top of that, charged particles in mo-
tion constitute a current themselves and thus influence
the electromagnetic fields in the fusion machine. Hence,
the RF plasma current needs to be carefully accounted
for when solving Maxwell’s equations. Describing the
impact of the charged particles on the fields and the
back reaction of the fields on the particles involves the
challenging task of solving a set of coupled nonlinear
equations in 6 independent variables in phase space. As
the temporal and spatial scales cover a range of many
orders of magnitude (ion cyclotron motion involves fre-
quencies in the radio frequency - megaHertz - domain
while net collisional interaction occurs on a time scale
of hundreds of milliseconds in a tokamak such as JET,
or seconds in ITER; the macroscopic dimensions of such
fusion machines is several meters, while the ion Larmor
radius ρ is of the order of a few millimeters) making
simplifications is a necessity. The drawback of the wide
range of scales is thereby turned into an advantage, al-
lowing to set apart phenomena and tackling processes
happening on drastically different scales separately.

It is instructive to have an idea of the relative mag-
nitudes of various relevant quantities to understand
why the ’quasi-linear’ approach and other commonly
made approximations make sense. For typical JET pa-
rameters in a D majority plasma (temperature of 5keV ,
density of 5 × 1019m−3, magnetic field 3T , major ra-
dius of 3m and minor radius of 1m), the ion cyclotron
frequency of the D ions is 23MHz and the electron cy-
clotron frequency is 80GHz, the ion thermal velocity is
5×105m/s so the typical ion Larmor radius is 3mm, the
electron thermal velocity 3×107m/s so the electron gy-
roradius is 0.05mm, the ion collision frequency is 100Hz
and the electron collision frequency is 10kHz. For typ-
ical RF waves of several MW with electric field values
of 50kV/m close to the antennas, the RF magnetic field
is 5× 10−3T and the RF magnetic contribution to the
Lorentz acceleration |~v × ~BRF | = 2.5kV/m.

Hence the ions travel around the torus in about
4× 10−5s, the cyclotron (’gyro’) period τg being much
shorter than the transit (’bounce’ & ’drift’) time τb,d,
which itself is much smaller than the collision time τc,

making it senseful to describe the cyclotron motion
as much faster than the bounce/transit motion, itself
typically much faster than the collision time and ren-
dering a collisionless description senseful. The scaling
τg << τb,d << τc is crucial for the customary models.
In particular, the ’slower’ phenomena are assumed to
be constant on the faster time scale while the faster
- oscillatory - phenomena are treated as being beyond
their transient state, all quantities merely varying as a
function of time as exp[iωt], where ω is the frequency
at which the external wave launchers are operated. The
particle motion is essentially imposed by the confining
magnetic field, the RF field being a small - be it fast -
perturbation and the RF electric field effect dominating
that of the magnetic field. Finally, the Larmor radius
is commonly much smaller than the equilibrium quan-
tity gradients, this giving rise to the so-called drift ap-
proximation and locally making a quasi-homogeneous
description senseful. In particular ρ/LBo

<< 1 where
ρ is the Larmor radius and LBo

is a typical scalelength
of the variation of the confining magnetic field.

To understand the basic physics of the impact of
the RF electric field on a test particle, we locally solve
the equation of motion and then use the result to evalu-
ate the net energy a charged particle can gain or lose in
a rapidly varying electric field along the trajectory it is
forced to follow by the fusion machine’s static confining
magnetic field. We start from a homogeneous plasma,
straight magnetic field line analysis and gradually in-
clude other effects.

Because the magnetic field is imposing a clear
asymmetry in the dynamics along as opposed to per-
pendicular to the magnetic field lines, the discussion of
the wave-particle interaction is most easily described
with reference to the direction along ~e// = ~Bo/Bo and
2 independent directions perpendicular to the static
magnetic field ~Bo. Neglecting the equilibrium electric
field related to the ohmic circuit, the solution of the
equation of motion of a charged particle immersed in
a homogeneous, static magnetic field can be written as
v⊥,1 = v⊥cosφ, v⊥,2 = v⊥sinφ where φ = φo−Ω(t− to)
while v// = ct, with Ω = qBo/m (Bo the confining
field, q the charge and m the mass of the species) the
cyclotron frequency, which can further be integrated
to get the particle position: x⊥,1 = x⊥,1,GC − ρsinφ,
x⊥,2 = x⊥,2,GC + ρcosφ in which the Larmor radius is
given by ρ = v⊥/Ω and ’GC’ refers to the guiding cen-
tre position. Assuming the electric field is a plane wave
characterized by a wave vector ~k, defining ψ as the angle
between ~k and ~e⊥,1 (k⊥,1 = k⊥cosψ, k⊥,2 = k⊥sinψ),
the work the electric field does on a particle can be
written

q ~E.~v = q
N=+∞∑

N=−∞
LNexp[−Nφ] (2)
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in which

LN = [
v⊥
2

(E−JN+1e
iψ + E+JN−1e

−iψ)

+E//v//JN ]eiNψ

is the Kennel-Engelmann operator [17] and where the
electric field is evaluated at the guiding center ~xGC =
[x⊥,1 +ρsinφ]~e⊥,1 +[x⊥,2−ρcosφ]~e⊥,2 +[v//(t− to)]~e//
rather than at the particle position and in which the ar-
gument of the Bessel functions is k⊥ρ. In doing so the
most rapidly varying contribution (the cyclotron oscil-
lation) is isolated from all slower contributions. Fig-
ure 2 illustrates that using the guiding center position
rather than the particle position as the reference posi-
tion makes the bookkeeping much simpler when study-
ing heating: In the particle frame, integration over a
reference volume entails integrating over all orbits with
various speeds and guiding centers that are intersecting
the reference volume. When particles are in coherent
motion with a wave and are periodically exchanging
energy with it, this exchange is not considered to be
’heating’ although the energy streaming into the refer-
ence volume in ~x will increase at some times and de-
crease at others. In the guiding center ~xGC frame the
picture is much clearer, simpler and more symmetrical,
as there is no leaking of particles into or out of refer-
ence volumes. On top of that, the fastest evolution has
been separated out, a non-negligible advantage when
searching for equations that will need to be solved nu-
merically as it implies a significant speed-up of the com-
putations. Finally, as will be seen later, expressing the
fields in terms of guiding center coordinates allows in-
terfacing to the Fokker-Planck equation describing the
net impact of the fields on the particles (rather than the
impact of the particle motion on the fields) in a natu-
ral way, allowing to make wave and particle equations
more easily compatible. From the equation of motion
one readily finds that the change of the particle energy
is ε̇ = dε

dt = q ~E.~v which, using the above found expres-
sion, can be written more explicitly as

ε̇ = q

+∞∑

−∞
LN ( ~EGC(to))exp[i(NΩ + k//v// − ω)(t− to)].

For most frequencies ω the right hand side is periodic
and hence the energy transfer between the electric field
and the particles is merely oscillating around an average
value but no net acceleration is taking place. At the
Doppler shifted cyclotron resonances ω = NΩ + k//v//
the exponential time dependent factor associated to a
specific cyclotron harmonic N on the right hand side
is constant and hence - in spite of all other terms still
oscillating as a function of time - there is a net energy
transfer.

Net heating takes place when NΩ + k//v// = ω, in
which the Doppler shift term k//v// is usually a cor-
rection to NΩ, except when N = 0 in which case it is
crucial. In the radio frequency domain (tens of MHz)
and for typical magnetic field strengths of current-day
magnetic fusion machines (a few Tesla), the resonance
condition for the ions can easily be satisfied for N 6= 0
i.e. they undergo cyclotron heating, while that of the
electrons requires N = 0 i.e. they feel the Cerenkov
effect. As a consequence, ions and electrons react very
differently to waves driven at frequencies in the ion cy-
clotron frequency range: For not too energetic particles,
the argument k⊥ρ of the Bessel function is small so that
J0 ≈ 1 and JM << 1 when M 6= 0. Hence, the ions
are mainly accelerated in the perpendicular direction
by the perpendicular components of the electric field
while the contribution of the parallel electric field has a
minor impact on them; on the other hand, the parallel
electric field gives the electrons a net pull in the paral-
lel direction (Landau damping). Cerenkov interaction
equally involves the perpendicular electric field compo-
nents, an effect known as transit time magnetic pump-
ing (TTMP). Whereas Landau damping causes parallel
acceleration and is present even when the electric field
is spatially uniform, TTMP affects the perpendicular
energy and requires inhomogeneity of the field. An ele-
gant discussion of the wave-particle interaction can be
found in [12].

Since collisons are infrequent but non-absent, it is
customary to interpret the frequency ω in the resonant
denominator as a complex quantity with a very small,
positive imaginary part iν, ν loosely being interpreted
as the collision frequency that would appear in the par-
ticle equation of motion if collisions would be accounted
for in a simple way. This gives a recipe for how to encir-
cle the poles at the resonances to ensure causality. The
contribution of the energy from events in the far past
(to → −∞) is then absent and only the end contribu-
tion of the time integral at time t survives. The need
for the elimination of the far past history is of partic-
ular interest to ensure there is net heating. It will be
discussed separately later.

II.B. The Quasilinear Approach: The RF Perturbed
Distribution and the Quasilinear Diffusion Operator

The time evolution equation (1) is rewritten mak-
ing use of the fact the confining magnetic field is much
larger than the fastly varying purely oscillatory electro-
magnetic perturbation, driven at the antenna frequency
ω i.e. proportional to ∝ exp[iωt]: Both the distribution
itself and the Lorentz force are separated into a large
term only involving slowly varying quantities (referred
to with a subscript ’o’), and a small but rapidly varying
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Figure 2: Cyclotron motion as seen in the particle (top)
and guiding centre (bottom) reference frame.

contribution (related to the driven RF fields):

df

dt
=
df

dt
|o +

df

dt
|RF =

dFo
dt
|o +

dFo
dt
|RF +

dfRF
dt
|o +

dfRF
dt
|RF = C + S − L

with d
dt |o = ∂

∂t + ~v.∇~x + q
m [ ~Eo + ~v × ~Bo].∇~v and

d
dt |RF = ~aRF .∇~v = q

m [ ~ERF + ~v × ~BRF ].∇~v, Fo the
slowly varying and fRF the rapidly varying distribu-
tion function. The first, zero order term in the above
only varies on the slowest time scale, the next 2 terms
are first order corrections which oscillate at frequency
ω, while the most rapidly varying terms in the last,
second order term contains factors that oscillate at fre-
quency 2ω. Since Fo only depends on the constants
of the motion, dFo

dt |o can be simplified to ∂Fo

∂t . The 2
linear terms yield an expression for the RF perturbed
distribution i.e. for the evolution on the fast time scale,
known as the Vlasov equation:

~aRF .∇~vFo +
dfRF
dt
|o = 0

i.e.

fRF = −
∫ t

orbit

dt′~aRF .∇~vFo (3)

which can be inserted in the fourth term of the evolu-
tion equation. Averaging < ... > the 4 terms over a full
oscillation period for all oscillatory aspects of the mo-
tion and the driven response, yields an equation for the
slow time variation, known as the Fokker-Planck equa-
tion. The first term stays untouched, the second and
third term as well as the oscillatory parts of the fourth
term vanish while a constant, second order contribution
survives. This yields

∂Fo
∂t

=< C > + < S > − < L > + < Q > (4)

in which < Q >=< ∇~v.~a∗RF
∫ t
orbit

dt′~aRF .∇~vFo > is
the quasi-linear diffusion operator, acting on the slowly
varying distribution function.

II.C. The Wave Equation & The Conductivity Tensor

Combining Maxwell’s equations for the evolution
of the electric field and the magnetic field, and assum-
ing the waves are driven at a frequency ω, the wave
equation can be written in terms of the electric field ~E
only,

∇×∇× ~E − k2
o
~E = iωµo[ ~Jantenna + ~Jplasma], (5)

in which ko = ω/c with c the speed of light. The fields

are excited by the current density ~Jantenna flowing on
the antennas typically located close to the edge of the
plasma. The plasma current ~Jplasma is composed of the
contributions from the various plasma constituants s,
~Jplasma =

∑
s qα

∫
d~v~vfRF,s, and is fully defined when

the perturbed distributions of all species are known.
Strictly, the plasma current contains an ohmic contri-
bution ( ~Jplasma = ~Johmic + ~JRF ) aside from the fast-
varying RF contribution. It has been neglected in the
present text.

An elegant way to solve the wave equation is rely-
ing on variational techniques, by multiplying the equa-
tion with a test function vector and integrating over
the volume of interest. Performing partial integration
to remove the highest order derivatives from ~E not only
allows to chose lower order base functions for a given
desired numerical accuracy when solving the equation,
it also allows to obtain a more symmetrical formulation
in which the test function vector ~F and the electric field
~E play a similar role. The resulting equation is

∫
d~x[k2

o
~F ∗. ~E − (∇× ~F )∗.(∇× ~E)] +W =

−[

∫

surface

d~S. ~F ∗ ×∇× ~E + iωµo

∫
d~x~F ∗. ~Jantenna]
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with W/[iωµo] =
∫
d~x~F ∗. ~JRF = q

∫
d~xd~v ~F ∗.~vfRF .

The surface term needs to vanish at the metallic wall
to ensure no electromagnetic flux leaks away. A supple-
mentary advantage of this formulation is that it readily
yields the associated energy conservation theorem when
substituting the test function vector by the electric field
(see further for the expression for the absorbed power
density shared by the wave and particle descriptions).

The perturbed current density ~Jplasma and the elec-

tric field ~E are related by the conductivity tensor ~~σ:
In Fourier space ~Jplasma,~k′ = ~~σ~k′,~k.

~E~k which is closely

related to the dielectric tensor
~~K = ~~1 + iωµo~~σ.

For a plasma in thermal equilibrium, the
term q ~F ∗.~vfRF can be written more explicitly as
−q ~F ∗.~v

∫ t
dt′q ~E.~v Fo

kT in which the last factor can be
shifted in front of the particle history integral since the
slowly varying distribution only depends on the con-
stants of the motion. One gets

W = ωµoq
22π

∫
d~xdv⊥dv//v⊥

Fo
kT

∑

N

LN (~F )∗LN ( ~E)

NΩ + k//v// − ω
(6)

Isolating the various contributions from the test
function vector and the electric field in this expression
yields an expression for the conductivity tensor.

The velocity space integrals in Eq. (6) can be
performed to yield a compact expression for the di-
electric response in a Maxwellian plasma. The inte-
gral over the parallel velocity yields the Fried-Conte
plasma dispersion function Z(ζ), which - aside from
the hot plasma corrections to the wave propagation -
describes the process of collisionless damping. The ar-
gument of the Fried-Conte function is ζ = ω−NΩ

k//vth
. Fig-

ure 3 depicts this function for Im(ζ) → 0+. The real
part asymptotically approaches the cold plasma limit
Re[Z] ≈ −1/ζ, but bends the resonant crossing from
+∞ to −∞ at ζ = 0 into a smooth transition behaving
like Re[Z] ≈ −2ζ. The imaginary part is a Gaussian.
Physically its width is determined by the scalelength
over which the cyclotron frequency Ω varies, and the
factors contributing to the Doppler shift, namely the
parallel wave number k// and the thermal velocity vth.
Away from the cold plasma resonance damping fades
away quickly while the reactive part stays significant
much further from ζ = 0.

As long as k⊥ρ << 1 is satisfied, the Bessel func-
tions can easily be approached by their truncated Tay-
lor series expansion and the perpendicular integrals can
easily be integrated. Retaining all finite Larmor radius
effects yields modified Bessel functions (see e.g. [3]).
Although the perpendicular (cyclotron gyration) dy-
namics seems more daunting than the parallel dynam-
ics, it is the latter that is most challenging: In strong

magnetic fields, the cyclotron motion moves the parti-
cle only a small distance - the Larmor radius ρ - away
from the guiding center, hence equilibrium quantities
typically vary little between the particle and the guid-
ing center positions. But the guiding centers themselves
often sample large regions of the machine since their
motion is only restricted by the magnetic field topol-
ogy. Taylor series expansions are routinely used for the
perpendicular dynamics but have to be used with care
for the parallel dynamics.

Figure 3: The Fried-Conte plasma dispersion function
and its leading order Taylor and asymptotic series re-
presentation.

Expressions have also been derived to account for
arbitrary Fo (see e.g.[7]). The Fried-Conte function is
now replaced by other (in general numerically evalu-
ated) functions. For a sufficiently refined velocity grid,
the distribution function can locally be approximated
with bi-linear functions and the partial integral can be
evaluated analytically, yielding a logarithmic contribu-
tion. Upon crossing the resonance, the logarithm picks
up a ’switch-on kick’ imaginary contribution: It is the
delta function contribution at the pole of the original
integrand that represents the discontinuous Heaviside
step energy ’kick’ when picking up the energy due to
crossing the resonance. The kick shows up in the uni-
form plasma description as a resonance crossing in ve-
locity space. In non-uniform plasmas the kick can just
as well be described by integrating along the orbit.

II.D. The Cold Plasma Limit

To get a feeling of how drastically a plasma changes
the wave characteristics of the electromagnetic waves
that exist in vacuum, it is already sufficient to simply
consider the cold plasma limit. This may seem a dras-
tic oversimplification but since k⊥ρ is small when the
temperature is low, the cold plasma limit yields a rea-
sonable description of the fate of the waves launched
from RF antennas, to the obvious exception of the col-
lisionless damping processes themselves which are an
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inherently kinetic - as opposed to fluid - effect.
Although it is sufficient to take the asymptotic limit

Z(ζ) → −1/ζ and J0(k⊥ρ) → 1, while JM → 0 for
Bessel function with order M > 1 to retrieve the cold
plasma limit, it is much easier to directly rederive the
conductivity tensor starting from the solutions of the
equation of motion. Using the Stix notation [3], the
cold plasma dielectric tensor can be written

~~K. ~E =




S −iD 0
iD S 0
0 0 P


 .




E⊥,1
E⊥,2
E//




in which S = (R+ L)/2, D = (R− L)/2, with

R = 1−
∑

s

ω2
p,s/ω(ω + Ωs),

L = 1−
∑

s

ω2
p,s/ω(ω − Ωs)

P = 1−
∑

s

ω2
p,s/ω

2

where the sum is on the various types of species s the
plasma is constituted of and ωp is the plasma frequency.

II.E. Dispersion Equation Roots

Waves in a cold plasma are electromagnetic in char-
acter i.e. their energy is carried purely by the Poynting
flux. When the plasma density goes to zero, their dis-
persion roots join the vacuum roots k2

⊥ = k2
o − k2

//.

With respect to ~Bo, one of the 2 cold plasma roots
is essentially transverse electric, and the other essen-
tially transverse magnetic in character. Referring to
the group (energy propagation) velocity, the former is
known as a ’fast’ wave while the other is a ’slow’ wave.
The former allows to carry wave power across mag-
netic surfaces and is the preferred candidate to heat
the plasma core in the ion cyclotron domain, while the
latter tends to propagate along magnetic surfaces. Fi-
nite temperature effects add kinetic corrections to these
modes, and introduce supplementary wave branches.
For not too energetic particles, the dielectric tensor is
usually truncated at second order effects in the Larmor
radius. This results in a supplementary mode appearing
in the dispersion equation: the (first) Bernstein wave.
This wave is essentially electrostatic in nature i.e. its
energy is carried by particles in coherent motion with
the wave, while its Poynting flux is negligible. Figure
4 shows a dispersion plot of the fast wave exciting the
Berstein wave at the place where the decoupled cold
plasma fast wave has a resonance (S = k2

//). This be-

ing very close to the ion-ion hybrid layer (S = 0) since
k2
// << |S| in sufficiently dense plasmas, the mode con-

version layer is often labeled as the ion-ion hybrid layer.

Figure 4: Fast and (first) ion Bernstein wave dispersion
equation roots for 3 different central temperatures us-
ing a dielectric description retaining all finite Larmor
radius corrections. Note that the fast wave root hardly
changes while the Bernstein wave root - a root absent
in a cold plasma description - depends sensitively on
the temperature.

Strictly speaking, the Berstein wave cannot be de-
scribed by a dispersion resulting from a truncated Tay-
lor series expansion in k⊥ρ since k⊥,Bernρ is of order 1,
although such a model does correctly locate the places
where the fast wave excites it for up to second cyclotron
harmonic terms. At higher frequencies and/or for more
energetic particles, the customary truncation of the di-
electric tensor is not even rigorous for the fast wave any-
more. Hence, higher order finite Larmor radius terms
have to be retained. A hot plasma supports an infinity
of hot plasma modes, adding supplementary Bernstein
modes. Whether they actually play a role depends on
whether or not they are excited. Increasing the fre-
quency while keeping the magnetic field fixed brings
higher harmonics into the plasma. Higher Bernstein
wave modes can be excited but the fast and Bernstein
waves are gradually more decoupled at higher frequen-
cies.

II.F. The Fokker-Planck Equation [17-23]

Electromagnetic waves cannot directly be observed
experimentally so their behavior is indirectly studied
through e.g. the response of temperature and density to
sudden changes in the externally launched power level
(see e.g. [22]). On the other hand, multiple diagnos-
tics exist to monitor aspects of fast particle populations
present in the plasma and to cross-check against theo-
retical predictions.

As briefly discussed before, when all fast scale dy-
namics are removed from the description by averaging
over all oscillatory aspects of the motion and driven res-
ponse, the Fokker-Planck equation (4) results. Whereas
the wave equation is commonly tackled by integrating
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Figure 5: Fast wave dispersion root at f = 300MHz
and k//,o = 5/m in a D − T − (α) − (DNBI) DEMO
plasma; Bo = 5.74T . The top curve shows the real
part of the fast wave root; the bottom plot depicts the
imaginary part in which ion cyclotron heating at the
6th, 7th and 8th harmonic is observed.

over velocity space so that the independent variables
are spatial coordinates, the Fokker-Planck equation is
necessarily solved in terms of constants of the motion.
The distribution function of a given plasma species rep-
resented in terms of the constants of the motion (e.g.
energy, magnetic moment) is, by definition, the same
along the trajectory. However, because of the magnetic
field inhomogeneity, the same distribution expressed in
terms of its local velocity components (v⊥, v//) looks
different depending on the location one looks at it (see
Fig.6). Hence, interpretation of experimental data re-
quires careful analysis: As diagnostics focus on differ-
ent aspects of a same distribution, they may seemingly
contradict but in truth corroborate one another.

The Coulomb collision operator for a uniform
plasma is known. A convenient, symmetrical form is
due to Landau (see e.g. [1, 2, 18]):

∑

s

C(Foa, Fos) = ∇~v.
∑

s

~S
a/s
C

~S
a/s
C =

q2
aq

2
s lnΓa/s

8πε2oma

∫
d~v′

u2~~1− ~u~u
u3

[
Foa
ms

∂Fos
∂~v′
−Fos
ma

∂Foa
∂~v

]

in which ’a’ refers to the species under examination and
the sum is over all species ’s’ in the plasma; ~u is the rel-
ative velocity ~v−~v′. Since the species of type ’a’ is one

of the species in the sum, the collision operator is a
non-linear integro-differential operator. If the species
’a’ is a small minority, its selfcollisions can be neglected
and the Fokker-Planck equation becomes a linear equa-
tion in Foa, but if it is one of the main constituants the
nonlinear collision operator has to be retained.

Figure 6: 3 representations of the same RF heated

beam distribution energy density mv2

2 Fo: (a) as a func-
tion of the constants of the motion velocity v and (nor-
malized) magnetic moment xn, and as a function of
(v⊥, v//) at (b) the low field side midplane and (c) the
high field side midplane (see [23]).

Again, analytical expressions are available for the
case the distribution function of the species ’s’ is
Maxwellian, in which case the collision operator can
be written in terms of the error function. In case
Fos is isotropical, the integrals that need to be eval-
uated reduce to 1-dimensional integrals and in the fully
anisotropical case the operator acting on Foa can be
written in terms of the Rosenbluth potentials. The
step from the uniform plasma collision operator C to
the operator < C > averaged over all fast aspects of
the motion is a nontrivial step, the fully rigorous treat-
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ment of which is still awaited.
In view of the fact that the various species inter-

act with each other collisionally, and that several types
of species can simultaneously be heated by electromag-
netic waves, a series of coupled Fokker-Planck equations
rather than a single one should be solved. This can be
done iteratively, taking the distributions obtained in the
previous iteration to compute the collision operator in
the current step. Provided convergence is reached, this
allows accounting for the non-linear collision operator
without making use of a non-linear system solver. Fig-
ure 7 shows a simplified 1-dimensional case in which it
was assumed that all distributions are isotropic. It de-
picts an ITER example for the conditions foreseen for
wave heating of the D−T plasma during the activated
phase of operation of the machine: the majority of T
ions is heated at its second harmonic cyclotron layer,
while a minority of 3He is simultaneously heated at
its fundamental cyclotron resonance to help cranking
up the fusion reactivity; unavoidably, the electrons are
heated by Landau and TTMP damping.
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Figure 7: ITER D − T − (3He) heating: (a) Effective
temperatures and (b) electron power balance.

II.G. A Note on Selfconsistency

A rigorous treatment requires that the Fokker-
Planck (FP ) and wave (W ) equations are solved si-
multaneously and on the same footing. Their intimate
connection is exemplified by the 2 expressions of the
absorbed power density:

Pabs,FP =
∂

∂t
[

∫
d~vd~xεFo]|RF =

∫
d~vd~xε

∂Fo
∂t
|RF =

1

2
Re

∫
d~vd~xε∇~v.~a∗RF

∫ t

−∞
dt′~aRF .∇~vFo

=
q

2
Re

∫
d~vd~x~E∗.~vfRF =

q

2
Re

∫
d~x~E∗. ~JRF = Pabs,W

in which Pabs,FP is the RF power density written in
the way it is used in the Fokker-Planck equation (with
ε the energy, and ∂Fo

∂t |RF the RF diffusion operator,
and Pabs,W the RF power density as written in the
wave equation, involving the RF perturbed current den-
sity ~JRF and fRF the perturbed distribution function;
~aRF = q

m [ ~ERF +~v× ~BRF ] is the Lorentz force accelera-
tion/decelaration caused by the small but rapidly vary-
ing electromagnetic field driven at frequency ω. For-
mally writing down the above expression is immediate.
To come up with practical expressions for the coeffi-
cients to be used in the wave and Fokker-Planck equa-
tions is less trivial, at least when the equations are truly
treated on the same footing i.e. when the 2 problems
posed in 6-dimensional phase space are solved removing
3 of the 6 independent variables to arrive at an equation
in the remaining 3 variables using the same approxima-
tions for both equations. Getting the proper coefficients
requires integrating (a) on the velocity space variables
to obtain the dielectric response coefficients needed in
the wave equation and (b) on the gyro, bounce and
drift motions to find an expression for the quasi-linear
diffusion operator. Ideally, the same elementary ’build-
ing blocks’ are used and the relevant integrations are
performed on them.

III. SOME ASPECTS OF NONUNIFORM PLASMA
MODELING

III.A. Mode Coupling [38-51]

Before commenting on the particular issues brought
about by the impact of the plasma inhomogeneities on
the orbits of the particles and the challenges this leads
to when trying to write down a rigorous expression for
the dielectric response, a simplified problem is looked
at first, namely that of the wave propagation in a toka-
mak in absence of a poloidal field i.e. where the guid-
ing center orbits are assumed to simply being given by
ϕ(t) = ϕ(to) + v//(t − to). Starting from Eq. (6), but
retaining the full wave spectrum and toroidal curvature
while assuming that the various species are Maxwellian
and that the toroidal angle as well as the distance from
midplane are ignorable variables (allowing to isolate in-
dividual n toroidal modes and kZ) yields

W = ωµo(2π)3

∫
dRRdv⊥dv//v⊥

Fo
kT

∑

N

[
∫
kR′LN (~F )]∗[

∫
kRLN ( ~E)]

NΩ + k//v// − ω
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which is fully symmetrical w.r.t. the test function vec-
tor ~F and the electric field ~E, guaranteeing a positive
definite power density for a plasma in thermal equilib-
rium. To arrive at a practical expression one of the
following 2 approaches is used:

• Assuming that k⊥ρ << 1 so that the Bessel func-
tions in the Kennel-Engelmann expressions can be
approximated by a truncated Taylor series expan-
sion around the origin, which upon realizing that

dm

dRm
~E(R) =

∫
dkR(ikR)mexp[ikRR] ~EkR

allows to write down an expression for the dielec-
tric response W and the purely electromagnetic
(curl) term to be used in the Galerkin form of the
wave equation; it is customary to truncate the Tay-
lor series at terms of second order in k⊥ρ. Remov-
ing the differential operators from the test func-
tion vector components ~F by partial integrations
allows to find the corresponding expression for the
dielectric tensor, and the so obtained surface terms
immediately provide the expression for the kinetic
flux [38].

• In reality, k⊥ρ << 1 is not satisfied for all modes
that the plasma supports and thus that assump-
tion should not be made if such modes are excited.
Bernstein modes are finite temperature modes for
which k⊥ρ ≈ 1 and even the cold plasma slow
mode violates the smallness condition. Hence if
short wavelength branches are excited - either di-
rectly at the plasma edge or at ion-ion hybrid lay-
ers [3] - a more rigorous treatment is needed to
ensure the predicted fate of the shorter wavelength
modes is correctly described. The easiest way to do
this is to rewrite the Fourier integrals as discrete
sums and to use locally constant base functions
[H(kR−kR,i)][H(kR,i+1−kR)]. The Galerkin form
of the wave equation is hereby transformed into
a system of linear equations allowing to find the
electric field Fourier components in the discretized
Fourier space.

Figure 8 shows an example of the integration of the
1D integrodifferential wave equation. The top figure de-
picts the perpendicular wave components. An incoming
fast wave carries energy into the region of interest from
the right. At the ion-ion hybrid layer at R ≈ 3m mode
conversion to the Bernstein wave takes place, although
part of the fast wave energy simply tunnels through
the confluence layers and makes it to the high field side
(left on the plot) as a fast wave. Note that the Bern-
stein wave is efficiently absorbed, its amplitude hav-
ing shrunk again to zero about 0.3m towards the high
field side. The bottom figure shows the corresponding
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Figure 8: Bernstein wave excitation by the fast magne-
tosonic wave at the ion-ion hybrid layer: electric field
components (top) and Fourier spectrum (bottom).

kR Fourier spectrum of the perpendicular electric field.
The Bernstein wave is a backward, electrostatic wave:
Its main field component is the component in the di-
rection of the background gradient, and for a leftward
propagating wave that carries energy from the conflu-
ence layer towards the high field side it is the kR > 0
spectrum that is significantly non-zero. The 2 peaks
in the low kR part of the spectrum correspond to the
incoming fast wave (highest amplitude for kR < 0 as
the fast wave is a forward wave carrying energy in the
same direction as the phase velocity) and the reflected
wave (somewhat smaller peak, and in the kR > 0 region
since the reflected wave necessarily carries less energy
that the incoming wave).

In two dimensions poloidal as well as radial mode
coupling occurs. Figure 9 gives an example of 2D
wave equation modeling in which the geometry and the
poloidal magnetic field has been accounted for. In this
ITER example the short wavelength modes are not ex-
cited.

III.B. Orbit topology [24-32]

The motion of a charged particle in an axisymmet-
rical tokamak is characterized by 3 constants of the mo-
tion and by 3 periodic aspects of the motion. The 3 con-

stants of the motion often used are the energy ε = mv2

2 ,

the magnetic moment µ =
mv2⊥
2Bo

and the toroidal angu-
lar momentum Pϕ = mRvϕ − qΨ/2π (ϕ is the toroidal
angle, q the charge and Ψ the poloidal magnetic flux)
but suitable other sets of 3 independent functions of the
customary 3 can equally well be used. In order of de-
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Figure 9: Poloidal electric field component for the RF
heating scenario foreseen for the activated ITER phase;
3% 3He in a balanced D − T plasma, f=53MHz and
Bo = 5.3T .

creasing oscillation frequency, the 3 oscillatory aspects
are the cyclotron motion, the bounce motion and the
toroidal drift motion. Figure 10 gives a schematic view
of the various oscillatory aspects of the motion for a
trapped particle in a tokamak.

Figure 10: Schematic representation of the particle or-
bits in a tokamak (JET-EFDA figure JG05.537-4).

Even on a single particle level, adding the poloidal
field to the description vastly changes the complexity
of the wave-particle interaction problem since the guid-
ing center orbits are now no longer on R = ct surfaces
but have become poloidally closed loops. Rather than
sampling a unique value of the confining magnetic field,
the guiding centers sample regions of varying toroidal
field strength. Whereas in a uniform plasma a parti-
cle either is ’in resonance’ or ’out of resonance’ at all
times, the resonances in inhomogeneous plasmas are
localized i.e. the resonance condition is satisfied only
locally at some positions along the orbit. The phase
factor exp[i(NΩ+k//v//−ω)(t−to)] in the earlier men-

tioned evolution equation for the particle energy is now
generalized to an integral over ~k space of terms of the
form exp[iΘ(t)] in which Θ = −Nφ+~k(t).~xGC(t)−ωt.
In the neighbourhood of the resonance the phase in the
exponential can be approximated by a truncated Tay-
lor series expansion, Θ(t) ≈ Θ(to) + Θ̇(to)(t − to) +
1
2 Θ̈(to)(t − to)2 + 1

3!

...
Θ(to)(t − to)3. The corresponding

exponential factor generally oscillates very quickly so
that its integral does not accumulate a net contribu-
tion. Close to stationary phase points (Θ̇ = 0) the
phase variation slows down and the integral picks up a
finite contribution. Figure 11 depicts the relevant inte-
gral for a regular stationary phase point (Θ̈ 6= 0) and
for a higher order stationary phase point (Θ̈ = 0). The
former is representative for a standard resonance cross-
ing while the latter is representative for a resonance at
a turning point of the orbit, where 2 resonances merge
(strictly, the higher order stationary phase point is a
bit separated from the turning point: v// = 0 does not
coincide with vθ = 0). The linear line corresponding to
the uniform plasma case for which the particle always
stays in resonance is indicated as well.

Figure 11: The energy kick felt by the particle along
the orbit for resonance at a regular point (Θ̈ 6= 0) and
at a tangent resonance point (Θ̈ = 0).

In spite of the fact that energetic ions have guid-
ing center orbits that deviate significantly from mag-
netic surfaces, the difference between the toroidal an-
gular momentum Pϕ and the poloidal flux function Ψ
is often neglected (’zero drift’ or ’zero banana width’
approximation). Aside from the fact that this is an
acceptable approximation in large enough machines or
for low enough temperatures, the main motivation for
this approximation is that it hugely simplifies the equa-
tions while keeping poloidal mode coupling and particle
trapping/detrapping, two of the most important inho-
mogeneity effects, intact. Since the dielectric response
written earlier was using the electric field at the guiding
center rather than the particle position and since guid-
ing centers stay on magnetic surfaces in the zero drift
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approximation, the parallel gradient can be written as
an algebraic rather than as a differential operator when
expressing the various quantities in terms of their (dis-
crete) toroidal and poloidal Fourier series expansions:

∇// =
cosα

|∂~x/∂ϕ|
∂

∂ϕ
+

sinα

|∂~x/∂θ|
∂

∂θ

= cosα
intor
R

+ sinα
impol

|∂~x/∂θ| = ik//

for each individual poloidal mode mpol and toroidal
mode ntor; α is the angle between the total magnetic
field and the toroidal direction. The denominator resul-
ting from the particle history integral is now no longer
a constant and net resonant interaction only takes place
at the poloidal angle that satisfies NΩ + k//v// = ω in
which the cyclotron frequency, the parallel wave num-
ber and the parallel velocity now all vary along the or-
bit. Although the density and temperature are constant
along the zero-drift guiding center trajectory, poloidal
mode coupling takes place because of the magnetic field
and geometrical inhomogeneity the guiding center ex-
periences along its orbit. This has one mild and one
more important consequence:

• The mild consequency is that the perpendicular
differential operator in the expression LN due to
Kennel-Engelmann requires retaining the differen-
tial character in both independent perpendicular
directions. The resulting expressions yield a double
sum over poloidal modes, and differential operators
in the direction perpendicular to the magnetic sur-
faces. For heating scenarios in which short wave-
length branches are excited, a proper description of
the poloidal coupling requires accounting for a very
large number of poloidal modes and couplings, and
a large number of radial grid points. In an axisym-
metrical tokamak there is no toroidal coupling and
thus a single sum on the toroidal mode spectrum
remains; in a real tokamak - in which magnetic
ripple occurs since a discrete number of toroidal
magnetic field coils are installed - and in a stel-
larator, also the toroidal modes are coupled. Even
in the zero drift limit, solving the wave equation in
2 or 3 dimensions requires powerful computers.

• Whereas the previous section involves supplemen-
tary bookkeeping but is not truly posing a prob-
lem, the fact that the parallel mode number ap-
pears in the resonant denominator gives rise to a
fundamental problem: Whereas expression (6) is

fully symmetrical in the test function vector ~F and
the electric field ~E and guarantees positive definite
and purely resonant absorption for Maxwellian dis-
tributions, which is what is physically expected,
the now obtained expressions are symmetrical for

what concerns the perpendicular operator but are
asymmetrical for what concerns the parallel dy-
namics. As long as k// is modest (as is typically the
case for the fast wave), this is of little consequence.
But for short wavelength branches, positive defi-
nite absorption for Maxwellian distributions is no
longer guaranteed. A rigorous cure for that flaw
requires a much more sophisticated model, as will
be discussed in the next section.

Figure 12: Schematic representation of the impact of
cyclotron heating on a charged particle in a tokamak:
The perpendicular energy of the particle gradually in-
creases. Initially passing particles become trapped,
their banana tip shifting towards the low field side when
v⊥ gradually grows. The interaction of the particle with
the wave stops when the orbit no longer cuts the res-
onance. Just prior to that happening, 2 resonances
merge, giving rise to efficient heating at the tangent
resonance.

It was mentioned earlier that for not too ener-
getic ions the Doppler shift term k//v// in the res-
onance condition NΩ + k//v// = ω is a small cor-
rection to the cyclotron term. As the corresponding
distribution is only significant in a restricted region
of velocity space, it implies that the region where cy-
clotron interaction takes place is restricted in space as
well: δR/R ≈ δ(k//v//)/ω. Although the electrons are
equally resonantly interacting with the field, the reso-
nance condition is much less stringent on them since
k//v// = ω is commonly satisfied in a wide region be-
cause of the modest steepness of the temperature pro-
file. Consequently, it is fairly straightforward in the
ion cyclotron frequency domain to ensure ion heating
can only take places at a predetermined location but
it is less evident to avoid the often unwanted electron
heating. In big, hot and dense machines such as ITER
RF waves have already lost a non-negligible fraction of
their energy by electron Landau and TTMP damping
before arriving at the cyclotron layer.
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III.C. Bounce Motion, Tangent Resonance, ...

Two approaches are commonly used to derive the
wave equation (and in particular to find a suitable
expression for the RF perturbed distribution function
fRF ) and the Fokker-Planck equation (and in particular
the quasilinear diffusion operator < Q >). One is the
very intuitive approach in which the governing Lorentz
force can readily be recognized in the expressions and
for which the link with straight magnetic field line uni-
form plasm theory is direct (see e.g. [26, 44, 43]). The
other is more formal but more general and allows to
benefit from the action-angle (Hamiltonian) formalism
(see e.g. [33, 35, 36, 30]).

Practical expressions proposed by various authors
tend to differ somewhat since different variables are cho-
sen and different approximations are made. For wave
equation studies (focussing on the fast dynamics), the
trajectory integral is most intuitive and therefore most
frequently adopted but for Fokker-Planck equation, the
details of the fast dynamics are only indirectly relevant
and all has to be expressed in terms of constants of the
motion, hence tending to be closer to the action-angle
technique which elegantly allows to retain the slow time
scale physics while integrating away the fast phenomena
by suitable averages over the various relevant oscillation
periods. Kaufman showed, however, that the Hamilto-
nian description can equally be used to describe the fast
scale physics. More importantly still, he stressed that a
rigorous description of both aspects of the wave-particle
interaction requires making the same approximations
in both equations if one wants to describe the physics
self-consistently. If applied rigorously, the path inte-
gral and action-angle methods are fully equivalent; for a
somewhat more detailed discussion, see [34]. However,
and in spite of Kaufman’s visionary paper and presently
available powerful computers, a fully rigorous descrip-
tion of the plasma heating process by electromagnetic
waves is still awaited and a fully selfconsistent descrip-
tion based on a sufficiently rigorous footing is a project
still to be tackled ...

The drift approximation and quasilinear approach
make sense because of the vastly different time and spa-
tial scales to describe the wave-particle interaction by
first computing the zero order motion in absence of the
rapid but small perturbation, and to account for the
corrections relying on perturbation theory. In an ax-
isymmetric tokamak in absence of perturbations, the
particle motion can be described in terms of 3 con-
stants of the motion ~Λ and 3 angles ~Φ that describe
the periodic aspects of the particle motion. Kaufman
proposed to rely on action-angle variables but in the
literature a wide variety of constants of the motion was
successfully used. In contrast, the choice of the angles
as used in the Hamiltonian theory is much more appeal-
ing than any other choice since these angles vary lin-

early with time and thus time history integrals become
trivial: Formally, the integrals are like those appear-
ing in the uniform plasma case since - once functions
only involving constants of the motion have been pulled
out of time history integrals (since d

dt |o = ∂
∂t + ~ω. ∂∂Φ

e.g. fRF = −
∫
dt′~aRF .∇~vFo can simply be written as

fRF = −∂Fo

∂~Λ
.
∫
dt′Λ̇), the rapidly varying phase fac-

tor denoting all 4 oscillatory aspects of the driven res-
ponse and particle motion is of the form ~m.~Φ(t) − ωt
in which ~Φ(t) = ~Φ(to) + ~ω(t− to) and the gyro, bounce
and toroidal drift frequencies ~ω = (ωg, ωb, ωd) are only

depending on the constants of the motion ~Λ; the corre-
sponding mode numbers are ~̃m = (mg = −N,mb,md =
ntor) in which the bounce mode number mb should
not be confused with the poloidal mode number mpol

but the other 2 mode numbers correspond to the cy-
clotron mode and the toroidal mode numbers. And so
time history integrals simply yield factors of the form
.../[ ~̃m.~ω−ω] i.e. prescribe that waves and particles res-

onantly interact when the resonance condition ~̃m.~ω = ω
(ω being the generator frequency) is satisfied.

A major simplification of the algebra comes from
the identity ~aRF = i

ωm [ ddt∇~v − ∇~x]q ~E.~v (see e.g. [5])
since it allows to write the various contributions of
which the time history integrals needs to be found to
come up with an appropriate expression for the dielec-
tric response of the plasma to a rapidly oscillating elec-
tromagnetic wave in terms of ε̇ = q ~E.~v. For example

fRF =
3∑

j=1

i

ωm

∂Fo
∂Λj

[−q ~E.∇~vΛj +

∫ t

dt′DΛj
ε̇]

in which DG... = d
dt [∇~vG.∇~v...]+∇~vG.∇~x..., hereby es-

sentially reducing the algebraic work to be done to de-
scribe the impact of an arbitrary distribution function
Fo(~Λ) to the work needed for the case of an isotropic
distribution. For a Maxwellian distribution, it can eas-
ily be shown that the net absorption of wave energy by
a particle population is positive definite and that the
interaction is resonant in nature:

∑

~̃m, ~̃ ′m

< q ~E.~v|∗
~̃ ′m

∫ t

∞
dt′q ~E.~v| ~̃m >=

∑

~̃m

|q ~E.~v| ~̃m|2
i[ ~̃m.~ω − ω]

.

Making use of generating functions for the transforma-
tion between canonical variables and applying them to
the action-angle ( ~J, ~Φ) variables proposed by Kaufman,
one finds DJi = m ∂

∂Φi
where m is the mass of the

examined type of particles [34]. Whereas the toroidal
angular momentum Pϕ and the magnetic moment µ
are natural variables to use in the computations, the
third Kaufman action - related to the surface enclosed
by the poloidal closed drift orbit - is not very practi-
cal. Replacing it by the energy ε allows to find a com-
pact operator to generalize the expression found for a
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Maxwellian distribution to that for an arbitrary distri-
bution Fo(~Λ): ∂Fo

∂Λ1
→ ∂

∂Λ1
+ N ∂

∂Λ2
+ ntor

∂
∂Λ3

when

~Λ = ( εω ,−
mv2⊥
2Ω , Pϕ = mRvϕ − qΨ

2π ) where Ψ is the
poloidal magnetic flux.

Of course, although the Hamiltonian method offers
an elegant framework to do the required evaluations,
its simplicity is somewhat misleading:

• The Fourier transformation of the work q ~E.~v done
by the electric field on the particles, written down
only formally in Kaufman’s paper is where the full
complexity of the acceleration and deceleration of
particles on their orbits through an inhomogeneous
static magnetic field will show up. Happily, the
vast difference in time response time of the vari-
ous aspects of the motion allows to rely on asymp-
totic techniques to perform this step. First, the
Fourier analysis is performed at a fixed time, and
then the integrals along the orbits are evaluated.
The Fourier transform of q ~E.~v is

q ~E.~v| ~̃m(~Λ) =
1

(2π)3

∫
d~Φq ~E.~vexp[−i ~̃m.~Φ].

Formally writing the electric field in terms of its
~k spectrum so that, analogously to the uniform
plasma Eq. (2), the phase of q ~E.~v is ~k.~xGC−Nφ−
ωt (GC=guiding center), it can readily be seen

that the stationary phase points of the ~̃m Fourier
component are given by the condition ~k.~vGC +
NΩ = ~̃m.~ω so that the global resonance condition
~̃m.~ω = ω can be rewritten as ~k.~vGC + NΩ = ω,
which reduces to the familiar resonance condition
k//v// + NΩ = ω of the uniform plasma (and
more in particular ρ/LBo = 0 i.e. driftless) limit.
It is not a trivial task to rigorously account for
the drift orbit effects since perpendicular correc-
tions not only have to be added to the general-
ized Kennel-Engelmann operator but they now en-
ter the resonance condition as well.

• A supplementary difficulty comes from the fact
that there are many thousands of bounce modes
that need to be evaluated to describe wave-particle
interaction accounting for the plasma inhomogene-
ity rigorously. This amounts to a significant in-
crease of the computation time required to solve
the equations.

III.D. Decorrelation, Superadiabaticity [33-37,52-55]

It was discussed earlier that the work q ~E.~v the elec-
tric field does on a charged particle is an oscillatory
function of time i.e. can be written as a sum of terms
proportional to a phase factor exp[iΘ(t)]. As the guid-
ing center orbits in the drift approximation are closed

poloidally, the particles cross every poloidal position
many times every second (bounce frequency). Most
of the contributions to the work are oscillatory in na-
ture and cancel out when integrated over all fast time
scales (gyro-, poloidal bounce and toroidal drift mo-
tion), yielding a zero net effect. Only the resonant con-
tributions possibly give rise to a finite effect. That even
these do not cancel on average, is not as evident as it
may seem at first sight: In general, the number of cycles
the work goes through in between 2 successive transits
is not an integer number and thus the phase change is
not a multiple of 2π so the average work done over a
longer period of time is the sum of ’energy kicks’ with
the same amplitude but at different phase. Assuming
that the phase difference between 2 successive transits
modulo 2π is ∆Θ, it can readily be seen that for every
particular phase at a given crossing, there is another
crossing in a not too distant past that more or less can-
cels out the present contribution since ∆Θ attains any
value between 0 and 2π with equal probability. And
so, even if the particle gets an energy kick every time
it crosses the resonance, the net effect of many cross-
ings (typically a few thousand per second for standard
ion temperatures in typical working conditions) is still
zero ... Unless something breaks the pure periodicity
and makes the particles somehow ’forget’ about their
encounters in the far past so that rather than a very
large number of crossings being relevant, only the most
recent ones are. Collionality does exactly that.

Let us consider the simplest possible ’Krook’ colli-
sion operator C(f) = νf , where ν is the dominant col-
lision frequency for the species considered, to discuss
the principle: Whereas the fast dynamics of the wave-
particle interaction is typically described by the Vlasov
equation, a somewhat more careful examination of the
evolution equation we started from shows that collision-
ality can strictly not be omitted when describing the
fast time scale: the collision operator C in that origi-
nal equation acts on the full distribution f = Fo + fRF
and not only on the slowly varying part Fo. Hence the
Vlasov equation should be extended to contain a small
but nonzero contribution, reflecting the rare but non-
absent collisions the particles undergo along their un-
perturbed orbits: d

dt |ofRF +~aRF .∇Fo = C(fRF ). Writ-
ing the time derivative along the trajectory in terms of
the constants of the motion ~Λ and the angles ~Φ and
assuming that the perturbed distribution can be writ-
ten as the product of a term only involving slow dy-
namics and a term involving fast dynamics i.e. fRF =
H(~Λ, t)f̃(~Λ, ~Φ, t), the fast and slow dynamics can be iso-
lated: [H d

dt |of̃ + ~aRF .∇~vFo]/f̃ = [− ∂
∂tH + νH]. Since

the right hand side of this expression only contains
slow dynamics (no fast period response), one can for-
mally write that both sides of this equation indepen-
dently have to be equal to a slowly varying function,
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G = G(~Λ, t) which is negligibly small on the fast dy-
namics time scale, G ≈ 0. It follows that the factor
H can to good approximation be evaluated explicitly:
H ∝ exp(νt). And so the Vlasov equation is supple-
mented with a ’switch-off’ or ’phase memory loss’ fac-
tor: f = −

∫ t
−∞ dt′H−1~aRF .∇Fo which - in view of the

result found for H consistent with the Krook collision
operator - is simply equivalent to the ’causality rule’
which prescribes the frequency ω in the driven time
response factor exp(iωt) and the resonant denominator
(NΩ + k//v//−ω in the uniform plasma expression, or

~ω. ~̃m−ω in its drift approximation generalisation) to be
replaced by ω+iν. Whereas the collisional contribution
is very small, it plays a crucial role in the evaluation of
the time history integral when integrating over many
crossings through a given point on the closed bounce
orbit: It constitutes the ’memory loss’ factor ensur-
ing that a finite net contribution is obtained for the
resonant contributions to the work done by the driven
electric field on the particles.

Figure 13: Schematic representation of the importance
of decorrelation.

Why this is crucial and how it works can readily
be seen in Fig. 13: due to the periodic nature of the
bounce motion, the sum of the contributions over all
bounce modes is only equivalent to the corresponding
integral over (the stationary phase position) bounce an-
gles if the collisional broadening of the resonance is
wide enough. This brings out a subtle point in the
analysis of the wave-particle interaction: Because of
the large difference between the bounce and the gyro-
frequency (ωb << ωg), it takes thousands of bounce
modes to rigorously account for the magnetic field in-
homogeneity i.e. the corresponding stationary phase
points where the resonant interaction predominantly
takes place (Θ̇=0) are very closely spaced. Yet the
discrete sum on the bounce modes cannot justifiably
be replaced by a bounce integral unless the decorrela-
tion time is short enough i.e. the collision frequency

large enough. And so the very different time scale on
which the gyro and bounce motions occur is crucial to
restore the ’quasi-homogeneous’ nature of localized res-
onances, while the decorrelation needs to be sufficiently
fast to ensure that a net interaction takes place at these
resonance locations when averaging over all the faster
processes. In view of the typical collision frequencies in
hot plasmas, collisions at first sight cannot cause a fast
enough decorrelation to guarantee RF heating to have
a net effect.

Fully accounting for the actual collision operator in
the right hand side of the ’generalised’ Vlasov equation
is not at all a trivial task. Kasilov [53] did the exer-
cise of examining more realistic collision operators and
found that the ’switch-off’ factor H can to first approx-
imation be taken to be H = exp[(t/τ)n] where n = 3
for Cerenkov interaction (Landau damping and tran-
sit time magnetic pumping) and n = 5 for cyclotron
damping. He found that the decorrelation times τ are
significantly shorter than the collison times 1/ν, imply-
ing that particles ’lose’ memory of their phase quickly
enough for RF heating to be efficient in magnetic fu-
sion devices. Although the details of the impact of the
various decorrelation functions differs, the net effect is
the same: the ’kick’ particles receive when crossing the
resonance is similar (see Fig. 14).

Figure 14: Integrated decorrelation functions for n =
1, 2, 3; ζ = τ( ~̃m.~ω − ω) with τ the decorrelation time.

While for thermal particles it is thought that the
details of the actual decorrelation are not too relevant
(to the important exception of what happens near tan-
gent resonance points where two closely spaced reso-
nance points merge into a single one), for too energetic
particles, however, the collisions may still be too unfre-
quent so that their net effective absorption is reduced.
This regime is known as ’superadiabaticity’.

Not only collisions cause a randomization of the
phase. Because of the non-integrability of the orbits
and the non-linearity of the problem, stochastization
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takes place even if collisions would be absent when
launching RF waves of a few MW in fusion relevant
plasmas. The rich spectrum of modes, each contribut-
ing to the full wave-particle interaction and giving rise
to fast phase variations of the total work done on the
particles, is likely to trigger sufficient decorrelation.

IV. END NOTE

With the dawn of powerful parallel computers, the
degree of realism that can be reached when modeling
the interaction of particles and waves in hot, magne-
tized, inhomogeneous plasmas contained in magnetic
fusion experimental reactors is gradually increasing.
Various techniques are available to highlight the study
of specific aspects of the interaction. Even so, the prob-
lem to be tackled is challenging and a number of aspects
are only starting to be touched upon.

One aspect of importance in the context of wave-
particle interaction is the description of the opposite
of wave heating, namely the onset of instabilities trig-
gered by particle distributions: In present-day wave
and Fokker-Planck descriptions, it is implicitly assumed
that the RF fields are never powerful enough to make
the factor ∂Fo

∂Λ1
+N ∂Fo

∂Λ2
+n ∂Fo

∂Λ3
that appears in the per-

turbed distribution fRF and hence in the expression
for < Q > change sign, while experimentally it is well
known that MHD modes can be triggered when RF
heating is efficient.

Another - even more essential - aspect is the rigor-
ous accounting of the bounce spectrum ensuring that
the dielectric response is properly described, without
artificially giving rise to damping that has to be rejected
on physical grounds: While only the rigorous applica-
tion of the procedure proposed by Kaufman guarantees
the causality to be respected for all modes the plasma
supports, no models based on this procedure are yet
available.

V. A COMMENT ON THE LIST OF REFERENCES

Although most authors in the reference list com-
ment on various subtopics treated in this text - making
a clean separation impossible - the papers most relevant
to read up on the general treatment have references [1-
11], the wave equation is somewhat more the focus in
[12-16] while the Fokker-Planck aspects are the main
subject in [17-23]. Details on the orbit topology and
its role in describing the wave-particle interaction can
be found in [24-32]. The action-angle formalism is dis-
cussed in [33-37]. Comments on how to solve the rele-
vant set of equations - with a focus on accounting for
the realistic geometry - are given in [38-51] while the
role of decorrelation is the key subject in [52-55].
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FAST PARTICLE HEATING
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ABSTRACT

The heating of plasmas by fast ions, with a focus
on Neutral Beam Injection (NBI), is reviewed. First,
the need of auxiliary heating and current drive sys-
tems in fusion machines is outlined. For the particu-
lar case of tokamaks, the limitations of Ohmic heat-
ing are discussed. The different ways of generating
fast particles in plasmas are presented. The principle
of operation of neutral beam injectors is explained.
Positive-ion (PNBI) and negative-ion (NNBI) based
concepts are discussed. Next, the physical processes
by which the beam transfers energy to the plasma,
namely ionization and slowing-down are described.
For both, an elementary theory is given, whereby
simple approximations to the distribution functions
of beam injected ions and of alpha particles in reac-
tors are obtained. Applications of NBI to heating,
current drive and rotation drive are reviewed and the
prospects of NBI for ITER are commented.

I. INTRODUCTION

The plasma of a tokamak cannot be heated to
ignition using Ohmic heating only because the Joule
heating efficiency decreases with the plasma temper-
ature and because the maximum value of the plasma
current is limited by the onset of magnetohydrody-
namic instabilities that kill the discharge (disrup-
tion). These limitations of Ohmic heating will be
briefly discussed in the next section. This is the first
reason why auxiliary heating systems are required in
tokamaks. For steady-state tokamak operation, also
the plasma current needs to be sustained by external
means, because the inductive current generation is by
essence a non-stationary phenomenon. Because the
momentum transfer required to generate a current
is necessarily accompanied by energy transfer, any
non-inductive current-drive method is also a heat-
ing method. Specific current-drive aspects will be
treated in a subsequent lecture in these proceedings
[1]. In other fusion reactor concepts like stellarators,
the plasma must be both created and heated by exter-
nal means. Therefore in all cases, additional heating
systems are required. They can also be used for the
production of plasma for wall cleaning and condition-
ing, ramping-up of the plasma current at the begin-
ning of the discharge, tailoring of the plasma current

profile in the stationary current phase and inducing
toroidal rotation. Some more exotic applications are:
inducing a poloidal rotation, influencing fast particle
transport or stabilizing MHD modes. The methods
allowing doing this are termed ”additional heating”
methods, although in some cases they constitute in
fact the primary or only source of plasma heating.

There are basically two ways of increasing the
energy content of the plasma: one can inject either
highly energetic particles or electromagnetic energy
into the plasma. In both cases the energy must even-
tually be transferred to the bulk of the plasma and,
ultimately to the fuel-ion component to generate the
fusion reactions. The thermalization of the externally
injected energy usually takes place through collisional
processes: the injected fast particle or the particle
accelerated by the electromagnetic field transfers its
energy to the plasma background by collisions. In a
reactor, the alpha particles generated by the fusion re-
actions also constitute a fast particle population that
will heat the plasma by collisions. Therefore heating
by fast particles is generic in fusion machines.

II. LIMITATIONS OF OHMIC HEATING

The power dissipated by the current flowing in
a tokamak plasma is called ”Ohmic Heating” power
or ”OH” power. It could also be called ”Joule heat-
ing” as it is due to the dissipation associated with
the electrical resistance of the plasma. The plasma
current is an electron current and the resistivity is
due to the collisions of the conduction electrons with
the -essentially immobile- background ions. The re-
sistance of the plasma loop is [2]

Rp =
10−3RoZeff
a2pκγE(Zeff )

[
1 + (

ap
Ro

)1/2
]
T−3/2e,av (1)

where Ro and ap are the plasma major and minor
radii, κ is the elongation, Zeff is the effective ion
charge and γE is a function of Zeff that can be ap-
proximated by

γ(Zeff ) ≈ 1− 0.98/Zeff + 0.56/Z2
eff . (2)

Note that this function takes a value close to 1/2
for clean plasmas. In Eq.1, the factor in square
brackets accounts for the trapped particle corrections,
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and Te,av is the volume-averaged electron tempera-
ture expressed in eV’s. Unless explicitly stated oth-
erwise, like above for temperatures, SI units are used
throughout the paper. The T−3/2 dependence reflects
the fact that the strength of the collisions decreases as
the cube of the relative velocity between the colliding
species. This dependence also implies that the plasma
resistance quickly drops as the plasma becomes hot-
ter. The Ohmic power is also proportional to the
square of the plasma current (Ip):

POH = RpI
2
p . (3)

So, although the resistance falls down when the cur-
rent is increased as a result of the plasma heating,
it is not clear from the above equations whether the
Ohmic power increases or decreases with current. In
order to investigate further the consequences of the
fall in resistivity, we need a relation linking Te to Ip.
This is available from the so-called scaling laws for
tokamaks [3] that provide an expression for the total
energy content of the plasma W as a function of the
various plasma parameters. In the Ohmic regime, the
so-called ITER89 scaling is:

WOH = 64× 103M0.2I0.8p R1.6
o a0.6p κ0.5N0.6

e,LAB
0.35
T (4)

where the new parameters introduced are the iso-
topic mass M and the line-averaged density Ne,LA.
In the above, Ne,LA is expressed in 1020m−3 while
the plasma current Ip is expressed in MA. Equating
this expression to the definition of the total plasma
energy content,

WOH = (κπa2p)(2πRo)3NkBTav

in which kB is the Boltzmann constant, one gets

Tav = 68M0.2I0.8p R0.6
o a−1.4p κ−0.5N−0.4e,LAB

0.35
T (5)

where T av is in eV . It is amazing to note that be-
cause

Tav ∝ I0.8p (6)

the energy confinement time τE = WOH/POH is in-
dependent of the current and the (Ohmic heating)
power. This situation, which is characteristic of the
good Ohmic confinement, is in strong contrast with
the confinement degradation observed in auxiliary
heated discharges where

τE ∝ P−0.5tot (7)

However good the Ohmic confinement, Ohmic heat-
ing nevertheless is insufficient to bring a large ma-
chine to ignition. Using ITER-FDR-type parameters
(Ro = 7.75m, ap = 2.8m, κ = 1.6, Ip = 25MA,
BT = 6T ), Eq.(5) implies Tav ≈ 1.3keV . Even taking
into account that the temperature profile is peaked,
this means that it is difficult to get a central tem-
perature that is high enough to ignite the plasma in

Ohmic operation. At first sight, rising the current
above 25MA seems to be a solution. However, the
plasma becomes magneto-hydrodynamically unstable
and disrupts when a too high current flows through
it (see [4]). The limiting condition (qedge > 2) can be
written as

Ip[MA] =
5apκBT

2Ro
. (8)

Hence, 25MA is about the maximum current that
can be obtained in a machine of this size and addi-
tional heating is required to bridge the gap to ignition.
These conclusions, resting here on very simple con-
siderations, are corroborated by more sophisticated
simulations [5].

III. HEATING BY FAST PARTICLES

The basic heat source in a reactor will be the
alpha-particles (4He nuclei) produced by the D − T
reaction:

D + T →4 He(3.5MeV ) + n(14.1MeV )

Because of the strong dependence of the fusion reac-
tivity on the ion temperature ( < σfv >∝ T 2

i ), the
fast α-particles are mostly produced in the plasma
core. Two additional heating methods are available
for producing fast ion populations: NBI and ion cy-
clotron heating (ICRH). NBI directly injects fast neu-
trals in the plasma. The injected energy of the elec-
trons is negligible because of their very small mass,
so in the end only fast ions matter. ICRH directly ac-
celerates ions inside the plasma at the ion-cyclotron
resonance layer. Fast electrons cannot play a role
similar to that of ions in heating because their colli-
sionality is very low. In electron cyclotron heating, for
example, the perpendicular distribution function re-
mains nearly Maxwellian and the heating power goes
through this nearly thermal population. On the other
hand, electron cyclotron heating, like lower hybrid
heating, can produce a substantial parallel velocity,
making it a key player for non-inductive current drive.

IV. NEUTRAL BEAM INJECTION

Because of the strong toroidal magnetic field,
there is no possibility to directly inject energetic
charged particles inside the plasma. Instead, one in-
jects fast neutrals at the expense of going through
the sequence schematically described in Fig.1. The
ions are produced in the source and accelerated to
a high energy, usually electrostatically, before cross-
ing a charge exchange cell where they are neutralised.
The neutralisation is only partial and the remaining
ions are deflected magnetically and sent to a dump.
Usually, their energy is lost but it is conceivable to
recover it by biasing the dump. The neutrals can
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then cross the machines magnetic field and reach
the plasma where they get ionized, transferring after-
wards their energy to the plasma bulk by collisions.
The beam source is a plasma discharge from which the
ions are extracted by an electrostatic potential. A hy-
drogenic plasma discharge -for example in deuterium-
not only produces atomic ions, D+ and D−, but also
molecular ions D+

2 , D+
3 . After acceleration at high

energy, these ions are neutralized with very different
efficiencies. Figure 2 shows that the maximum neu-
tralization efficiency of a gas cell becomes very small
for atomic D+ ions with energies above 200keV . This
is why high energy beam injectors are based on neg-
ative ion technology. At lower energy, it is more ap-
propriate to use positive-ion based injectors as the
production of positive ions is much easier than that
of negative ions.

Figure 1: Sketch of the principle of neutral beam heat-
ing. On top, generation of the neutral beam in the
injector. Bottom, capture of the neutral beam energy
in the plasma.

A. Neutral beam injectors based on positive ions

All present-day injectors, except one discussed in
next section, are based on positive ion (H+, D+, ...)
technology. Nowadays, neutral beam injectors able to
deliver 1−2MW of neutrals at energies up to 150keV
exist. We shall now briefly describe some character-
istic features of these injectors. As noted above, the
plasma source generates various ion species. After
extraction by a negative potential, the negative ions
are eliminated but the molecular ions (D+

2 , D+
3 , ...)

remain present in the beam. After acceleration and
having the same charge, all ions have the same energy,
Eo. But, as molecular ions contain several atoms, the
final beam of neutrals delivered to the plasma will -
after dissociation of molecules and ionization - pro-
vide ions at energy Eo/2 and Eo/3 in addition to the
full energy (atomic) beam ions at Eo energy. Some
30% of the total beam power can be carried by these
less energetic components that deposit their energy
more at the outside of the plasma, as compared to
the full energy component. This is a feature that has
to be taken into account for computing power depo-
sition profiles. When crossing the neutralization cell,
each ion has a neutralization probability that first in-

creases with the length of its path in the cell. After-
wards, neutralized ions can be re-ionized again and
the neutralization efficiency decreases [6]. Each ion
thus has a maximum neutralization probability for
a given thickness of the cell, different for each type
of ion. Figure 2 shows this maximum neutralization
efficiency. It indicates that for beams with energy be-
low 150keV , the molecular composition of the beam
is that of the source. It also points to the limited
efficiency of positive-ion based injectors, which falls
below 50% around 100keV .
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Figure 2: Maximum neutralisation efficiency in D vs
beam energy (see Berkner et al. [6]).

B. Negative-ion-based injectors

The energy that can be reached -at reasonable
efficiency- with positive-ion based technology is insuf-
ficient for the next generation of machines. For the
heating of the ITER plasma 0.5MeV beams are re-
quired. If the beams are to be used to non-inductively
generate the plasma current, energies of 1−2MeV are
required. This is clearly out of reach of any positive-
ion based neutral beam and efforts are presently de-
voted to the development of neutral beams based on
a negative-ion source.

In their principle, negative-ion beam injectors are
identical to the positive-ion based ones, as sketched
in Fig. 1. The differences are that (i) the source must
preferentially produce negative ions, (ii) negative-ion
based beams can operate at much higher energy (0.5 -
1 MeV). The electron captured in the negative ion has
a very low binding energy -called affinity- of 0.75eV .
It is therefore very easy to loose, and this feature
explains why high neutralization efficiency can be
achieved with negative ions (Fig.2). The reverse side
of the medal is that these ions are hard to produce. In
order to increase their rate of production, one incor-
porates cesium in the source, an element which has
very low ionization potential (E1 = 3.894eV ), and
which therefore easily liberates electrons. Two pro-
duction mechanisms are exploited: surface and vol-
ume production. In surface production the ions are
produced when atoms bounce off walls coated with
cesium. As intense wall bombardment is required to
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get a large negative ion yield, high power densities
are required and the initial energy of the negative
ions is rather large. Hence the difficulty to operate
these sources for long pulses and to produce well fo-
calized ion beams. Volume production rests on a pro-
cess called dissociative attachment whereby a hydro-
gen molecule in a high vibrational state breaks up at
the time it captures an electron. The efficiency of this
mechanism was experimentally found to be unexpect-
edly large. Nevertheless, the ion yield remained lim-
ited, the high gas pressure required leading to early
dissociation of the negative ions and high stray elec-
tron current. The presently most efficient sources
combine both mechanisms through cesium seeding of
volume sources. This increases the negative ion yield,
minimizes the stray electron current and reduces the
isotopic effect. (The production of D− is only about
half that of H− in volume sources. This is raised to
80% in Cs seeded sources). Standard arc discharge
sources have achieved the performances required for
ITER [7]. However, they remain complicated and
require regular maintenance of the filaments gener-
ating the arcs. Therefore a new type of source, the
radio-frequency (RF) source, simpler and requiring
no maintenance is under development. The status of
NBI injector development is described in [8].

Negative ion sources are equipped with extrac-
tors that suppress the stray electron current by su-
perposing the field of permanent magnets to the ex-
tracting electrostatic field. The stray electrons hit
the extractor grid while the negative ion trajectories
are nearly unaffected. These ions are then acceler-
ated electrostatically up to energies of the order of
the MeV and neutralized. Two types of accelerators
are presently under development. The MAMuG (for
Multi-Aperture Multi-Gap) accelerates in parallel a
number of beamlets in steps of typically 200keV . On
the contrary, the SINGAP combines all beamlets into
one single broad beam and provides the acceleration
over a single gap. Like for positive ion beams, the
simplest neutralization cell is a box filled with gas.
At high energy, the maximum efficiency of such a gas
neutralizer is about 60% (Fig.2). The adverse mecha-
nism is re-ionization of fast neutrals (producingD+ or
H+). Theoretically, plasma neutralizers could reach
an efficiency of up to 85% if the plasma in the cell is
fully ionized. (The efficiency decreases if the plasma
is only partially ionized). However the realization of
a reliable cell with fully ionized plasma is much more
delicate than the gas cell technology.

The target of negative-ion based beam technology
is to develop D0 injectors with, typically, energy of
1MeV and a current of 40A in order to couple 50MW
in ITER with three units. The best results have been
achieved with the JT − 60U injector. This injector
was designed for pulses of 10MW for 10s at 0.5MeV
[9]. The highest parameters reached up to now with
this injector are [10]: 400keV , 5.2MW , pulse dura-

tion 1.9s, for D injection; longer pulses have been
achieved at reduced power [11]. The neutralization
efficiency of 60% has been achieved, in agreement
with predictions. More details about the physics of
negative-ion beams can be found in a review paper
by Pamela [12].

C. Penetration, ionization, losses

Neutral beams are usually injected close to the
plasma equatorial plane as this provides the longest
path through the densest part of the plasma in front
of the beam. With respect to the toroidal direc-
tion, beams are usually injected either dominantly
parallel or nearly perpendicular. This last solution
is technologically easiest but the path through the
plasma is rather small and the fast ions are created
with large perpendicular energies and therefore a sub-
stantial fraction of them can be immediately trapped
into banana orbits (see Fig.3). This can lead to sig-
nificantly larger prompt ion-loss than in the case of
parallel injection. Parallel injection beam lines are
harder to design because of the limited amount of
space available in between the toroidal field coils.
However they provide a much longer path for the ion-
ization of the beam and most of the ions are created
along passing trajectories. In the parallel injection
case, neutrals can be injected in the same direction
as the plasma current (co-injection) or in the opposite
direction (counter-injection). Due to the asymmetry
created by the poloidal field, these two parallel injec-
tion schemes are not equivalent. As shown in Fig.3
the orbits of the co-current injected ions drift further
outside the magnetic surface on which they were in-
jected than the counter-injected ions. This leads to
a somewhat broader power deposition profile in the
counter-injection case.

There are two dominant loss mechanisms in-
volved in the energy transfer from the neutral beam to
the plasma. (i) Some neutrals cross the plasma with-
out being ionized and are lost on the wall opposite to
the injection point. These are called shine-through
losses. (ii) Fast ions can get neutralized shortly after
their ionization. The so created neutrals will either
leave the plasma or be re-ionized at an arbitrary ra-
dius. This leads to direct losses and broadening of
the power deposition profile. Because the neutraliza-
tion process is mainly due to charge-exchange (see
below), the corresponding losses are called charge-
exchange (CX) losses. In the analysis of beam-heated
discharges, these losses are usually subtracted from
the injected beam power to yield the net power de-
livered to the plasma taken into account in confine-
ment (power-balance) evaluations. Other losses can
occur, especially for non-parallel injection, due to su-
perbanana losses, i.e. loss of banana particles trapped
in the ripples of the toroidal magnetic field. Finally if
the ions are injected at a velocity faster than the local
Alfvén velocity, they can excite global modes - e.g the
toroidal Alfvén eigenmodes (TAE) - and be ejected
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Figure 3: Poloidal projection of the drift trajectories
of beam ions for perpendicular injection (trapped tra-
jectory) and for parallel co- and counter-injection for
common toroidal angular momentum and energy; ’co’
and ’counter’ are defined w.r.t. the plasma current.
Also the magnetic surface on which the banana tips
lie is depicted.

out of the plasma by interaction with the TAE’s elec-
tromagnetic fields.

The ionization of the beam is due to several pro-
cesses: ionization by impact on electrons and ions
(both hydrogenic and impurities), charge exchange
and multistep ionization. The dominant process for
the lower energy range (e.g. Wb0 ≤ 80keV for
deuterons) is charge exchange. The cross-section for
charge-exchange with protons was given by Riviere
[13] :

σCX = 0.6937× 10−18
(1− 0.155log10E)2

1 + 0.1112× 10−14E3.3
(9)

Here, E = Wb0/Mb (in eV/amu) and Wb0 is the en-
ergy of the beam neutral; Mb its isotopic mass num-
ber of the beam particles. At higher energy, pro-
ton and electron impact ionization become dominant.
The cross-section for proton impact is [13]

log10σp = −0.8712(log10E)2 + 8.156log10E − 38.833 (10)

or

σp = 3.6× 10−16log10(0.1666E)/E (11)

if E < 150keV or E > 150keV , respectively. The
cross section for electron impact is [14]

σe =< σve > /vb0 (12)

where
vb0 = 1.3715× 104E1/2 (13)

is the velocity of the neutral and < σeve > is the
ionization rate averaged over the electron distribu-
tion, which is a function of the electron temperature
Te only. These three cross-sections are represented
in Fig.4. If the plasma contains impurities, these can
cause additional ionization. The cross-section for ion-
ization by impurities with atomic number Z can be
written in terms of a scaled-to-charge cross-section
[15]:

σZ = Zσ̃Z(E/Z) (14)

σ̃Z(w) = 7.457× 10−10

×
[ 1

1 + 0.08095w
+

2.754ln(1 + 1.27w)

64.58 + w

]
(15)

where w is the energy divided by the atomic number
expressed in keV. The scaled cross-section σ̃Z is also
represented in Fig.4. In total, the ionization rate per
unit length will be

− 1

Ib

dIb
dl

= Neσe +NHσp +NHσCX +NZσZ (16)

for a H plasma with a single impurity and where we
have denoted by Ib the beam intensity and dl the
elementary path length along the neutral’s trajectory.
We define the total or beam-stopping cross-section as:

σ0 = σe +
NH
Ne

(σp + σCX) +
NZ
Ne

σZ

≈ σe + σp + σCX +
NZ
Ne

σZ . (17)

Note, in particular, that the effect of the impurities
is proportional to their concentration.

This cross-section was deemed satisfactory for
the range of energies typical of early PNBI injec-
tion in not too dense plasmas (Ne ≈ 1019m−3, E ≈
30−40keV ). However, when the injection energy be-
comes larger, which is typically the case with NNBI,
and/or for larger densities, this formula underesti-
mates the cross-section because it ignores multi-step
ionization. This is the process by which a neutral first
gets into excited states due to successive collisions
before being ionized. This process is negligible for
a (relatively) slow neutral in low density plasma be-
cause the lifetime in the excited state is much shorter
than the time between two successive collisions. If
the speed of the neutral or the number of particles per
unit volume increases sufficiently, this is no longer the
case. Multi-step ionization can be taken into account
by introducing the beam stopping increment δms into
the complete cross-section σ

σ = (1 + δms)σ0. (18)

The complete cross-sections have been computed by
Janev et al. [15], and more recently by Suzuki et al.
[16]. These authors also provide analytic fits to the
data. The correction due to multi-step ionisation can
go to 100% or more for NNBI [17]. For PNBI , the
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correction is usually less than 20%. The mean-free
path of the neutrals in a plasma of density N is

λ = 1/(Nσ) (19)

and the evolution of the neutral density Ib(l) for a
narrow beam follows from Eq.16:

Ib(l) = Ib0exp[−
∫ l

0

dlσ(~x)N(~x)] (20)

where the integration is along the path ~x(t) of the
neutral in the plasma.

10
0

10
1

10
2

10
3

10
4

10
−22

10
−21

10
−20

10
−19

log
10

 E (keV/amu)

σ
 [

m
2
]

cross sections

 

 
σ

CX

σ
p

σ
e
 (1keV)

σ
e
 (10keV)

σ
Z
 (Z=1)

Z CX

p T
e
=10keV

T
e
=1keV

Figure 4: Cross sections for ionization of fast neu-
trals by charge-exchange (CX), electron impact (for
two different electron temperatures Te = 1keV and
10keV ), and by proton impact (p). The curve Z is
the normalized σ̃ for impurities.

Once created, the ion will follow a trapped or
passing orbit, as already discussed. If the confine-
ment of fast particles in the machine is sufficiently
good, the ion can be assumed to stay on its mag-
netic surface and to slow down there by collisions.
In a first approximation it is thus sufficient to study
the slowing-down process as if it was taking place
in an infinite homogeneous plasma having the same
parameters as those of the magnetic surface. Neo-
classical effects can be taken into account by the so-
called bounce-averaging [18] procedure over the real
drift-trajectories of particles but this topic will be left
out in the present elementary presentation.

V. FAST ION HEATING AND SLOWING DOWN

Given a fast ion content in the plasma, and ir-
respective of the way it was generated, the transfer
of its energy to the plasma bulk can be described in
a first approximation as a slowing-down process in
homogeneous plasma. This can be examined through
two complementary approaches: the test-particle and
the Fokker-Planck ones. The latter allows computing
the fast-ion distribution function.

A. Slowing down; test particle approach

Starting from the theory of binary Coulomb col-
lisions Sivukhin [19] has shown that the energy de-
crease of a particle due to the background species s
with Maxwellian distribution

fs(v) =
1

[(2π)1/2vth,s]3
exp[− v2

2v2th,s
] (21)

where vth,s = (kBTs/ms)
1/2 is

dWb

dt
= −4πZ2

b e
2

vb

∑
s

NsZ
2
s e

2lnΛ

[Erf(ws)

ms
− 2ws(ms +mb)

msmbπ1/2
e−w

2
s

]
(22)

with ws = vb/2
1/2vth,s and the index ’b’ refers to the

beam ions. Consider a background plasma with ions
(s = i) and electrons (s = e). For a 5keV plasma,
for example, the thermal electron velocity vth,e is in
the range of 3× 107m/s while vth,i = 5× 105m/s. A
100keV ion has a velocity of 3 × 106m/s. Therefore
it is usually justified to make the assumption that
the injected ions are much slower than the average
electron (we � 1) and much faster than the average
ion (1 � wi). This simplifies considerably Eq.22 as
Erf(x) ≈ 2x/π1/2 for x � 1 and Erf(x) ≈ 1 for
1� w. One gets

dWb

dt
≈ −2Wb

τs

[
1 +

(Wc

Wb

)3/2]
(23)

where the first term in the square brackets corre-
sponds to energy transfer to the electrons and the
second one to the background ions. When Wc = Wb

an equal amount of power is transferred to electrons
and ions. Wc is the critical energy mbv

2
c/2; the criti-

cal velocity vc is given by

vc = (2kBTe/me)
1/2
[3π1/2

4

∑
i

Ni
Ne

Z2
i

me

mi

]1/3
(24)

yielding

Wc =
1

2
mbv

2
c = 14.8Te[keV ]mb

(∑
i

NiZ
2
i

Nemi

)2/3
.

(25)
When the beam ion velocity is much larger than the
critical velocity (Wc �Wb), Eq.(19) is even simpler,

dWb

dt
≈ −2Wb

τS
(26)

which describes a simple exponential decay. In this
case all the energy is transferred to the electrons.
Note that for the α particles (Mα = 4, Zα = 2, Wα0 =
3.5MeV ) generated in a thermonuclear plasma (Te ≈
10keV ) one has

(Wc/Wα)3/2 ≈ 10−2 (27)
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implying that α-particles, in a reactor, will heat the
electrons rather than the ions. In the case of domi-
nant electron slowing-down the characteristic energy
decay time is τS/2. τS is called the slowing-down time
on electrons and is given by the expression

τS =
3(2π)3/2membε0v

3
th,e

NeZ2
b e

4lnΛ
≈ 0.012

(Te[keV ])3/2Mb

Ne[1020m−3]Z2
b

(28)
when assuming lnΛ = 16.5. Rather than being a
constant, the latter quantity is a weak function of
density, temperature charge and mass. For a 40keV
deuteron in a 1keV , 5× 1019m−3 TEXTOR plasma,
this gives τS ≈ 50ms. For an α particle in a 10keV ,
1020m−3 plasma τS ≈ 400ms. At this point it should
be noted that these values are not far from the energy
confinement time values. Therefore, transport can
play a role on the same time-scale as slowing-down in
the process of energy transfer from the beam to the
plasma (or from the α-particle to a reactor plasma).

The above equations describe the instantaneous
slowing down of an ion in the plasma. Two other im-
portant quantities that describe the whole slowing-
down process, from birth velocity to thermal veloc-
ity, are the fraction of the total energy that has gone
to electrons (Fe) and to the ions (Fi) after complete
slowing-down. This is easily evaluated from Eq.23.
The instantaneous power transferred to the ions is:

Pi =
2Wb

τS
(
Wc

Wb
)3/2 (29)

and the energy transferred to the ions during the
whole slowing-down process is

Wi =

∫ ∞
0

Pidt. (30)

Noting that one can re-write Eq.23 as

− 2

τS
dt =

dy

y(1 + y−3/2)
(31)

with y = Wb/Wc, one finds

Fi = − 1

Wb0

∫ ∞
0

Wb(
Wc

Wb
)3/2(− 2

τS
)

=
Wc

Wb0

∫ Wb0/Wc

0

dy

1 + y3/2
(32)

for the ratio Fi = Wi/Wb0 of the energy Wi collision-
ally lost to the ions to Wb0, the energy at which the
beam is injected. The fraction flowing to the electrons
then is

Fe = 1− Fi. (33)

A plot of these fractions is given in Fig.5.

B. The beam distribution function

The starting point of a computation of the dis-
tribution function is the Fokker-Planck equation. Its
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Figure 5: Fractions Fe and Fi of the beam ions energy
going respectively to electrons and to ions during the
slowing down process.

derivation can be found in Sivukhin [19]. This equa-
tion can be written:

∂fα
∂t

=
∑
β 6=α

C(fα, fβ) + C(fα, fα) + S − L (34)

where C(fα, fβ) is the collision integral for particles
of type α and β. The first sum is over all the back-
ground plasma species and the 2nd term accounts for
collisions among the beam particles themselves. Usu-
ally one uses the Landau form of the collision integral
[20],

C(fα, fβ) =
Z2
αZ

2
βe

4lnΛαβ

8πε20mα

∇~v.
∫
d~w

u21− ~u~u
u3

[ fβ
mα
∇~vfα −

fα
mβ
∇~wfβ

]
, (35)

as starting point. Here ~u = ~v− ~w and 1 is the identity
matrix. S is the source of fast ions (beam ions or α-
particles; fast ions generated by ICRH do not appear
as a source term in Eq.34, but are generated by an
additional RF-induced diffusion term, as we shall see
in a subsequent lecture). Because the collision op-
erator conserves the number of particles, a loss-term
L has to be included, otherwise, there could be no
stationary solution to Eq.34. The simplest particle
loss-term is

L =
fα
τ

(36)

which corresponds to both particle and energy loss.
With a τ independent of velocity, it constitutes a good
representation of charge-exchange losses. A more so-
phisticated loss term distinguishing particle and en-
ergy loss is

L =
fα
τp
− 1

v2
∂

∂v

[( 1

τE
− 1

τp

)v3
2
fα

]
(37)

where τE and τp are the energy and particle con-
finement times, which can be functions of the ve-
locity. Solving Eq.34 is a complex problem be-
cause it involves three-dimensional collision integrals
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that, even numerically, are heavy to evaluate [20].
In addition, this equation is non-linear because of
the beam self-collision term C(fα, fα). In order to
simplify the problem one can assume (i) that self-
collisions are negligible when the beam component is
not a too large fraction of the plasma population (ii)
that the beam distribution function is independent of
the gyro-angle, (iii) that all background species are
isotropic Maxwellians. In this case, all the collision
integrals can be performed analytically and one ar-
rives at the linear collision operator

C(f) = − 1

v2
∂

∂v
(A(v)v2f) +

1

2v2
∂2

∂v2
(B(v)v2f)

+
1

4v2
∂

∂µ

[
G(v)(1− µ2)

∂f

∂µ

]
(38)

expressed in terms of the particle velocity v and of
µ = v///v, the cosine of the pitch-angle. A, B and G
are analytic expressions involving the error function
[21]. These expressions can be further simplified by
assuming, as was done above in the test-particle ap-
proach, that vth,i � vα � vth,e. One then arrives at
the limits:

−Av2 +
1

2

∂

∂v
(Bv2) ≈ 1

τS
(v3 + v3c ) (39)

B ≈ 2Te
mατS

(1 +
v3B
v3

) (40)

G ≈ v3G
τSv

(41)

where one recognizes the earlier defined slowing-
down-time τS and the critical velocity vc. The ad-
ditional expressions for vB and vG are [21]:

v3B =
3π1/2

4

(2kBTe
m2

)1/2∑
i

Ni
Ne

Z2
i

2kBTi
mi

(42)

v3G =
3π1/2

4

me

mα

(2kBTe
m2

)1/2∑
i

Ni
Ne

Z2
i (43)

Finally, retaining only the dominant terms one arrives
at the standard form of the collision operator used for
the investigation of fast-ion distribution functions:

C1(f) =
1

τSv3

[
v
∂

∂v
[(v3+v3c )fα]

]
+Z2

∂

∂µ

[
(1−µ2)

∂fα
∂µ

]
(44)

with

Z2 =

∑
iNiZ

2
i /mα∑

iNiZ
2
i /mi

(45)

It is important to note that while the original Landau
form Eq.35 and the linearized form for Maxwellian
background Eq.38 conserve the number of particles,
the collision operator Eq.44 does not. Therefore the
classical Fokker-Planck equation for fast ions can be
written omitting a loss term:

∂fα
∂t

= C1(fα) + S. (46)

The origin of the loss can be investigated by comput-
ing the evolution of the particle density

Nα =

∫
d~vfα (47)

due to the collision operator C1 for an isotropic dis-
tribution function fα(v):

∂Nα
∂t

∣∣∣
Coll

= 2π

∫ +1

−1
dµ

∫ ∞
0

dvv2
∂fα
∂t

∣∣∣
Coll

= −4πv3c
τS

fα(0)

(48)
This result states that the origin of velocity space con-
stitutes a particle sink when the C1 collision operator
is adopted.

Equation 46 with S = 0 is separable and the
eigenfunctions of the pitch-angle operator (the last
term in Eq.44) are Legendre polynomials. Therefore
an analytic solution of the stationary version of Eq.46
can be obtained for a delta function source [22]

S(v, µ) =
S0

v2
δ(v − vα,0)δ(µ− µα,0) (49)

where S0 is the rate of injection of the beam parti-
cles. The index ’α, 0’ refers to the initial properties
of the injected ions. The distribution function can be
written:

fα(v, µ) =
τSS0

v3 + v3c

∞∑
l=0

2l + 1

2
Pl(µα,0)Pl(µ)

[ v3
v3α,0

v3α,0 + v3c
v3 + v3c

](l+1)Z2/6

H(vα,0 − v) (50)

where H is the step function. One notes that this dis-
tribution function is abruptly cut off at the injection
velocity v = vα,0 whereas, in reality, some beam ions
will be diffusing to velocities in excess of vα,0. This is
a consequence of the neglect of diffusion by thermal
electrons. The characteristics of beam distribution
functions have been illustrated in [23].

This obtained distribution function takes a par-
ticularly simple form when the source is isotropic,

S(v) =
S0

v2
δ(v − vα,0). (51)

Whereas this is usually not very realistic for neutral
beam injection [23], it is quite appropriate for com-
puting the distribution function of fusion-generated
α-particles. For ∂µ/∂µ = 0, Eq.46 is particularly
easy to solve and one obtains

f(v) =
τSS0

v3 + v3c
H(vα,0 − v). (52)

This is a good approximation of the α-particle distri-
bution function and one should note that this func-
tion is very different from a Maxwellian. At large ve-
locity, it decays like 1/v3 rather than exponentially,
and becomes flat below the critical velocity vc. Al-
though insufficient for modeling the full distribution
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function of a beam, the isotropic part of Eq.50 can be
used to study quantities only involving the isotropic
component.

In the general case of non-isotropic beam injec-
tion the beam component of the plasma will con-
tribute to the parallel (W//) and perpendicular (W⊥)
energy content of the plasma differently from the
background species for which W⊥ = 2W//. This has
an impact on the interpretation of the diamagnetic
and equilibrium energy signals. At the lower densi-
ties the beam component can be an appreciable frac-
tion of the total plasma energy content. Similarly, in
the reactor, the fast fusion products can contribute
significantly to the total plasma beta.

VI. NBI: COMPARISONS WITH EXPERIMENTS

The experimental verification of the two basic
processes of beam heating, namely ionization and
slowing-down, is not trivial because both processes
depend on a number of plasma parameters and pro-
files. In all what precedes, we have considered the
beam as a thin mono-energetic pencil of neutrals.
This is not quite the case as the beam cross-section
may be a substantial fraction of the poloidal cross-
section of the plasma itself. Therefore, a realistic
beam can be conceived as a number of parallel thin
beamlets, each making its own path through the den-
sity, temperature and impurity concentration profiles.
Ionization is the easiest to check, by measuring the
shine-through of the beam.

A. Ionization

In the already quoted ITER work [17], the the-
oretical increment in stopping cross-section, due to
multi-step ionization is compared with experimental
results for both positive and negative NBI in TFTR
and JT-60, showing satisfactory agreement. Addi-
tional beam shine-through comparisons made in JT-
60 can be found in Suzuki [16] and Oikawa [10].

B. Slowing down

Obviously, checks of slowing-down are more in-
direct as the slowing down computation must start
from the result of the ionization computation, i.e. the
beam-ion birth profile. For PNBI , the analysis of fast-
ion tails is further complicated by the presence of half
and third energy beam components (section IV.A).
On the experimental side, the direct measurement of
fast ion distribution functions inside the plasma is
presently not available. One can look at the distri-
bution of the charge-exchange neutrals coming out
of the plasma. However, this signal has a simple in-
terpretation only in the case of rather small plasmas
of low density, otherwise too few fast neutrals gen-
erated in the plasma bulk reach the plasma outside,
all others being re-ionized. Comparisons based on
charge-exchange spectra were made on PLT, showing

good agreement between theory and experiment [24].
Another way of looking at tails is by measuring the
neutron rate from D − D reactions (or from other
fusion reactions, e.g. D − T if tritium is present).
The fusion reaction rate is indeed very sensitive to
tails as it peaks in the hundreds of keV range. It is
however even more indirect than CX neutrals mea-
surement as the deuterium density and temperature
profiles enter once more the computation of the re-
action rate. After an abrupt switch-off of the NBI,
the fast ion tail remains for a while, decaying at the
slowing-down time rate (appropriately averaged over
the plasma volume) and so does the neutron produc-
tion rate. The decay rate of the fusion neutrons is
thus an indirect measurement of the slowing-down
time. Comparisons have been made in several ma-
chines [9, 24, 25], always giving good agreement with
predictions.

An even more global way of making compar-
isons, which has become more or less standard, is
to run a transport code equipped with a beam simu-
lation package and to predict the total neutron flux
from beam-target (the subject of the comparisons dis-
cussed just above), beam-beam and thermal fusion re-
actions and compare it with the experimentally mea-
sured flux [26].

VII. PHYSICS RESULTS WITH NBI

A. Heating

NBI has been used in all major tokamaks in the
world and has produced high temperature and high
performance plasmas [27, 28]. Shots with NBI heat-
ing constitute a large fraction of the ITER database
[29]. NBI has also been used with success in D − T
experiments [30]. Both D and T have been injected
in a D − T target plasma. The highest fusion power
output (16.1MW ) shot in JET was obtained with
3.1MW of ICRH power and 22.3MW of beam power
(with injection of 155keV T and 80keV D). It must
be noted that most shots of this database are PNBI
shots with a large fraction of the power coupled to
bulk ions because of the relatively low injection en-
ergy. For a 1MeV NNBI in ITER, the fraction cou-
pled to ions will be much smaller. One should note
also that injection energies are often close to the op-
timum energy for the D − T reaction. For example,
for the record JET shot cited above, close to 40% of
the reaction rate was due to beam-target reactions.
This will no longer be the case in ITER.

B. Current drive

Efficient current drive has also been achieved with
NBI [1]. For central current drive, the results with
NNBI on JT-60U showed good agreement with the
predicted driven current deposition profile [17, 31]
and a current drive efficiency somewhat higher than
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PNBI [10]. However, recent high power off-axis NNBI
did not produce the expected current and q profile
changes [32]. This question remains under investiga-
tion.

C. Toroidal rotation drive

When a fast neutral particle with speed ~vα,b is
ionized, it adds its toroidal angular momentum

∆LT = mαRb~vα,b.~etor (53)

to the plasma. Here ~etor is the unit vector in
the toroidal direction and Rb is the birth radius of
the ion; recall that the toroidal angular momentum
LT = mRvϕ − qΨ/2π (Ψ being the poloidal flux) is
a constant of the motion of a charged particle in an
axisymmetric tokamak in absence of collisions. As
shown experimentally in JET [33], this addition to
the angular momentum will be transferred to the bulk
plasma on three different time scales: (i) The ion that
is born on a trapped trajectory, looses its momentum
on a bounce time-scale. This momentum is trans-
ferred to the bulk plasma on the same time-scale by
a ~j× ~B force due to the radial current associated with
the displacement of the ion between its birth radius
and the average radius of its banana orbit. (ii) The
ion that is born on a passing trajectory will transfer
its momentum by slowing down on the bulk plasma
on a slowing down time scale. (iii) When the pass-
ing ion becomes part of the thermal population af-
ter full slowing down, it carries its residual toroidal
momentum. The associated torques are balanced by
toroidal momentum damping, which has been found
to be anomalous. It is indeed much larger than the
neoclassical estimates, and is usually close to the en-
ergy confinement time.

NBI can be used in ITER to induce toroidal rota-
tion in addition to its obvious role of heating and cur-
rent drive system. However, for high energy injection,
the injected momentum per unit power (∝ 1/vα,0) is
much less than for present experiments with PNBI.

VIII. PHYSICS OF BURNING PLASMAS

With the advent of ITER, a topic that is gath-
ering importance is that of burning plasmas. These
are plasmas containing a substantial fraction of fast α
particles and in which a significant part of the heat-
ing is provided by these ions. As the burning plasma
behaves in a more or less self-organized way, its con-
trol becomes more difficult, in particular with respect
to pressure- or q-profiles. The inhomogeneous and
non-Maxwellian fast ion distributions may also feed
instabilities, like toroidal Alfven eigenmodes (TAE).
When the amplitude of the latter becomes sufficient,
the fast particles can get trapped in the wave wells
and increased diffusion or loss of fast particles may
result. In the strongly nonlinear regimes, coherent

wave-particle structures known as energetic particle
modes (EPM) can move through the plasma and lead
to further fast ion losses [31]. In ITER or in a reactor
these phenomena may lead to reduction of the effi-
ciency of α-particle heating and decrease in reactiv-
ity. Burning plasma phenomena can to some extent
be simulated in present machines using NBI, ICRH
or a combination of both. New γ ray and neutron
tomography diagnostics have allowed unprecedented
measurements of fast ion distributions in the plasma
[34, 35].

IX. FURTHER READING

A good introduction to Coulomb relaxation and
to the analysis of beam heating of plasmas can be
found in the book by Dnestrovskii & Kostamarov
[36]. Detailed analysis of Coulomb collisions can be
found in the works by Sivukhin [19] and Karney [20].
A technology-oriented description of NBI is given by
Kunkel [37]. All the physics that is involved in toka-
maks, reactors and ITER can be found in the rather
complete ITER Physics Basis [17] and its recent com-
plement Progress in the ITER physics basis [31].
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ABSTRACT

A brief overview is given of the techniques adopted
for modeling plasma heating and current drive as well
as the associated particle diffusion. Weaknesses and
strengths of each method are highlighted; references are
provided for those seeking further information.

I. INTRODUCTION: THE BASIC EQUATIONS

Plasma heating by virtue of RF (radio frequency) waves
can be looked at from two complementary points of
view. From the wave’s viewpoint plasma heating is
a loss process. Solving the relevant wave equation,
∇×∇× ~E/k2o = K. ~E + i ~Ja/ωεo = ~E + i[ ~Ja + ~Jp]/ωεo
reveals where and to which particles the wave energy
is lost. Here, ~E is the electric field, K is the dielectric
tensor, ω is the driver frequency, and ~Ja and ~Jp are the
antenna and plasma current densities. From the parti-
cle’s point of view, plasma heating is the process of be-
ing accelerated or decelerated by an electric field. The
net diffusion of particles resulting from this is described
by the Fokker-Planck equation, ∂Fo

∂t = Q + C + S − L
in which Fo is the distribution function, Q is the RF
quasilinear diffusion term, C represents the effect of
the Coulomb collisions, S is a source and L a loss term.
Solving the coupled wave + Fokker-Planck equations
involves tackling a 6-dimensional problem. Two - equi-
valent - approaches have been proposed to achieve this:
the trajectory integral technique and the Hamiltonian
formalism [1]. The key is to rewrite both equations
in terms of shared building blocks describing the inter-
action of a particular wave component with a guiding
center orbit. In absence of an external electric field, the
orbits can be expressed in terms of 3 independent con-
stants of the motion ~Λ and 3 angles ~Φ (which - think of
Hamiltonian action-angle variables - vary linearly with
time and describe the rapid oscillatory aspects of the
motion i.e. the poloidal bounce, the toroidal drift and

the cyclotron motions). When wave power is injected,

the ~Λ are no longer constant as a function of time. The
coefficients of the Fokker-Planck equation require re-
moving all fast time scale effects i.e. filtering out all
oscillatory motion. Evaluating the dielectric response
in the wave equation involves integrating over the veloc-
ity space coordinates. This can either be done recasting
the wave equation in a form directly amenable for non-
local treatment [2] or it can be done by writing down a
local expression for the dielectric tensor (see e.g. [3, 4]).
Since the wave and Fokker-Planck equations describe 2
aspects of the same physics, they should be solved as a
coupled system of equations (see e.g. [5] and the re-
ferences therein). Because of the complexity involved,
they are, however, solved separately in most applica-
tions.
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>
------

>
------

fRF
(

p

Figure 1: Schematic representation of self-consistent
treatment of particle heating by electromagnetic waves.

II. WAVE DYNAMICS AND RAY TRACING

Lacking powerful computers allowing to solve the
underlying equations truthfully, plasma heating was
historically studied by making simplifications. The ge-
ometric optics or ray tracing method is a typical exam-
ple. Its appealing simplicity results from the fact that
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it decouples the coexisting branches of the dispersion
equation and traces their characteristics independently.
As it traces the evolution of a wave, it is a powerful
technique for getting insight in the details of the wave-
particle interaction. Ray tracing is based on the WKB
assumption that the electric field can be written in the
form

~E ∝ exp[
∞∑

n=0

δn−1Sn(~x)] (1)

where δ is a small parameter and the Sn vary slowly
as a function of ~x. Consider the simple 1-dimensional
equation

E” + k2(x)E = 0 (2)

where E is some electric field component and ′ = d/dx.
When k2 is constant, E describes plane waves propa-
gating in the x-direction: E = Eoexp[±ikx]. When k
varies slowly as a function of x, a solution of the above
wave equation in the form of the proposed WKB ex-
pression can be sought. Assuming k is of order 1/δ and
grouping the terms of like order in δ results in a system
of equations for the Sn [6]:

(S′o/δ)
2 + k2(x) = 0; 2S′oS

′
1 + So” = 0 (3)

2S′oS
′
n + Sn−1” +

n−1∑

j=1

S′jS
′
n−j = 0;n ≥ 2 (4)

Solving the first 2 equations above yields E± ∝
exp[±i

∫
dxk(x)]/k1/2. The WKB version of the con-

servation law associated with Eq.(1) can be written
(lnP )′ = −2Im(k) where P = Im(E ∗ E′) = Re(k)|E|2.

Reinserting Eqs.(3-5) into Eq.(1) shows that the
WKB solution is a good approximation if |3/4(k′/k)2−
1/2k”/k| << |k2| i.e. that the WKB ordering is justi-
fied when short wavelength waves are studied but that
it breaks down near cutoffs (k = 0) and resonances or
confluences (k′ =∞).

Figure 2: Dispersion plot with locations at which WKB
breaks down.

Ray tracing is the multidimensional equivalent of
the above scheme. Using the geometric optics definition
~k = ∇ψ of the wave vector (ψ being the wave phase),
the lowest order equation is the Fourier transformed
wave equation for a homogeneous medium,

G. ~Eo = ~k × ~k × ~Eo + k2oK. ~Eo = ~0. (5)

Nontrivial solutions exist when the dispersion equation
D = det(G) = 0 is satisfied. The different dispersion
equation roots and their eigenvectors correspond to the
different decoupled waves the plasma supports. The
evolution of these waves is visualized via the method of
characteristics. The characteristics or rays, by defini-
tion, are given by the equations

d~x/dτ = −∂D/∂~k; d~k/dτ = +∂D/∂~x (6)

where τ is a variable that changes monotonically along
the rays. When the dispersion is satisfied in one point
on a ray, it is satisfied in all others (δD = 0). The
variable τ can be linked to the physical time t through
the transformation dt = ∂D/∂ωdτ . The ray equations
then become

d~x/dt = ∂ω/∂~k; d~k/dt = +[∂D/∂~x]/[∂D/∂ω] (7)

The first equation states that the ray’s velocity is the
energy propagation or group velocity ~vg = ∂ω/∂~k and
the second shows how the wave vector changes as a
result of the background variations sensed by the ray.
The ray equations can, strictly spoken, only be adopted
when the plasma is lossless: as soon as dissipation is
present, D is complex so the ray path is no longer a
real trajectory. To overcome this problem the damping
is assumed to be weak such that the anti-Hermitian
part KA of the dielectric tensor is of order δ compared
to the Hermitian part KH which allows to replace D
by DH in the above equation. A power transport equa-
tion, dlnP/dt = [dlnP/d~x].[d~x/dt] = −2Im(~k).~vg, ge-
neralization of the earlier mentioned conservation law,
is added to the system (see e.g. [7]).

The WKB approximation is very useful when the
wavelength of the waves is short w.r.t. the machine size.
The fact that it breaks down near cutoffs, confluences
and resonances is, however, a drawback limiting the ray
tracing method’s applicability. To overcome such pro-
blems one can try to solve the wave equation without
making any a-priori assumptions on the dependence of
~E on ~x. In the next two sections we discuss how dif-
ferential equations or partial differential equations can
be solved by transforming them into algebraic ones.

III. THE FINITE DIFFERENCE METHOD

Of all methods to tackle partial differential equa-
tions, the finite difference approach is probably the one
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that is most easily implemented. It is frequently used,
both for studying wave and particle dynamics. It con-
sists in replacing the partial differential operators in
the equation and the boundary conditions by their fi-
nite difference counterparts. Doing so at each of the in-
ner grid points and imposing the boundary conditions
at the edge points, the differential problem is hereby
reduced to an algebraic one that can be solved using
standard matrix algebra techniques. Because the finite
difference formulae only involve a small number of va-
lues of the unknown function(s) at neighbouring points,
the matrices of the algebraic system are sparse. Dedi-
cated algorithms accounting for this allow to save CPU
time. Finite difference expressions for the various op-
erators can be taken off the shelf (see e.g. [8]) or be
auto-constructed from the truncated Taylor series ex-
pansion

G ≈
N∑

n=0

Ĝn(x− xo)n
n!

=

N∑

j=0

αjG(xj) (8)

where xo is the point for which the N-point difference
scheme is constructed, and the coefficient Ĝn can be
identified with the n-th derivative of G at xo if n→∞
and if x is sufficiently close to xo. The values of the
function at xo and at N neighboring grid points are
used to write down a linear system of N + 1 equations
for finite difference approximations of up to the first
N derivatives at xo. Non-uniform grids are automati-
cally accommodated for but the best performance for
a given number of points is obtained using a uniform
grid centered on xo. Invoking more neighbors allows
eliminating lower order contributions in the expansion:
The 2-point forward scheme for the first derivative is of
first order. Including the backward contribution allows
to compensate the first order contribution and results
in a second order accurate scheme. Doing the same
for the next neighbors yields the third order scheme
(G−2− 8G−1 + 8G+1−G+2)/12∆x for the first deriva-
tive, etc.

III.A. Stability of finite difference schemes

Lacking sufficiently general theorems, stability
analysis of a numerical scheme is often done by trial
and error. The diffusion equation ∆ψ(~x, t) = ∂ψ/∂t
can be solved analytically and is sufficiently simple to
perform the stability analysis for various finite diffe-
rence schemes. Let us start from the 1-D version and
impose Dirichlet conditions ψ = 0 at x = 0 and x = 1,
and ψ = ψo(x) at t = 0. Through Fourier analysis one
finds ψ =

∑∞
k=1 αkexp[−k2t]sin[kx], the Fourier coef-

ficients αk in which are those of ψo. Note that high
k-modes disappear fast from the exact solution when
time advances. Morton and Mayers [9] examined the
numerical stability of various finite difference schemes

for this equation by adopting a uniform grid in both
x = j∆x and t = n∆t, and introducing the amplifi-
cation factor λ to study the evolution of the numeri-
cally obtained kth Fourier mode, ψnj = λnexp[ikj∆x].

For the explicit forward scheme ψn+1
j = ψnj + νδ2xψ

n in

which ν = ∆t/∆x2 and δ2xψ
n = ψnj+1−2ψnj +ψnj−1, one

finds λ = 1 − 4νsin2k∆x/2. Hence, when ν > 0.5 this
solution numerically grows in time, although the true
solution does not! The fastest growing mode is charac-
terized by a phase jump of π in between successive grid
points. It eventually dominates the numerical solution.
As the spatial grid scale is determined by the spatially
fastest varying modes in the differential system, one is
forced to make sufficiently small steps in time to avoid
these unphysically growing solutions. To avoid having
to take too small time steps, implicit rather than ex-
plicit schemes are adopted. Replacing the forward dif-
ference by a backward difference in the above we obtain
the scheme

−νψn+1
j−1 + (1 + 2ν)ψn+1

j − νψn+1
j+1 = ψnj (9)

In contrast to the forward scheme, time stepping now
requires the inversion of a matrix. This extra amount
of work pays off, however: one finds that λ is now of
the form λ = 1/[1 + 4νsin2k∆x/2]. Since 0 ≤ |λ| ≤ 1
for any ν, this scheme is unconditionally stable.

The above two schemes either use 3 points at the
previous time level, or 3 at the new time level. A
straighforward generalisation consists in using all 6 of
these points i.e. in adopting the scheme ψn+1

j − ψnj =

ν[θδ2xψ
n+1 + (1 − θ)δ2nψ

n] which is known as the θ-
method. This scheme is conditionally stable if θ < 1/2
and unconditionally stable if 1/2 ≤ θ < 1. The first
regime imposes that ν ≤ 0.5/(1− 2θ) while ν is uncon-
strained for the second. Whereas the difference scheme
is usually of first order in time, the scheme is second or-
der accurate both in position and time when θ = 1/2.
This particular scheme is due to Crank and Nicolson.

III.B. Practical example

Applying a finite difference scheme to the time de-
pendent Fokker-Planck equation yields a system of the
form

∂ ~X/∂t = A. ~X −~b (10)

in which the contributions not involving Fo are grouped
in the source term ~b and the values of Fo at the grid
points are stored in ~X. When adopting the Crank-
Nicolson method, the algebraic system takes the form

~X(t+ ∆t/2) = C−1.~d;C=1−∆t/2A; (11)

~d = [1 + ∆t/2A]. ~X(t−∆t/2)−∆t~b (12)

If A is time independent, the C matrix can be inverted
once and for all. The source ~d has to be updated at

368



Figure 3: Time evolution of a beam population from
the moment the particle source is switched on up to
when the stationary state is reached, at which time the
beam consists of a Maxwellian sub-population and a
non-thermal sub-population centered on the source.

each time step, independent of the actual source term
~b being independent of time or not.

IV. THE FINITE ELEMENT METHOD

IV.A. Variational techniques

Requiring somewhat more preparation and book-
keeping than the finite difference method but allowing
a better control on the overall numerical error, the finite
element method is probably the most robust numerical
technique for solving differential or integro-differential
problems. To discuss this technique, we will again fo-
cus on Eq.(2). The finite element technique relies on a
variational principle [10, 11]. Consider the functional

I(E) =

∫ x2

x1

dx[−E′2 + k2E2] + Ŝ (13)

Ŝ = A2E
2(x2) +B2E(x2)−A1E

2(x1)−B1E(x1) (14)

Allowing for a small variation of E, one observes that
the linear perturbation of the functional is stationary
for the function E obeying Eq.(2) and satisfying the
boundary conditions E′(x1,2) = A1,2E(x1,2) +B1,2/2.

The Ritz approach to solve the equation consists
in writing E in terms of a set of base functions E(x) =∑J
j=1 cjΘj(x) and imposing I to be stationary for all j:

∂I/∂cj = 0. Provided the integrals involving the base
functions can be evaluated, this reduces the problem
of integrating the wave equation to solving the (linear)
system for the cj . Although base functions allowing to
evaluate the integrals over the full domain exist (see
section V), one often prefers to subdivide the interval
[x1, x2] into a large number N of sub-regions and to use
low order polynomials with restricted range such that
the integrals can be approximated e.g. using the inte-
gration method of Gauss [8]. When J base functions
are considered in each interval, a total of NJ linear
equations for the NJ unknown coefficients is obtained

by imposing all stationarity conditions. In case the
grid is so dense that coefficients of the original equa-
tion hardly vary in a single finite element, their varia-
tion can be omitted altogether and the integrals only
involving base functions can then be done once and for
all.

The Ritz approach seems cumbersome as prior to
actually solving the equation, one first needs to find
the functional I and derive the stationarity condi-
tions. These 2 steps can be omitted when adopting the
Galerkin approach, which consists of multiplying the
differential equation with each of the base functions Θj ,
and integrating over the domain of interest. The resul-
ting system is again a linear system that can be solved
to find the cj . The disadvantage of this strong approach
is that the Θj need to have meaningful nth derivatives
for an nth order equation. Lower order polynomial base
functions can be chosen when tackling the problem in
its weak form i.e. after removal of the highest order
E-derivative terms from the integrand by performing
partial integrations. Imposing the boundary conditions
via the surface term, one readily finds that the weak
Galerkin approach is equivalent to the Ritz approach.

Figure 4: RF wave pattern for (H)-D heating at 3.45T
and 51MHZ in JET, computed using finite elements on
a 2-D mesh of triangles. The RF field propagates from
the antenna on the low field side to the core, where it
is damped near the central H cyclotron layer.

IV.B. Natural vs. essential boundary conditions

Natural boundary conditions can directly be de-
rived from the weak variational form of the equation.
The strong form is obtained by multiplying the equa-
tion by a sufficiently smooth test function G and inte-
grating it over a finite interval. Partial integration is
used to remove higher order derivatives from the un-
known function and ”transfer” them to derivatives of
the test function. For a 1D differential equation of order
n, n/2 derivatives can be removed from the unknown.
The surface terms arising from these partial integra-
tions involve the test function itself as well as its higher
order derivatives up to n/2−1. Choosing a test function
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with only 1 nonzero mth derivative (0 ≤ m ≤ n/2− 1)
at one of the two edges provides a set of n/2 natu-
ral boundary conditions at each edge, corresponding to
”fluxes” entering or leaving the domain of interest. Im-
posing these at the two edges provides the exact number
n of boundary conditions to uniquely define the solu-
tion (see e.g. [12]). Natural boundary conditions are
intimately connected with the equation. Deriving the
natural boundary conditions of the Laplace equation in
the domain (x1 ≤ x ≤ x2, y1 ≤ y ≤ y2, z1 ≤ z ≤ z2) by
multiplying the equation by a test function G, integra-
ting over the volume, performing a partial integration
and identifying G = 1, one finds

∫
dydz

∂ψ

∂x
|x2
x1

+

∫
dxdz

∂ψ

∂y
|y2y1 +

∫
dxdy

∂ψ

∂z
|z2z1 = 0

(15)
imposing that the imposed Neumann boundary condi-
tions should be consistent with the equations i.e. that
they must guarantee that the net influx balances the
net outflux, no damping being present.

Boundary conditions imposed on lower order (<
n/2) derivatives cannot be derived from the equation
itself, and cannot be imposed via the surface term. To
impose such conditions another procedure is required.
One common solution is to choose the base functions
in such a way that the conditions in question are auto-
matically fulfilled. Because of their more basic nature,
the second type of boundary conditions is known as
essential conditions.

To solve a differential equation, we transformed it
into a linear system. When the original equation is
an integro-differential instead of a differential equation,
exactly the same method can be used, the only diffe-
rence being that also integrals of products of base func-
tions and not just derivatives appear inside the varia-
tional integral. In that case, the linear system is gener-
ally not sparse.

IV.C. Numerical pollution

The finite element technique relies on the local ap-
proximation of the solution of an equation by a sum
of simple base functions. Aside from truncation errors
which automatically creep into the system, such ap-
proximations can lead to numerical pollution i.e. to
the excitation of modes lacking a physical counterpart.
The vacuum wave equation

(k2// − k2o)Ex + ik//E
′
z = 0 (16)

(k2// − k2o)Ey − Ey” = 0 (17)

ik//E
′
x − k2oEz − Ez” = 0 (18)

suffices to demonstrate this effect [13]. In the above,
it can be noted that Ex plays a different role than Ey
or Ez: the highest order derivative of Ex appearing

in the system is one order lower than that for Ey and
Ez. Knowing that the exact solutions of the vacuum
wave equation are proportional to exp[ikxx] where k2x =

k2o − k2// we make the ansatz ~E(~x) =
∑
j exp[ikxxj ]~ηj

where the xj are the grid points and ~ηj the vectors of
base functions. The discretized dispersion equation is
the condition for having nontrivial solutions. Adopting
the obtained equation for linear base functions, Sauter
demonstrated that the physical root is well approxi-
mated by two of the numerical dispersion roots when
the grid is sufficiently refined (small enough kx∆x) but
that the agreement is less good when kx∆x well ex-
ceeds 1. A third, purely numerical, root further spoils
the solution. Reminding that Ex is differentiated one
time less in the wave equation, Sauter subsequently con-
sidered constants for Ex while using linear functions
for Ey and Ez. Although one expects intuitively that
such cruder procedure would lead to less accurate re-
sults, he demonstrated that - quite on the contrary -
the solution is now no longer polluted. One might hope
that the spectral pollution problem automatically re-
solves itself when a more refined description (higher or-
der polynomials as base functions) is used. It turns
out that this is not the case. One finds exactly the
same problem when using higher order polynomials for
all components. Again, pollution can be removed choo-
sing polynomials for Ex which have 1 degree of freedom
less than those taken for Ey and Ez. Adding finite Lar-
mor radius (temperature) effects to the wave equation
destroys the special role Ex plays and eliminates this
particular problem of pollution.

IV.D. Grid refinement techniques

One of the peculiarities of finite elements is that
is allows squeezing and stretching local finite elements,
which enables describing phenomena with vastly dif-
ferent length scales accurately by merely reshuffling
the adopted grid but without touching the structure
of the local equations. Hence, rather than opting for
a more complete set of base functions enabling to cap-
ture more dynamics on a fixed grid but increasing the
number of local ’projection’ equations, code developers
often prefer to refine the grid at locations where it is
needed while keeping the base functions as simple as
possible. This guarantees that CPU memory is opti-
mally used: at every location the adopted grid is just
fine enough to reach the desired accuracy level, but re-
gions not requiring a fine grid are not densely popu-
lated with grid points. Various grid refinement tech-
niques are available in the literature, and more often
than not grid generating software can be found on the
www. One of the classical techniques of grid refinement
is the so-called ’red-triangle/green-triangle’ technique
[14] adopted when subdividing the domain of interest
for a 2-D problem into a set of triangles. When local
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gradients are too steep inside a triangle (red triangle),
it is subdivided into 4 child-triangles born when divid-
ing each of the 3 sides of the parent-triangle in 2 and
connecting these 3 midpoints. If refinement in a neigh-
boring triangle is required as well, the same technique
is applied there while if no refinement is needed, the
midpoint of the side is just connected to the opposite
triangle corner (green triangle) to ensure the topology
of the mesh is not changed.

Figure 5: ’Red-green triangle’ grid refinement scheme.
Thick solid line: ’parent’ triangle, subdivided into 4
child-triangles. Dotted lines: neighbor triangles with
’red’ or ’green’ subdivisions.

V. SPECTRAL METHODS: DIRECT FOURIER RE-
PRESENTATION

As the set of exponential functions exp(ikx) is com-
plete, any (sufficiently continuous) function of the vari-
able x can uniquely be represented by its k-spectrum.
In a finite domain [xo, xo + Lx], the coordinate x can
then be related to the angular variable θ = 2πx/Lx
and the spectrum of modes m is discrete. Although
any function can be represented using the exponen-
tial set with a global error that is arbitrarily small,
the spectrum of non-periodic functions decays so slowly
as a function of m that one can wonder if the spec-
tral method is the appropriate tool for tackling pro-
blems involving such functions. At the edge disconti-
nuities, the series will never converge, although taking
enough terms allows to find the correct value up to
very close to the edge (Gibbs phenomenon). When
all functions are periodic, the Gibbs phenomenon is
absent and spectral representation is more appropri-
ate. Consider again Eq.(2), d2ψ/dθ2 + M2(θ)ψ = 0,
for convenience rewritten in terms of the angular vari-
able θ. Finding the Fourier spectrum of M2, M2(θ) =∑+∞
l=−∞M2

l exp[imθ], and projecting on the exponential
base yields

−m2ψm +
+∞∑

l=−∞
M2
l ψm−l = 0 (19)

for each m in the spectrum. Truncating the spectrum of
the coefficient M2 yields a sparse but infinite set of non-
trivial equations to be solved simultaneously. For large
|m| (m2 >> M2

l ), the first term dominates the others,
guaranteeing the Fourier series of ψ is convergent and
justifying to truncate the spectrum. Through M2, the
physics of the problem dictates the minimal number of
modes to be retained in the truncated spectrum: For
the simple case of a constant M2, the above equation
prescribes that ψm must be zero unless m2 = M2. More
generally, this filtering makes that part of the physics is
not captured by the model if the spectrum is truncated
at a too low m-value (see also in the next section). A
practical example is the treatment of electron (Landau
+ TTMP) damping in the ion cyclotron range of fre-
quencies: the damping strength being proportional to
the square of the local perpendicular wave number k⊥,
this damping is underestimated by a model that does
not properly resolve the Bernstein wave mode, a mode
for which k⊥ is of the order of the inverse of the ion
Larmor radius.

The spectral representation is commonly used for
numerical applications posed in finite domains but is,
by its nature, best suited to be adopted in wave pro-
blems. A spectral method in periodic variables is often
combined with a finite element representation in the
non-periodic variables.

The SciDAC project [15] gave a major thrust to
RF modeling in the USA. Thanks to powerful com-
puters and the adoption of Fourier techniques, wave
problems have been solved that were off-limits before:
Brambilla’s TORIC has been upgraded to enable ac-
counting for up to 104 poloidal modes simultaneously
so that the fate of short wavelength branches can now
be examined in detail (see e.g. [16] ), and Jaeger’s
integro-differential AORSA code now solves the wave
equation both for Maxwellian as for non-Maxwellian
populations (see e.g. [17]).

VI. FAST FOURIER TRANSFORM & ALIASING

The spectral method relies on the fact that the
Fourier spectra of the coefficients of the equation are
known. In general the coefficients are known locally,
but the spectrum is not. Finding the poloidal spec-
trum of functions needed to solve the 2-D or 3-D wave
equation in tokamak geometry can be done relying on
the smallness of the minor radius ap w.r.t. to the major
radius Ro, by writing out the various terms explicitly
up to a given order in the inverse aspect ratio ap/Ro.
This procedure soon becomes cumbersome, however,
and since ap is not so small w.r.t. Ro, many terms
in the development should be retained for a reasonable
approximation. In practice, the Fourier components
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Fm = 1
2π

∫ 2π

0
dθexp[−imθ]f(θ) of any needed quantity

f are most often evaluated numerically. Adopting a
uniform grid, the Fourier integral is approximated by
the sum Fm ≈ 1

J

∑J
j=1 exp[−imj∆θ]f(j∆θ); ∆θ = 2π

J
This technique is known as the fast Fourier trans-
form (FFT). Note that the predicted value for the mth
Fourier component is identical to that of m−nJ where
n is any integer. This means that the above proce-
dure artificially misrepresents high m-modes by their
lower mode number spectrum counterparts for which
J/2 < m − nJ ≤ J/2, an effect known as aliasing (see
also [18]). To avoid aliasing, the whole spectrum should
fall inside the interval ]− J/2, J/2]. The corresponding
grid has at least 2 mesh points per wavelength for the
shortest wavelength mode in the system.

Figure 6: The importance of ensuring the full wave
spectrum is sampled: power deposition profiles ob-
tained truncating the poloidal mode spectrum at |m| =
31, |m| = 80, |m| = 127 and |m| = 255 (TORIC, Cour-
tesy P. Bonoli).

VII. MONTE CARLO AND PARTICLE-IN-CELL
TECHNIQUES

Integration in multidimensional space can be done
efficiently relying on the Monte Carlo technique, which
in contrast to adopting a regular grid uses a set of uni-
formly distributed random points. Adopting this pro-
cedure, the integral of a function in hyperspace is pre-
dicted up to errors of order N−1/2, where N is the num-
ber of randomly generated positions, irrespective of the
number of dimensions (while the accuracy of the pre-
diction made on a uniform grid scales as 1/N1/d, where
d is the number of dimensions). In order to simultane-
ously solve the wave and the Fokker-Planck equations,
Hedin developed the SELFO code. He upgraded the
LION wave code [15] to account for the actual drift or-
bits of the particles and for non-Maxwellian distribution
functions by locally approximating the dielectric tensor
using a series of hat functions [16], and interfaced the
resulting code with the FIDO Monte Carlo code [17].

The FIDO Monte Carlo method advances a large num-
ber of test particles in time ~Λ(tn+1) = ~Λ(tn) + ∆~Λ and
accounts for wave-particle interaction and for Coulomb
collisions assuming the ~Λ are stochastic variables whose
expectations E and co-variances C can be inferred from
the orbit-averaged Fokker-Planck equation:

E[∆Λi] =
dµi
dt

∆t;C[∆Λi,∆Λj ] =
dσij
dt

∆t (20)

in which < ... >=
∫
d~ΛFo... is the ensemble average,

µi =< Λi > and σij =< (Λi − µi)(Λj − µj) >. The
Monte-Carlo operator becomes

∆Λi =
dΛi
dt

∆t+
∑

k

Aikξk(∆t)1/2 (21)

in which
∑
k A

ikAjk = dσij/dt and where ξk are uncor-
related stochastic variables with zero expectation value
and unity variance.
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Figure 7: The principle of random walk / diffusion.

VIII. CONSERVATION LAWS

Conservation laws are often helpful when check-
ing the precision of a computation. For Eq.(2) one
readily sees that S = Im[E ∗ dE/dx] is conserved
when k2 is real i.e. in absence of damping. When
damping is present the drop in flux S across the con-
sidered interval equals the integrated absorbed power
Pabs = Im(k2)|E|2. In differential form the thus ob-

tained conservation law is of the form ∇.~S + Pabs = 0.
Adopting a variational approach one can formulate the
wave equation in such a conservative form i.e. in a
form which readily yields this conservation law upon
substituting the sufficiently smooth test function vec-
tor by the electric field (see e.g. [18]). The Fokker-
Planck equation is written in the above conservative
form from the start: rewriting it in variational form
(see e.g. [23]), one can express the conservation of the
total number of particles (test function G = 1) or of
the energy (G = mv2/2). When the wave and Fokker-
Planck models are consistent one with the other, the
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conservation laws of the 2 equations share the expres-
sion for the absorbed wave power (see e.g. [1]).

Of course, conservation laws merely allow to check
the numerical accuracy of a model, but do in themselves
not constitute a check on the correctness or on the ap-
plicability of the model itself . Aside from performing
convergence tests to ensure the shortest scale lengths
are well captured, a-posteriori checks of the assump-
tions underlying the derivation of an equation should
be performed: it is e.g. common to adopt a truncated
finite Larmor radius (FLR) expansion to include tem-
perature effects but one rarely discards the predictions
on the fate of the power carried by the short wave-
length (Bernstein) modes away from the (confluence)
region, notwithstanding the fact that the wave violates
the starting FLR assumption ...

IX. DECIDING ON A NUMERICAL STRATEGY

The speed and memory size of present day compu-
ters allow to pursue a high degree of realism in plasma
physics models. Because of this high level of sophisti-
cation, it is crucial to be able to distinguish between
actual physics and numerical artefacts. Jaun and col-
laborators have developed a very didactic, interactive
and flexible tool to highlight the perspectives and draw-
backs of various numerical schemes [18]. Existing com-
mercial or freeware software libraries such as IMSL,
HSL, NAG and NetLib allow to concentrate on physics
instead of on numerics. In case no ready-made subrou-
tines can be pulled off the shelf, softwares such as OC-
TAVE, MATLAB and MATHEMATICA are of great
help in constructing ones own numerical schemes.
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ABSTRACT 

The ITER environment imposes many challenges for the 
various diagnostic systems. At the one hand diagnostic 
functionalities are required that go well beyond those at 
present devices. This is because there is a need to actively 
control (the profiles of) multiple plasma parameters, im-
plying that measurement systems should be accurate and 
reliable. At the other hand the application of diagnostics at 
ITER is strongly hampered by constraints arising from the 
relatively harsh environmental conditions that give rise to 
phenomena that are new to the diagnostic designs. The 
nuclear environment puts stringent demands on the engi-
neering and robustness of diagnostics, while the long pulse 
lengths require high stability of all systems. This paper will 
present an overview of the diagnostics for ITER with an 
additional glance in the further future. 

I. INTRODUCTION 

The step to ITER diagnostics is the most substantial chal-
lenge ever encountered in the development of diagnostics 
for high temperature plasmas:1

• The measurement requirements on ITER are much
more stringent than in present devices. Many diagnos-
tics are incorporated in real-time feedback loops (e.g 
for the stabilization of magnetohydrodynamic modes, 
for controlling the current profile, for controlling the 
presence and properties of internal transport barriers), 
requiring a high level of reliability and availability. 

 

• The diagnostics have to cope with a much harsher envi-
ronment than in present devices. Radiation-induced ef-
fects strongly restrict the use of insulators and of re-
fractive components close to the plasma. Diagnostics 
need to be robust, such that they can survive during the 
complete ITER operational life time, or if that is not 
possible, such that they only need rather infrequent re-
placements or maintenance. 

• The long ITER pulses put severe constraints on the
stability and reliability of the diagnostics. 

• Multiple diagnostics have to share a single diagnostic
port, which creates many interfaces between different 
diagnostics which require well organized project teams 
and a high degree of quality assurance. 

In this paper a brief overview will be given of the 
challenges in the design and manufacturing of the diagnos-
tics for ITER, using Fig. 1 as a guideline. The most com-
prehensive paper that has been published thus far on ITER 
diagnostics,1 as part of the ITER Physics Basis, contains a 
wealth of information on all aspects that will be covered in 
this paper. Instead of repeating that information here, the 
reader will be in several cases referred to tables in that pa-
per. 

Figure 1: Simple flow diagram of the diagnostic design 
process.2 

II. MEASUREMENT REQUIREMENTS

The implementation of diagnostics on ITER must be care-
fully optimized. There is only limited space available for 
diagnostics and moreover, diagnostic systems add cost and 
complexity. Therefore priorities must be established with 
the obvious logic that systems that provide measurements 
for machine protection are given the highest priority, fol-
lowed by those for basic plasma control and then advanced 
plasma control. In many cases performance evaluation and 
physics studies can be done with the data from the same 
systems, albeit that some times the diagnostic performance 
(resolution, number of channels) needs to be boosted. In 
some cases dedicated measurements are needed specifical-
ly for physics studies. These systems have the lowest prior-
ity on ITER. 
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Measurement requirements &  

justifications 

Machine protection 
Plasma control 

Physics evaluation 

Integration on to tokamak &  

with other diagnostics 
Engineering requirements 

System conceptual design 
Radiation Effects R&D 

System Specific R&D 

Established techniques 

BPX/Reactor relevance Selected diagnostic techniques 

Performance Assessment 
Relative to Requirements 

Design meets requirements? 
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In order to meet all the measurement needs (machine 
protection, basic and advanced plasma control, physics 
evaluation) it is expected that about 45 – 50 different pa-
rameters will have to be measured.1,3 1  Table 1 in ref. [ ] 
gives an overview of all measurements needed in various 
ITER operational scenarios (H phase, D phase, D/T phase, 
high power D/T phase, hybrid and steady state operation) 
and also specifies which of these measurements are needed 
for control purposes. 

For each of the parameters, detailed measurement re-
quirements need to be developed that specify the spatial 
and temporal resolution and accuracy that are required for 
the measurement of the plasma parameter under various 
conditions. It is important in this process to aim for the 
minimum requirements that still support the measurement 
needs, and to not over specify (which would enhance cost 
and complexity). Therefore each of the measurement re-
quirements needs to be accompanied by a detailed justifi-
cation that states for what purposes specific accuracies, 
spatial and temporal resolutions are needed. 

The development of the measurement requirements 
has been an on-going process since the start of the ITER 
Engineering Design Activity in 1992. ITER is the first 
magnetic confinement device for which the measurement 
requirements have been systematically developed during 
the machine design phase. This coherent approach has 
been taken in order to achieve an optimised, fully inte-
grated, measurement system with a capability closely 
matched to the requirements. In case a specific requirement 
cannot be met for whatever reason, one can directly con-
clude from the justifications what part of the ITER re-
search programme or machine operation will be affected. 
The development and fine-tuning of the measurement re-
quirements (to keep track of developments in the field) has 
been, and still is, a substantial challenge on its own. A 
large fraction of the measurement requirements is based on 
experience at present devices and extrapolations towards 
ITER. However, ITER will be the first device operating in 
unexploited physics regimes with dominant heating by 
alpha particles. This implies that part of the measurement 
requirements had to be developed on the basis of model-
ling– where possible supported by experiments (e.g. alpha-
particle simulation experiments4

The full list of detailed measurement requirements is 
too long to be reproduced here. The reader is instead re-
ferred to Table 2 in ref. [

).  

1]. Since the publication of that 
table in 2007, some further changes have been made in the 
measurement requirements. The latest version of the table 
is contained in the ITER Project Integration Document, 
which is continuously updated, and can be found in the 
ITER Document Management System.  

III. SELECTION OF DIAGNOSTIC TECHNIQUES

The second step in the design process (see Fig. 1) is to se-
lect the diagnostic techniques to perform all measurements. 

Most techniques that are used in present devices can also 
be used on ITER, but their application is not always 
straightforward since the environment is much harsher. 
Additionally, many diagnostic functionalities are required 
that go the beyond the scope of those at present devices; 
e.g. in ITER even profiles of various parameters such as 
plasma rotation, electron temperature, current density are 
needed for control purposes of the more advanced plasma 
scenarios. So, it is important to carefully assess whether 
diagnostic techniques established at present fusion devices 
can be made more robust to operate in the harsh ITER en-
vironment and whether – if applicable – their scope can be 
expanded. Table 1 gives an overview of the diagnostic 
techniques that are presently foreseen for ITER. 

Magnetic Diagnostics Spectroscopic and NPA Sys-

tems 

Vessel Magnetics CXRS Active Spectroscopy (+DNB) 

In-vessel magnetics H Alpha Spectroscopy 

Divertor Coils  

Continuous Rogowski Coils 

VUV Impurity Monitoring (Main 

Plasma) 

Diamagnetic Loop  

Halo Current Sensors 

Visible & UV Impurity Monitoring 

(Divertor) 

Neutron Diagnostics X-Ray Crystal Spectrometers 

Radial Neutron Camera Visible Continuum Array 

Vertical Neutron Camera Soft X-Ray Array 

Microfission chambers (in-vessel) Neutral Particle Analyzers 

Neutron Flux Monitors (ex-vessel) Laser Induced Fluorescence 

Gamma-Ray Spectrometers MSE based on Heating Beam 

Neutron Activation Systems Microwave Diagnostics 

Lost Alpha Detectors ECE Diagnostics for Main Plasma 

Knock-on Tail Neutron Spec-

trometer 

Reflectometers for Main Plasma 

Reflectometers for Plasma Position 

Optical/IR Systems Reflectometers for Divertor Plasma 

Thomson Scattering (Core) ECA for Divertor Plasma 

Thomson Scattering (Edge) 

Thomson Scattering (X-point) 

Microwave Scattering (Main 

Plasma) 

Thomson Scattering (Divertor) Fast Wave Reflectometry 

Toroidal 

interferometer/Polarimeter 

Poloidal Polarimeter 

Plasma-Facing Component & 

Operational Diagnostics 

Collective Thomson scattering IR Cameras, visible/IR TV 

Bolometric Systems Thermocouples 

Bolometric Array (Main Plasma) Pressure Gauges 

Bolometric Array (Divertor) Residual Gas Analyzers 

IR Thermography Divertor 

Langmuir Probes 

Table 1: Overview of the diagnostics foreseen at ITER 

ITER will be the first fusion device with dominant al-
pha heating. Because this is a new and unexploited re-
gime,5 a range of new measurements is needed (e.g. the 
measurement of confined and escaping alpha particles, 

375



alpha-particle driven instabilities) for which novel tech-
niques need to be developed. Whenever possible these 
should be tested on present devices. Specific examples of 
such diagnostics are fast ion collective Thomson scattering 
for studying fast particles including alphas,6 fast-wave 
reflectometry for measuring the fuel ion ratio,7 and tech-
niques to measure escaping alpha particles.8 

IV. ENVIRONMENTAL EFFECTS

The third step in the diagnostics design process (see Fig. 1) 
is the system specific and radiation effects research and 
development. Diagnostics in ITER have to cope with an 
extremely harsh environment.1,9,10

4

 Compared to the dis-
charge of JET with the highest fusion performance thus far 
of 16 MW during 1 second,  ITER will have: 
• neutral particle fluxes emerging from charge exchange

reactions that are about a factor of 5 higher;
• neutron and gamma fluxes that are both an order of

magnitude higher;
• plasma discharges that are about three orders of magni-

tude longer;
• neutron fluences that are at least >105 times higher;
• nuclear heating up to 1 MW/m3 (at JET essentially ze-

ro).
Especially the copious amounts of neutrons and gam-

mas give rise to a range of phenomena that are new to the 
diagnostics and that should be incorporated in the system 
designs. Many of these phenomena deteriorate the proper 
functioning of electrical components:  
• radiation-induced conductivity (RIC);
• radiation-induced electrical degradation (RIED);
• radiation-induced electromotive force (RIEMF);
• radiation-induced thermo-electric sensitivity (RITES);
• thermal-induced electromotive force (TIEMF).
Some of these effects depend on the irradiation dose 
whereas others depend on the dose-rate. Even straightfor-
ward components such as mineral insulated cables used to 
transmit signals from in-vessel detectors to data acquisition 
equipment outside the tokamak hall, and coils to measure 
magnetic fields in the vacuum vessel, suffer from these 
effects. The challenge is to develop cables, coils, diagnos-
tic components, etc., in which the combined action of all 
effects does not deteriorate the proper functioning of the 
diagnostic. 

Refractive materials (lenses, fibers, windows) are sub-
ject to: 
• radiation-induced absorption (RIA) and
• radio-luminescence or radiation-induced emission (RL

or RIE; see Fig. 2).
Therefore, refractive materials can in general not be used 
at close proximity to the plasma, even though these effects 
can be reduced to some extend by hydrogen hardening 
and/or annealing at elevated temperatures (see Fig. 3). For 
most optical diagnostics this implies that it safe to use re-

fractive components from the end of the port plug on-
wards. Inside the port plug only mirrors and/or waveguides 
can be used to transmit the radiation to and from the plas-
ma. 

Figure 2: Low dose radio-luminescence (RL) spectra of 
KS-4V (a Russian-made quartz fibre) at 700 Gy/s and at 
temperatures of 70 and 295 °C.11 

Figure 3: Thermal quenching of the 440 nm radio-
luminescence line at 700 Gy/s.11

Other effects caused by the high radiation levels are 
nuclear heating and changes in material properties such as 
swelling, transmutation12 and activation. All these effects 
can strongly affect the proper operation of diagnostics and 
diagnostic components. The challenge is to either use ma-
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terials that are robust to these effects or – in case this is 
impossible – to use alternative diagnostic techniques for 
measuring certain plasma parameters. 

The nuclear environment sets also stringent demands 
on the engineering of the diagnostic systems.9 The diag-
nostics should be designed in such a way that neutrons are 
prevented from streaming out of the vessel. For many opti-
cal and microwave diagnostics this can be achieved by 

avoiding straight viewing lines; instead the viewing lines 
can be folded by using mirrors or waveguide bends, re-
spectively. All diagnostics should have a double tritium 
barrier with a monitored volume in between (see Fig. 4). A 
further complication is that all components inside the vac-
uum vessel and inside the port plugs must be capable of 
being repaired or replaced with remote handling tools. (see 
Fig. 5). 

Figure 4: Typical example of two diagnostic window arrangements in ITER.9
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Figure 5: Remote Handling Operation on one of the 
ITER Port Plugs in the Hot Cell. Courtesy B.S.Q. 
Elzendoorn.  

Figure 6: Reflectance of stainless steel (SS), W and 
Mo mirrors of different structures (polycrystalline, 
block single crystalline and single crystalline with 
(111) planes of orientation) at 600 nm depending on 
the thickness of the layer eroded due to bombardment 
by ions of deuterium plasma. (Adapted from [13]). 

So mirrors seem to the ‘magic’ solution. At the 
one hand they can be applied instead of refractive 
components that suffer from RIA and RIE, while at 
the other hand they make it possible to fold the optics 
path into a labyrinth to suppress the neutron stream-
ing. However, nothing comes for free: The high neu-
tral particle fluxes emerging from charge exchange 
reactions lead to erosion and redeposition elsewhere. 
Both of these effects can strongly affect the polariza-
tion dependent reflectivity of the mirrors, and thereby 
deteriorate the proper functioning of the diagnos-
tics.14

In contrast, deposition has in almost all cases a 
strong deleterious effect on the reflective properties 
of the mirrors (see Fig. 7). Much work is done in 
order to find the optimum mirror materials and also 
the best geometries for especially the first mirror, 
which is least vulnerable to erosion and especially 
deposition. Furthermore, attention is devoted to de-
velop means for mirror protection (e.g. shutters, gas 
flow in front of the mirrors) or to mitigate deposition 
(e.g. operating the mirrors at elevated temperatures). 
In DIII-D it has been demonstrated that mirrors in the 
divertor heated to 200-300 ˚C suffer much less from 
deposits than mirrors at the same place, operated at 
room temperature (see Fig. 8).

 Erosion is the least of the two problems, since 
in erosion dominated regions it is possible to use sin-
gle crystalline mirrors of materials like tungsten, mo-
lybdenum, and stainless steel that are rather resistant 
to erosion. Moreover, the reflectivity of these single 

crystalline mirrors does not strongly depend on the 
thickness of the eroded layer (see Fig. 6).  

15

Figure 7: Calculated (lines and solid points) and 
experimental values (open points) for the change of 
the polarization angle of light at 632 nm reflecting 
from a Mo mirror coated with different thicknesses of 
C film. The angle of incidence is shown near every 
curve.16 

Another diagnostic challenge arises from the 
long duration of the ITER discharges. These gives 
rise to problems for traditional techniques such as 
inductive magnetic pick-up coils for measuring mag-
netic fields. Especially the integrators are vulnerable 
to drift. The combination of the long pulse and the 
high levels of radiation constitute a rather difficult 
measurement problem. In addition to trying to make 
these techniques more robust and radiation hard, re-
search is on-going to develop radiation-hard steady 
state magnetic field sensors based on the Hall ef-
fect,17 and to develop alternative techniques such as 
position reflectometry18

A final challenge for diagnostics that will be 
mentioned in this paper is caused by the high tem-
peratures in ITER, which can reach values up to 
about 40 keV. This gives rise to strong relativistic 
effects, which have a large effect on microwave di-
agnostics because of the downshifted electron cyclo-
tron emission (ECE). The result is that in contrast to 

 to measure the gap between 
the density at the separatrix and the first wall.  
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present devices, ECE using the 2nd harmonic X-mode 
cannot be used for determining the electron tempera-
ture Te in the plasma core, due to overlap by relativis-
tically downshifted 3rd harmonic emission (see Fig. 
9). Instead the 1st harmonic O-mode needs to be util-
ized. The downshifted emission also strongly limits 
the operational ranges of reflectometers to measure 
the density profile. The core density profile can only 
be measured by reflectometry via the lower cutoff 
from the high field side. Reflectometry on the plasma 
frequency from the low field side only can yield the 
density profile in the vicinity of the separatrix.  

Figure 8: Total reflectivity of heated and non-heated 
mirrors before and after exposures in the DIII-D 
divertor.15

V. INTEGRATION OF DIAGNOSTICS 

The fourth step in the diagnostic design process (see 
Fig. 1) is the engineering design and integration of all 
diagnostics on the tokamak. ITER will have five di-
agnostic ports at the equatorial level and twelve at the 
upper level. Additionally, a number of special in-
strumented cassettes are foreseen in the divertor. In 
contrast to present-day machines where each diag-
nostic is implemented on its own diagnostic port, 
there is a need to install several diagnostics in a sin-
gle diagnostic port (see Fig. 10).9,19 This puts of 
course high demands on the integration of all sys-
tems. In most cases the various diagnostics will be 
developed by different teams in the ITER parties. 
Effects such as the neutron shielding, the total me-
chanical strength of the port plug and deformations 
under ITER operation have to be assessed for the full 
port plug, and these assessments must be redone if 
changes are made to the design of the individual di-
agnostics.  Due to the multitude of interfaces between 
the various diagnostics and between the parties work-
ing on them, this is far from being an easy task. 

Figure 9:  Local absorption contours for X-mode 
propagation at perpendicular incidence for two den-
sities, at high temperature (Te on axis is 45 keV) rep-
resenting an extreme case of what might occur in an 

ITER steady-state scenario Adapted from [20
Figure 10: Cut-away view of equatorial port number 
1 providing access for the radial neutron camera, 
high resolution neutron spectrometer, a visible IR-TV 
camera, gamma ray spectrometers, bolometry, one of 
the divertor impurity monitors, and one of the view-
ing systems for Motional Stark Effect diagnostic 
(courtesy C.I. Walker, ITER IO). 

]. 

VI. DIAGNOSTIC ASSESSMENT

The final step in the diagnostic design process (see 
Fig. 1) is the assessment of the diagnostic capability 
with respect to the measurement requirements. This 
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is done rather frequently. Although there have been 
more recent assessments, Table 7 in ref. [1] is still 
actual. For roughly 50% of the plasma parameters it 
is expected that the measurement requirements can 
be met, for about the same number of other plasma 
parameters it is expected that the measurement re-
quirements can be partly met. For three parameters it 
is expected that the measurement requirements can 
not be met. These are the measurements of alpha 
particle losses (escaping alpha particles), the ion 
temperature in the divertor and the plasma flow in the 
divertor. For these parameters it is necessary to go 
back to the measurement requirements (see Fig. 1) to 
judge whether they can be somewhat relaxed without 
harming the operation of the machine or the intended 
physics programme. If this is not possible it is neces-
sary to try to improve the diagnostic design and/or to 
develop novel techniques in order to meet the re-
quirements. 

VII. DIAGNOSTIC FOR NEXT STEP DEVICES

The diagnostic design process for next step devices 
as DEMO21 will be in principle similar to the one 
sketched in Fig. 1. But DEMO will have higher lev-
els of neutron flux, fluence, nuclear heating, gamma 
irradiation and plasma irradiation than ITER. In par-
ticular the neutron fluence will be ~50 times higher 
than in ITER, while the neutron flux is a few times 
higher. This implies that techniques or diagnostic 
components that marginally work in the ITER envi-
ronment are likely to be inappropriate in DEMO. 
This applies to many in-vessel diagnostic compo-
nents (e.g. cables, magnetic coils and bolometry), for 
which there seems little prospect for improvements 
that would make it possible to use them in DEMO in 
a similar way as in ITER.22,23

The particle flux in DEMO is expected to be ~2 
times higher with respect to ITER. Even this ‘small’ 
increase may make optical systems with large-
aperture mirrors problematic, given the very difficult 
situation already in ITER. Small apertures and mir-
rors recessed far into the shielding, and use of ex-
changeable optical fibres, could make optical diagno-
sis possible, but with very limited views of the 
DEMO plasma. Techniques that still seem feasible 
without large modifications from the present practice 
are microwave techniques and direct line-of-sight 
techniques (e.g. neutrons and x-rays). As mainly the 
neutron fluence (and not the flux) in DEMO is larger 
than in ITER, i.e. effects in relation to lifetime, there 
may be prospects for use of in-vessel diagnostic 
components such as magnetic coils and bolometers if 
provisions are made that they can be replaced regu-
larly. The same is true for larger mirrors. If such in-
vessel diagnostics and optical diagnostics with large-
aperture mirrors are deemed essential for DEMO, 
schemes must be enabled for regular replacement, 
which may significantly impact on the DEMO de-
sign. 

  

These considerations lead to the following needs 
for R&D for DEMO diagnostics. New diagnostic 
techniques need to be developed that are suitable for 
the DEMO environment, in particular to replace the 
established diagnostic techniques that will be prob-
lematic in DEMO. For in-vessel components, there 
may be little prospect other than ensuring they can be 
replaced frequently as discussed above. For ex-vessel 
components the situation may be less critical. Never-
theless, this is an area that needs intensive study, re-
quiring testing and qualification on fission reactors, 
ITER (full-power DT phase) and the International 
Fusion Materials Irradiation Facility.24

ITER will routinely have DT plasmas and the 
alpha heating effect will be significant. Alpha parti-
cle physics and alpha induced instabilities can there-
fore be studied in full detail and the impact of those 
on DEMO can be assessed (along with a selection of 
the optimum diagnostics techniques).  

 It should be 
noted that irradiation testing, even at ITER-relevant 
levels, is time consuming and costly. The fission-
reactor time needed to reach DEMO-relevant flu-
ences may therefore be problematic. Work on ITER 
needs to guide the selection of techniques that can 
best cope with the harsh environment. During the 
ITER life time, experience should be gained with 
real-time data handling and validation to process 
large quantities of data, in-pulse calibration, etc. 

Unlike ITER, DEMO will not be designed as a 
flexible research tool, since it needs to demonstrate 
the economics of the fusion reactor. It is expected 
that DEMO will have only 1 - 2 different (advanced) 
plasma operating scenarios. The selection of these 
scenarios needs to be done during the full power DT 
phase in ITER. The limited number of operating sce-
narios implies that likely a smaller number of meas-
urements/diagnostics are required. Once the DEMO 
scenarios have been selected in ITER, a high number 
of essentially identical high performance pulses are 
needed in order to determine the minimum set of 
diagnostics that fully supports the DEMO scenarios. 
One should realize, however, that the lack of suitable 
diagnostic techniques may affect the options for con-
trolling the DEMO plasma, in particular the ability to 
run "advanced" scenarios. This lack of diagnostics, 
and thus the reduced set of plasma parameters that 
can be measured, will make modelling more impor-
tant in DEMO to derive the other parameters. Ad-
vanced predictive/analysis codes need to be devel-
oped to combine data from various diagnostics in an 
intelligent way in order to reduce the number of re-
quired diagnostics. A successful strategy is to use so-
called "dynamic state observers", which is in essence 
a real-time simulation of a theoretical model of the 
plasma,25 running parallel to the physical evolution 
of the plasma in the tokamak. The model predictions 
are continuously compared to the available diagnos-
tic measurements, yielding improved estimates 
and/or leading to slight adaptations in the model. The 
actual control then uses the state estimate from the 
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observer, on a timescale independent from (and often 
faster than) the diagnostic measurements.  
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Abstract
The extrapolation of the energy confinement time to the next generation of devices has been investigated both theoretically
and experimentally for several decades in the tokamak community. Various scaling expressions have been proposed using
dimensional and dimensionless quantities. They are all based on the assumption that the scalings are in power law form.
In this paper, an innovative methodology is proposed to extract the scaling expressions for the energy confinement time in
tokamaks directly from experimental databases, without any previous assumption about the mathematical form of the scalings.
The approach to obtain the scaling expressions is based on genetic programming and symbolic regression. These techniques
have been applied to the ITPA database of H-mode discharges and the results have been validated with a series of established
statistical tools. The soundest results, using dimensional variables, are not in the form of power laws but contain a multiplicative
saturation term. Also the scalings, expressed in terms of the traditional dimensionless quantities, are not in power law form and
contain additive saturation terms. The extrapolation to ITER of both dimensional and dimensionless quantities indicate that the
saturation effects are quite significant and could imply a non-negligible reduction in the confinement time to be expected in the
next generation of devices. The results obtained with the proposed techniques therefore motivate a systematic revisiting of the
scaling expressions for plasma confinement in tokamaks.

Keywords: scaling laws, confinement time, tokamaks, nuclear fusion, genetic programming, symbolic regression, power laws

(Some figures may appear in colour only in the online journal)

1. The extrapolation of the energy confinement time
to future devices

The problem of extrapolating the energy confinement time
from present devices to the future generation of machines
is a long standing issue in the tokamak community. For
several decades various approaches have been pursued,
both theoretically and experimentally. Theoretically, the
main theories typically make one of two quite extreme
assumptions. Either the transport is dominated by short
wavelength turbulence (drift waves), to be scaled to intrinsic
plasma parameters, or the cross field transport is due to
long wavelength turbulence (MHD), scaled to the main
dimensions of the devices. The first family comprises the
so called gyro-Bohm scalings and the second is indicated
with the name Bohm scalings [1]. Unfortunately, even
if substantial progress has been made in characterizing
the transport mechanisms in tokamaks, the physics is not

sufficiently established to allow performing first principle
calculations to interpret the results of the present devices. In
any case, even if the mechanisms dominating transport were
well understood, modelling them in sufficient detail to obtain
realistic values of the global confinement time would remain
a quite challenging task. Therefore, since many decades, the
theoretical studies have been complemented by experimental
efforts aimed at collecting enough data to derive data-driven
scaling expressions for the confinement time, sufficiently
robust to be extrapolated to the next generation of devices.
The obtained databases have typically been analysed using
traditional log regression. The resulting scaling expressions
are therefore in the form of power law monomials:

A = Bβ Cχ · · · Dδ

Gγ Hλ · · · Kµ
, (1)

where the capital letters represent physical quantities [2]. This
assumption on the form of these scaling equations is not
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justified neither on theoretical nor on experimental ground.
Indeed theoretically there is no justification to limit the analysis
to scalings obeying power law expressions. Experimentally,
the vast majority of the used databases do not present statistical
distributions compatible only with power laws.

In general, it must be considered that the formulation of
the scaling expressions as power laws can be unsatisfactory for
several reasons. In power law scalings, there is no saturation
of the effects even when the independent variables grow to
infinity or decay to zero. These scalings are also monotonic
and tend to overestimate the relevance of the variables with
the longest tails. The interaction of all the variables is also
assumed to be multiplicative, which normally results in non-
integer exponents of the independent variables not always easy
to reconcile with theory. It is also important to appreciate that
there are many dynamical interactions which can give rise to
power laws and therefore this statistics in not very informative
about the underlying physics. These inadequacies of power
laws have become evident recently and are motivating efforts
to extract more sophisticated scaling expressions from the
data [3]. In the case of tokamak physics, the limitations of
the power law scalings have clearly been shown in [4, 5]. The
rigidities’ of power laws can be particularly problematic in
case of significant extrapolations, as it is the case of trying to
model ITER on the basis of present day machines.

In order to alleviate this problem of uncertainties in the
extrapolation and to obtain a more reliable physical basis
for the results, the scaling expressions of the confinement
time have also been formulated in terms of dimensionless
variables [6]. In this case, the main idea consists of the
observation that, if the basic equations governing the plasma
behaviour are invariant under a certain class of transformations,
also the scaling expressions for these plasmas must show the
same invariances. In the literature, the plasma behaviour
has been assumed to obey the Vlasov equation in various
approximations and limits. These assumptions allow on the
one hand to identify the dimensionless variables to be used in
the scalings and, on the other hand, they provide constraints
on the exponents of the various terms [7]. Again the scaling
expressions are assumed ‘a priori’ to be power law monomials.
All the mathematical limitations of the power laws as scaling
functions apply to the case of dimensionless variables. Again
in practice, the databases expressed in terms of dimensionless
variables do not support the assumption of distributions of the
power law form.

In this paper advanced techniques of symbolic regression
via genetic programming are applied to the problem of
deriving scaling expressions for the confinement time from
large databases without practically any assumption about
their mathematical form. The proposed methods allow
identifying the most appropriate mathematical expression
for the regression equations. Moreover, the versatility
and robustness of these techniques is such that they allow
regressing also the non-dimensional quantities; it is worth
pointing out that this can be problematic for the databases
analysed in this paper using log regression. In any case,
independently from the choice of the variables, dimensional
or dimensionless, the best scaling identified by symbolic
regression, in the case of the studied ITPA H-mode database,
are not power law monomials. This has been confirmed

by a series of statistical methods deployed to assess how
well the candidate scaling expressions interpret the available
experimental evidence. A combination of non-linear fitting
tools and statistical criteria will be shown to address this aspect
of the analysis in a quite reliable manner. The extrapolation of
the identified scaling expressions indicate that the confinement
time in ITER could be about 20% lower than predicted by the
traditional power law scalings (but the various estimates agree
within their respective confidence intervals).

With regard to the structure of the paper, section 2 provides
an overview of the main methodology developed. In particular,
symbolic regression via genetic programming, the main tool
for the exploration of the databases, is introduced. The main
mathematical details about the methodology are provided in
appendix A1. In section 3 the ITPA database is reviewed.
The obtained scaling expressions in non-power law form and
expressed in terms of dimensional quantities are reported and
discussed in section 4. Section 5 contains the same analysis
for the scalings expressed in terms of dimensionless variables.
The conclusions and prospects of future activities are discussed
in the last section 6 of the paper.

2. The statistical tools for the exploration of the
databases, the extraction of the scaling expressions
and their selection

As mentioned in the introduction, this paper describes the
application of advanced statistical techniques to the problem
of deriving scaling expressions for the confinement time from
large databases. The main advantage of the proposed approach
consists of practically eliminating any assumption about the
form of the scaling expressions. The methods developed
indeed allow identifying the most appropriate mathematical
expression for the regression equations and to demonstrate that
it has the potential to better interpret the present experimental
data for the confinement time in comparison with power laws
(PLs).This section describes briefly the mathematical basis of
the tools implemented to perform the analysis used in the rest
of the work. All the details can be found in the references and
are summarized in appendix A1.

The objective of the method consists of testing various
mathematical expressions to interpret a given database. The
main stages to perform such a task are reported in figure 1. First
of all, the various candidate formulas are expressed as trees,
composed of functions and terminal nodes. The function nodes
can be standard arithmetic operations and/or any mathematical
functions, squashing terms as well as user-defined operators
[8, 9]. The terminal nodes can be independent variables or
constants (integer or real). This representation of the formulas
allows an easy implementation of the next step, symbolic
regression with genetic programming. Genetic programs
(GPs) are computational methods able to solve complex and
non-linear optimization problems [8, 9]. They have been
inspired by the genetic processes of living organisms. In
nature, individuals of a population compete for basic resources
such as water, food and shelter. Those individuals that
achieve better surviving capabilities have higher probabilities
to generate descendants. As consequence, best adapted
individuals’ genes have a higher probability to be passed on to
the next generations.

2
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Figure 1. The main steps of the proposed methodology to identify
the best scaling laws without assumption on their mathematical
form.

GPs emulate this behaviour. They work with a population
of individuals, e.g. mathematical expressions in our case.
Each individual represents a possible solution of a problem.
A fitness function (FF) is used to measure how good an
individual is with respect to the environment. A higher
probability to have descendants is assigned to those individuals
with better FF. Therefore, the better the adaptation (the value
of the FF) of an individual to a problem, the higher is the
probability that its genes can be propagated. The line of
reasoning of the standard procedure of GP, to solve a specific
optimization problem, is the one summarized below.

(1) Generate a random population of individuals.
(2) Evaluate each individual of the population with a fitness

function.
(3) Select individuals (parents) to create a new population;

the better their fitness function, the more likely they are
chosen for this parental role.

(4) Pass the genes of the chosen parents, obtaining ‘children’,
forming the new generation.

(5) Repeat the steps 2 to 4 till an ending condition is fulfilled.

In our application, the role of the genes is played by
the basis functions used to build the trees. The list of basis
functions used to obtain the results described in the rest of
the paper is reported in table 1. Evolution is achieved by
using operators that perform genetic like operations such
as reproduction, crossover and mutation. Reproduction
involves selecting an individual from the current population
and allowing it to survive by copying it into the new population.
The crossover operation involves choosing nodes in two parent

Table 1. Types of function nodes included in the symbolic
regression used to derive the results presented in this paper, xi and
xj are the generic independent variables.

Function class List

Arithmetic c (real and integer constants),+,−,*,/
Exponential exp(xi), log(xi), power(xi , xj ), power(xi ,c)
Squashing logistic(xi), step(xi),sign(xi),gauss(xi),

tanh(xi), erf(xi),erfc(xi)

trees and swapping the respective branches thus creating two
new offspring. Mutations are random modifications of parts
of the trees.

To derive the results presented in this paper, the Akaike
Information [Criterion (AIC) has been adopted [10] for the
FF. The AIC, is a well-known model selection criterion that is
widely used in statistics, to identify the best models and avoid
overfitting. The AIC form used in the present work is:

AIC = 2k + n · ln (RMSE) , (2)

where RMSE is the root mean square error, k is the number of
nodes used for the model and n the number of ydata provided,
so the number of entries in the database (DB). The AIC
allows rewarding the goodness of the models, by minimizing
their residuals, and at the same time penalizing the model
complexity by the dependence on the number of nodes. The
better a model, the smaller its AIC. All the mathematical
justification for its adoption can be found in the references
and in appendix A1.

At this stage, the best mathematical expression for the
scaling expression has been identified. In order to improve
the model, the parameters of the equation are adjusted with
traditional tools of non-linear regression [11]. This has proved
to be important not only to improve the quality of the models
but also to provide confidence intervals in their parameters. It
is worth pointing out that our methodology tends to provide
more reliable confidence interval than log regression, since its
hypotheses are not satisfied by the available databases [4, 5].
All these aspects, together with the techniques for non-linear
fitting, are discussed in more detail in appendix A1.

Having optimized the models with non-linear fitting, now
what remains is the qualification of the statistical quality of the
obtained scaling expressions. To this end a series of statistical
indicators have been implemented. They range from model
selection criteria, such as the Bayesian information criterion
(BIC), to statistical indicators, such as the Kullback–Leibler
divergence (KLD) [12, 13]. These are nowadays quite standard
indicators and in our case they all agree that the new proposed
scaling expressions are better than the previous power laws.
In any case, for the benefit of the interest readers, they are
described in some detail in appendix A1.

3. The ITPA database and weight selection

3.1. The main characteristics of the ITPA database DB3v13f

To maximize the generality of the results obtained with
the methodology described in the previous sections, an
international database has been considered [14]. This database
was explicitly conceived to support advanced studies of the

3
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Figure 2. Trend of the confinement time with four physical quantities considered in the pools of selected data: (a) (I (MA)); (b) τ (B (T));
(c) τ

(
n (1019 m−3)

)
; (d) τ (P (MW)) .

confinement time and includes validated signals from the vast
majority of the most relevant tokamak machines ever operated
in the world. In line with the previous literature on the subject,
the following quantities have been considered good candidate
regressors in the present work.

• Dimensionless variables: ρ∗, β, ν∗, κa, ε, q95, M

• Dimensional variables: B(T), I (MA), n(1019 m−3),

R(m), M, ε, ka; P(MW).

In the previous lists, ρ∗ indicates the normalized ion Larmour
radius, β the normalized plasma pressure, ν∗ the normalized
collision frequency, ka the volume elongation measurement, ε

the inverse aspect ratio, q95 the plasma safety factor evaluated
at the flux surface enclosing the 95% of the poloidal flux,
M the effective atomic mass in a.m.u, n the central line
average plasma density, B the toroidal magnetic field, R the
plasma major radius, I the plasma current and finally P the
estimated power loss [15]. In agreement with previous works
[15], in the case of regressions in terms of dimensionless
variables, the dependent quantity considered is the product
of the ion cyclotron frequency, conveniently rescaled, times
the confinement time, y = τωci. The definitions of the
other dimensionless quantities are the same normally used to
interpret the experiments and reported in the literature [15]:

ρ∗ =
(

2mp

3e2

) 1
2

·
(

MW

V n

) 1
2

· 1

Ba
β = 4µ0

3
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V B2
,
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µ0IR
,
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4π
3
2 ε2

0µ0

)
· V 2R2Bε

1
2 n3k

W 2I
.

The entries of the database have been selected adopting exactly
the same criteria used in [15] to build the database DB3,
from which the reference scalings in power law form were
derived. This choice has been motivated by the main goal of
the paper, which consists of demonstrating the higher potential
of the new data analysis tools compared to the traditional log
regression. In this perspective, it is only appropriate to apply
the new tools exactly to the same database DB3, used to obtain
the reference power law scalings [15]. The final database
analysed consists therefore of 3093 entries for the dimensional
scalings and a total of 2806 examples for the dimensionless
set. Figure 2 shows the trend of the confinement time versus
four dimensional physical quantities, while figure 3 shows the
behaviour of the non-dimensional product τ · ωci with four
non-dimensional quantities.

All the quantities selected as regressors are routinely
available in all the major tokamaks, providing enough data for a
sound statistical analysis. The uncertainties in the dimensional
quantities can be derived from [15] and the information
provided in the database. These errors are summarized in
table 2.

From the information about the dimensional variables,
the uncertainties in the dimensionless quantities can be
estimated with traditional error propagation. The results are
reported in table 3. It is worth mentioning that it has been
checked numerically that SR via GP can handle this level of
uncertainties. First, a series of systematic numerical tests, with
hundreds of models of the widest mathematical form and noise
level up to 50%, have been performed. Given enough data and
computational time, the proposed method can certainly handle
level of uncertainties of 40% and performs always better than

4
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Figure 3. Trend of the confinement time with four physical quantities considered in the pools of selected data: (a) ·ωci (ρ
∗); (b) τ · ωci (β);

(c) τ · ωci (v
∗); (d) τ · ωci (κa) .

Table 2. Uncertainties in the dimensional variables in the ITPA Database.

εI εB εR εn εa εM εW εP εk εV εq95 ετ

Error % 1.3 1.5 1.3 5 0.9 8.4 14.1 14.2 3.7 4.6 8.1 28.3

Table 3. Errors in the non-dimensional variables, computed using
table 2.

ερ εβ εν εε εκa ετ ·ωci

Error % 34.5 20.2 33.7 2.2 6.8 38.2

log regression, particularly against collinearities and outliers.
Second, our methodology, thanks to the non-linear fitting step,
provides robust estimates of the uncertainties in all the derived
quantities as reported in the rest of the paper.

3.2. The selection of the weights

For all the results reported in the rest of the paper, the
weights have been chosen with the method of the percentiles.
This technique allows weighting data depending on their
distribution. The objective consists in fact of weighting more
the data falling in the tails of their distributions, since those
data carry more relevant information for the determination of
scaling expressions. For instance high plasma current values
(I > 2.5 (MA)) of JET are extremely valuable since they are
the closest to ITER operational region of 15 MA. Even if
statistically they could be considered as outliers, physically
they are the most relevant points.

For each physical quantity, five percentiles have been
computed in order to divide the distribution function in six
partitions, which can be independently weighted. In our case
we have chosen the inverse of the cumulative probability,
defining the percentiles themselves, as the weight for data
falling in each different partition. This can be repeated for all
the selected physical quantities to obtain a final weight for each
entry of the DB. These weights have been used consistently in
all the various steps of the data analysis method reported in
figure 1. More sophisticated methods are under study but it is
worth mentioning that, for this database, the traditional choice
of the weights, using the number of entries per machine [15],
does not change qualitatively the results obtained in the paper.
A sensitivity study has indeed been performed showing that
small variations in the weights do not alter significantly the
final results. Therefore the qualitative difference between the
scaling expressions found with symbolic regression and the
ones in the literature remain valid independently from the
choice of the weights.

4. Results in terms of dimensional quantities

The best models found with symbolic regression via genetic
programming in general are not in power law form but they
present additional terms. In particular, in the case of scalings
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Table 4. Power laws (PLs) and non-power law model (NPL). PL1 is
the IPB98(y,2) scaling while PL2 is (EIV) [15]. The term h(n,B) is:

h(n, B) = n0.4480.460
0.436 · (1 + e−9.403−9.112

−9.694 ·( n
B

)
−1.365−1.318

−1.412
)−1.

PL1 5.62 × 10−2I 0.93B0.15n0.41M0.19R1.97ε0.58κ0.78
a P −069

PL2 5.55 × 10−2I 0.75B0.32n0.35M0.06R2.0ε0.76κ1.14
a P −062

NPL 0.03670.0369
0.0366 · I 1.0061.016

0.996R1.7311.751
1.712κ

1.4501.489
1.411

a P −0.735−0.727
−0.744h (n, B)

Figure 4. Comparison of the PLs and NPLs scaling expression
behaviour with the plasma density at the parameters of ITER.

with dimensional quantities, the most performing models
include one or more multiplicative saturation\squashing terms
in the plasma current, plasma density or magnetic field. It
is interesting to note that the method by itself selects these
three quantities as the ones responsible for the saturation of the
confinement time. However, the plasma volume, represented
by the major radius R, is not found to cause any saturation
as intuitively expected, since there is no physical reason for
the confinement to present non-linear saturation terms scaling
with volume.

Among the best scalings found by symbolic regression,
the statistically most performing functional form for the
confinement time, in terms of dimensional quantities, is
reported in table 4. Also the power laws (PL1 and PL2)
typically used as reference by the community are reported:
PL1 is IPB98(y,2) and PL2 is EIV of [15]. The most
important aspect of the non-power law (NPL) functional form
is the presence of a single saturation term depending only
on the ratio between density and magnetic field. Since the
various physical quantities appear as products in this NPL
expression, their multiplicative constants can be considered
to have the right units to obtain the appropriate dimensionality
as discussed in [15]. The scaling with density of the models
in table 4 can be seen in figure 4, once the other physical
quantities have been set to their values at ITER. To obtain
the right dimensionality for NPL, it must be assumed that the
multiplicative constant in front of the expression presents the
dimensions: [I ]−1.00[l]−0.2[P ]0.74[t] (where l indicates the unit
of length, t the unit of time, etc). The multiplicative constant
in the exponent of the squashing term h(n,B) has dimensions
of [B]−1.37[l]4.1.

The equations of the scaling expressions have been used
to generate their estimate corresponding to the values of
the database and their pdfs have been compared with the

Table 5. Statistical estimators used to qualify the scaling reported in
table 2. The KLD has been computed in a range of ±6σ around the
mean value of the data. MSE is the mean square error in units
of second2.

k AIC BIC MSE (s2) KLD

PL1 10 −19 416.86 −19 362.86 1.866 × 10−3 0.0337
PL2 10 −19 084.36 −19 203.68. 2.077 × 10−3 0.0802
NPL 10 −19 660.03 −19 599.04 1.724 × 10−3 0.0254

Figure 5. Log–Log plot of the energy confinement time of the
proposed NPL model versus the experimental values.

experimental ones. The Kullback–Leibler divergence, the
MSE and the BIC and AIC criteria all show that the NPL scaling
is better than the PLs in interpreting the experimental data
available. The comparison between the traditional PL and the
NPL scalings, in terms of statistical indicators, is summarized
in table 5, proving the best quality of the NPL regression. The
good fit of the experimental data obtained with the NPL model
is illustrated also graphically in figure 5.

In some cases, particularly in comparison with the
scaling PL1, the improvement in the statistical indicators is
not dramatic. On the other hand, all the indicators show
consistently that the NPL is the best model, which gives a
quite high degree of confidence in this scaling. Moreover, the
improvement in the quality of the NPL expression in terms
of KLD, which takes into account the probability distribution
of the residuals, is quite significant. In any case, even if the
superior properties of the NPL scaling are quite consolidated
in statistical terms, its extrapolation capability could still
be questioned. In reality, the better quality of the NPL
expression in this respect is in a certain sense proved by
its best performance in terms of AIC and BIC. These two
indicators, being model selection criteria, already take into
account the complexity of the equations and therefore tend to
avoid overfitting (see appendix A1).

On the other hand, extrapolation is always a delicate
matter, particularly when the gap from existing examples to
new devices is as large as in the case of ITER. Therefore,
to assess the potential of NPL also in this respect, a first
extrapolation test has been performed consisting of fitting the
NPL model on the database for currents below 2.5 MA and
then extrapolating this fitted model to higher current data.
The NPL scaling, once fitted and extrapolated, shows similar
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Table 6. Power laws (PLs) and Non-Power Law model (NPL) fitted on the subset of data without the JET’s entries. The term h(n,B) is:

h(n, B) = n0.2790.290
0.269 · (1 + e−13.645−12.328

−14.961 ·( n
B

)
−0.802−0.728

−0.877
)−1.

PLs 5.355.39
5.30 × 10−2I 0.670.73

0.62B0.120.17
0.07n0.380.41

0.35M0.430.51
0.35R1.691.78

1.59ε0.530.63
0.44κ

0.390.48
0.29

a P −0.54−0.52
−0.57

NPL 0.06470.0651
0.0643 · I 0.9590.972

0.947R1.2161.233
1.199κ

0.2800.316
0.244

a P −0.503−0.516
−0.490h (n, B)

Table 7. Statistical estimators used to qualify the scaling
extrapolated on JET data.

k AIC BIC MSE (s2) KLD

PLs 10 −5842.20 −6720.79 1.578 × 10−2 5.895
NPL 10 −6005.91 −6975.85 1.406 × 10−2 3.829

statistical values respect to the PLs, but improves clearly the
reconstruction of the high current data distribution (KLDNPL =
0.1258, while KLDPL1 = 0.3210 and KLDPL2 = 0.7478). A
second and more relevant test has been performed, by non-
linearly fitting the various models using data of smaller devices
and testing the results with JET data. Since the PL1,2 models
have the same variables, only one fit has been performed
and labelled as PLs. The non-linear fits for the PLs and the
NPL have been performed using the weights obtained by the
percentiles method described above. The PLs perform slightly
better on the small machines (MSEPLs = 3.322 × 10−4 s2 and
KLDPLs = 0.0516; while MSENPL = 3.531 × 10−4 s2 and
KLDNPL = 0.0689), but when the scaling are applied to JET
data, the superiority of the NPL model in terms of the indicators
considered can be clearly seen; the fitted models are reported
in table 6 and their statistical estimators for JET data in table 7.

The higher extrapolation capability of the scaling
expressions in NPL form motivates a revision of the expected
performance in terms of confinement time for ITER. Using the
equations of table 4, the predicted value of the confinement
time for ITER (ne = 10.3 1019 m−3, κa = 1.70, Ip =
15 MA, R = 6.2 m, P = 87 MW) is about 2.963.46

2.53 seconds
to be compared to the 3.63.13

4.14 seconds of the traditional
extrapolations obtained with power law scalings (IPB98). The
non-linear scaling expression foresees a similar value but
slightly lower confinement time for ITER compared to the
traditional scaling expressions. The two estimates agree within
the confidence intervals but would tend to diverge more for
larger devices such as DEMO. This is due to the effect of the
saturation term, which tends to be more significant at higher
densities.

5. Results in terms of dimensionless quantities

The procedure described in section 3, consisting of symbolic
regression plus non-linear fitting, has been also applied to
the ITPA database in terms of dimensionless variables. The
best scaling expression obtained is given by the following
equation (3) and will be referred as AdNPL from now on:

τ · ωci = (1.13)1.15
1.11 · 10−6 · κ

1.932.12
1.70

a β0.370.41
0.33M0.570.67

0.46

ρ2.192.22
2.16ν0.400.42

0.39q0.160.23
0.08

−0.072−0.060
−0.085 · κ

1.181.40
0.94

a

+ − 0.009−0.006
−0.011 · q1.081.21

0.94 + 0.150.17
0.13 · M0.070.19

−0.05 . (3)

Figure 6. Residuals of the AdNPL model of τ · ωci in terms of
dimensionless independent variables.

This time, in addition to a traditional power law factor,
some saturation terms are included which are now additive.
With regard to the dimensionality, it should be observed that
all the additive terms are dimensionless and therefore the
multiplicative constants are pure numbers.

To appreciate better the quality of the scaling
expression (3), the residuals have been plotted in figure 6,
which shows that their pdf can be quite well approximated
with a zero centred Gaussian. It is worth emphasizing that
regressing in terms of these non-dimensional quantities is
another added value of our proposed methods. The used ITPA
database presents too many collinearities and the term τωci is
not sufficiently independent from the dimensionless quantities
to simply apply log regression. Since, as will be shown
later, the new scaling given by equation (3) provides the same
confinement time for ITER as the one using the dimensional
quantities, this fact increases significantly the confidence in
the obtained results.

Relation (3) has been compared with some of the most
credited scaling expressions reported in the literature. In
particular the two formulations chosen for the comparison are
given in [15].

Since they have been derived starting from PL1 and
PL2 [15], they have been respectively labelled as AdPL1,
equation (4), and AdPL2, equation (5), from now on. Equation
AdPL1 is:

τ · ωci = 7.214 × 10−8 · M0.96ε0.73κ3.3
a

ρ2.70β0.90ν0.01q3.0
(4)

Again, to better appreciate the quality of the scaling expression,
the residuals have been plotted in figure 7, which shows that
their pdf cannot be well approximated with a zero centred
Gaussian.
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Figure 7. Residuals of equations AdPL1 and AdNPL.

Figure 8. Residuals of equations AdPL2 and AdNPL.

Table 8. Statistical estimators used to qualify the scalings reported
in terms of dimensionless quantities.

k AIC BIC MSE KLD

AdPL1 9 −1650.59 −2533.00 0.5518 0.3316
AdPL2 9 −6034.11 −6744.95. 0.1157 0.1875
AdNPL 14 −13 833.82 −13 758.91 0.715 × 10−2 0.0567

The other main scaling expression suggested in [15] is
AdPL2:

τ · ωci = 1.836 × 10−8 · M0.49κ3.34
a

ρ2.67β0.57ν0.14q1.84ε0.19
. (5)

Also in this case the indicators are significantly worse than
those of the equation in AdNPL form. The lower quality of
this model for the interpretation of the ITPA database is easy to
appreciate by inspection of the residuals reported in figure 8.

Finally table 8 summarizes the statistical estimators of the
models expressed in terms of dimensionless quantities above:

The extrapolation capability of the non-power model has
been tested as well. Again the non-linear fits have been

performed on the subset of data where all the JET’s entries
have been removed and the fitted model can be found in
table 9. The subset of data used to fit the free parameters
of the AdNPL model considered contains 1411 entries. For
the power law scaling, the original expressions, obtained over
the entire database, have been retained (equations (4) and (5)).

The statistical estimators described above (AIC, BIC,
MSE) have then been computed using the subset of JET’s data
previously removed. The results are reported in the table 10,
from which the superior extrapolation capability of the AdNPL
scaling is evident in all indicators.

It is worth pointing out that the power law scalings
AdPL1 and AdPL2 were derived in [15] using the entire
database, including JET data. The fact that the new scaling
expression AdNPL, derived by applying our approach only to
the smaller devices, manages to extrapolate to JET better than
such scalings is another very important proof of the quality of
the new proposed methodology.

The quality of the AdNPL scaling and its good
extrapolation behaviour to JET data have motivated the
analysis of its estimate for ITER. In the following table 11,
the prediction of the AdNPL scaling expression for ITER is
compared to the ones of the other two AdPLs scalings from
the literature. Moreover, fixing the ITER’s parameters, the
trends of equations (3), (4) and (5) with the elongation κa and
plasma volume have been reported in figure 9.

Another observation, which confirms the quality of the
results obtained with the proposed methodology, is the general
agreement between the estimates of the confinement time
obtained both in terms of dimensional and dimensionless
quantities. Indeed both scalings, NPL and AdNPL, provide
in general very similar estimates of the confinement time
over the experimental database available. This is shown
graphically in figure 10, which reports the energy confinement
time estimated by the expression NPL versus AdNPL. Also the
extrapolation to ITER of the two scaling expressions are very
similar as reported in figure 11. This remarkable agreement
not only increases the confidence in the results but also
highlights another advantage of the proposed methodology. As
mentioned at the beginning of the section, in the literature the
scaling expressions as functions of dimensionless quantities
are typically derived by simple mathematical manipulation of
the ones expressed in terms of dimensional quantities. They
are therefore not the results of an independent exercise in
regression. This is due to the limits of the databases, which
present too many collinearities and dependencies of τ from the
regressors when expressed in dimensionless form. Indeed the
technique used to derive power laws, log regression, is based
on the following assumptions: (a) no dependencies between
the independent variable and the regressors, (b) no collinearity
between the regressors and (c) normal distribution of the
uncertainties (error bars) in all the variables. The available
datasets typically do not satisfy any of these conditions.

On the other hand, symbolic regression is not based on the
assumptions of log regression. It is has indeed been tested with
a series of numerical tests that the methodology proposed in
this paper is robust against the aforementioned limitations of
the available databases. A confirmation can be also obtained
by the inspection of the obtained models, which are statistically
much better than the ones in power law form obtained by
rearranging the dimensional scalings.
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Table 9. Non-dimensional non-power law model (AdNPL) fitted on the subset of data without JET entries.

AdNPL (1.13)1.16
1.11 × 10−6 · κ

1.571.82
1.33

a β
0.290.35

0.24 M
1.001.22

0.78

ρ
2.172.24

2.11 ν
0.390.41

0.36 q
0.550.65

0.45
− 0.062−0.053

−0.070 · κ
0.760.97

0.55
a + −0.007−0.004

−0.009 · q0.720.91
0.53 + 0.130.14

0.12 · M−0.060.03
−0.15

Table 10. Statistical estimators for the extrapolation to JET of the
dimensionless scaling expressions According to all statistical
indicators AdNPL outperforms the traditional power laws.

k AIC BIC MSE KLD

AdPL1 9 −294.94 −1102.55 79.905 × 10−2 0.573
AdPL2 9 −2435.49 −3072.78 17.226 × 10−2 0.283
AdNPL 14 −5610.85 −5723.52 1.756 × 10−2 0.230

Table 11. Comparison of the extrapolated confinement times to
ITER.

Equation τ(s)

AdNPL 2.973.16
2.78

AdPL1 3.66
AdPL2 3.29
NPL 2.963.46

2.53

The saturation terms tend to smooth the trend of the
confinement time when the quantities approach ITER’s values.
In particular, as can be seen clearly in figure 9, the AdPL1 and
AdPL2 foresee a quite abrupt increase of τ close to ITER’s
values of various quantities, outside of the range where there
can be any experimental confirmation of such an improvement.
This is a general and quite problematic behaviour of all power
law scalings.

6. Discussion, conclusions and further
developments

In this paper, symbolic regression via genetic programming has
been applied to the derivation of empirical scaling expressions
for the energy confinement time in Tokamaks. The analysis
has been particularized for the H-mode of confinement in
terms of both dimensional and dimensionless quantities. The
examples used for the present investigation belong to the ITPA
international database, which include all of the most relevant
machines in the world.

Contrary to the main results reported in the literature, the
obtained empirical scalings are not in the form of power laws.
Indeed they present either multiplicative or additive saturation
terms.

These new expressions have been obtained with a
methodology, symbolic regression via genetic programming,
which generalizes previous attempts to find non-power law
scalings [17–22]. Indeed in the previous studies devoted to
non-power law scalings, the mathematical form of the scaling
expressions had been assumed ‘a priori’ from empirical
or theoretical considerations. On the contrary, using the
techniques presented in this paper, even the mathematical
forms of the scalings are purely data-driven, being selected
by symbolic regression on the basis of the fitness function.

The superior quality of these new scalings, compared
to the traditional power laws, has been demonstrated first
of all with the help of a series of statistical indicators. To

Figure 9. Comparison of AdPL1,2 and AdNPL scaling behaviour
with the elongation and plasma volume at ITER’s parameters. The
plasma volume has been chosen because it enters into other three
dimensionless quantities; β, ν*, ρ*.

complement this analysis, the extrapolation capability of the
new scalings has been verified by dedicated investigations of
different groups of devices (small and large machines) and
of different parameters ranges (low and high currents). On
the basis of the new found scalings, the confinement time
to be expected in an ITER class device is about 20% lower
than the predictions of the traditional power laws. This is due
to the excess rigidity of the power law scalings (irrespective
of the fact that they are express in term of dimensional or
dimensionless quantities), which probably tend to overestimate
the confinement time in the case of large extrapolations. In any
case, for ITER the estimates of the non-power law scalings and
the IPB98 overlap within the confidence intervals. However,
the difference is more significant for the generation of devices
of the size of DEMO. This is due to the fact that the saturation
term tends to become more important the larger the device.

On the other hand, the effect of the saturation with
increasing density can be seen even in the present largest
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Figure 10. The estimates of the scaling expressions NPL and
AdNPL for the entries of the ITPA database. The general agreement
between the two empirical scalings is evident since they do not
present any systematic discrepancy.

Figure 11. Comparison of NPL and AdNPL scalings with
elongation at ITER’s parameters.

devices, particularly JET, as shown in figure 12, which shows
a comparison of the NPL scaling expression, found using the
ITPA database with the usual DB3 selection, and the traditional
IPB98 and EIV scalings. From the point of view of the physical
interpretation, in our opinion the available database is not
of sufficient quality to derive detailed conclusions. Anyway,
this saturation seems to be linked to the plasma collisionality;
above a certain level of this parameter, the confinement does
not continue to improve with density as a power law. The
more flexible symbolic regression identifies this dependence
on collisionality as a saturation term, instead of an inverse
power as is the case for the power law scalings IPB98(y,2) and
EIV (see their dimensionless version reported in equations (4)
and (5)). This saturation of the confinement with density is
in line with the evidence reported in [16]. On the other hand,
the available database does not contain a sufficient scan in
triangularity to determine how this effect would be affected
by the plasma shape, as was found again in [16] (the average

triangularity in the ITPA database is only 0.22 with a σ of
about 0.1).

With respect to future developments, the obtained results
are expected to provide significant inputs to the developments
of physics based models of the energy transport [23–25].
Indeed the validation of transport models is one of the main
scientific drives of research in JET, given the programme of
experiments with different fuel mixtures on the route to the next
D–T campaign. In this perspective, the proposed technique
should be also applied to new databases, explicitly conceived
to study the confinement in metallic devices. Indeed, even if the
devised methodology is very powerful and the obtained results
are statistically quite sound, these data-driven methods can
learn only what is contained in the data. Therefore, particularly
in the perspective of providing reliable extrapolations to
ITER, specific and more updated databases should be built,
to take into account the recent progress in the development
of scenarios and the effects of the different wall materials.
Dedicated studies should also address the issue of finding the
most appropriate experiments to be carried out in order to
discriminate between the various scalings, beyond what can
be done with a statistical analysis of the presently available
data sets. In this direction, certainly JET operation at high
current with the new ITER Like Wall [26] should receive high
priority, since validated data for optimized discharges around
4 and 5 MA is completely missing. A full D–T campaign in
JET should also provide essential new information and allow
answering most of the questions remained open after the DTE1
in 1997 [27].

The same methodology, which is absolutely general, can
also been applied to other problems, since almost all the scaling
expressions in the Tokamak community are expressed in terms
of power laws. It is also worth mentioning that the developed
technique of symbolic regression via genetic programming
can also been used to extract symmetries and invariants from
experimental databases [8]; therefore one natural application
could be the validation of the dimensionless variables which
are normally used to investigate the energy confinement in
Tokamaks. Indeed the dimensionless quantities normally used
in the literature, and therefore adopted also in this paper,
have been derived from theoretical considerations but their
adequacy has never been experimentally verified.

Appendix A. Symbolic regression via genetic
programming for the identification of scaling
expressions and their selection

As mentioned in the introduction, this paper describes the
application of advanced techniques of symbolic regression
(SR) via genetic programming (GP) to the problem of deriving
scaling expressions for the confinement time from large
databases. The main advantage of the proposed approach
consists of practically eliminating any assumption about the
form of the scaling expressions. The methods developed
indeed allow identifying the most appropriate mathematical
expression for the regression equations, the so called best
unconstrained empirical model structure (BUEMS), and to
demonstrate that it has the potential to better interpret
the present experimental data for the confinement time in
comparison with power laws (PLs).This appendix describes
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Figure 12. Scaling with the density for JET: = 2.239 T; I = 2.2 MA; M = 2.0; P = 10.129 MW; R = 2.917 m; ε = 0.321; ka = 1.589.
The green line is the new non-power scaling, obtained applying the DB3 selection to the entire ITPA database.

the mathematical basis of the tools implemented to perform the
analysis used in the rest of the work. SR via GP is described
in some detail in section A.1. The statistical criteria to qualify
the obtained scaling expressions are described in section A.2
and the non-linear fitting procedures are briefly introduced in
section A.3.

A.1. Genetic programming for database exploration

As mentioned before, the main objective of SR is to identify, for
a given finite dataset, a class of appropriate model structures to
describe the system under study without ‘a priori’ hypotheses
(BUEMS). Solutions of varying levels of complexity can be
generated and evaluated to obtain the best trade-off between
accuracy and computational complexity. In this study, SR
analysis has been performed using a genetic programming
approach. SR via genetic programming is a non-parametric,
non-linear technique that looks for both the appropriate model
structure and the optimal model parameters simultaneously [8].
This approach provides a natural extension of the traditional
linear and non-linear regression methods that fit parameters
to an equation of a given model structure.GP is a systematic,
domain-independent method that merely creates and searches
for the best individual computer program (CP), i.e. the best
mathematical expression for modelling the available database,
among several possible randomly generated ones. The basic
steps in a GP algorithm are shown in figure A1. The first step is
the generation of the initial population of CPs (formulas in our
case) and then the algorithm finds out how well an element of
the population works according to some appropriate metrics.
This performance of each model is quantified by a numeric
value called fitness function (FF). In the second phase, as with
most evolutionary algorithms, genetic operators (reproduction,
crossover and mutation) are applied to individuals that are
probabilistically selected on the basis of the FF, in order
to generate the new population. That is, better individuals
are more likely to have more child elements than inferior
individuals. When a stable and acceptable solution, in terms of
complexity, is found or some other stopping condition is met
(e.g. a maximum number of generations or a tolerated error
limits are reached), the algorithm provides the solution with
best performance in terms of the FF.

Figure A1. The basic flow chart of symbolic regression via genetic
programming for the best unconstrained empirical model selection.

In this work, CPs are composed of functions and terminal
nodes and can be represented as a combination of syntax trees,
see figure A2. The function nodes can be standard arithmetic
operations and/or any mathematical functions, squashing terms
as well as user-defined operators. The function nodes included
in the analysis performed in this paper are reported in table 1.

The terminal nodes can be independent variables or
constants (integer or real). An example of a program
representing the expression 3·P +B ·I 0.5 is shown in figure A2.
In this particular case, the function nodes set (F) is composed
of multiplication, power, addition F = {∗, +, ∧}.

The terminal nodes set (T) in this example is composed of
three variables and two constants T = {B, P, I, 3, 0.5}. The
functions and terminals must satisfy two important conditions,
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Figure A2. An example of syntax tree structure for the function
3 · P + B · I 0.5. The function operator nodes (green) and the variable
or constant nodes (red) are reported.

Figure A3. Crossover operation in genetic programming. (a) and
(b) are the two selected models of the population used to produce
the models (c) and (d) of the following iteration. The grey areas
intersect the black branches, randomly selected during the genetic
operation. Then all the leaves attached to these branches are
swapped to produce the offspring (c) and (d).

in order to find an appropriate representation of the problem.
These conditions are the closure property and the sufficiency
property. The closure property includes protection of the
function set and the terminal set against all inadmissible
argument values, e.g. protection against negative square roots,
division by zero, etc. The sufficiency property consists of the
selection of the appropriate functions and terminals to solve
the problem at hand.

The initial population of CP is formed by stochastic
combining functions and terminals nodes and then it is evolved
stochastically, generation by generation, to be converted into
new, better populations. As mentioned before, evolution is
achieved by using genetic operations such as reproduction,
crossover and mutation. Reproduction involves selecting the
program from the current population and allowing it to survive
by copying it into the new population. The crossover operation
involves choosing nodes in two parent trees and swapping
the respective branches thus creating two new offsprings.
Figure A3 illustrates the crossover operation. For example, if

the expressions for parent I (a) and parent II (b) are as follows
before crossover:

Parent I :
ε · (B − R + 1)

n
; Parent II : 3 · P + B · I 0.5

the resulting offsprings (c) and (d) after the crossover
operation are:

Offspring I :
ε · (B − R + 1)

B · I 0.5
; Offspring II : 3 · P + n.

A mutation operation consists of selecting a random node
from the parent tree and substituting it with a newly generated
random tree within the terminals and functions available.

As with most data-driven modelling tools, special
attention must be paid to avoid overfitting the candidate models
to the provided data. In this work, various forms of parsimony
have been introduced and they operate at least at three different
levels [9]. Already at this stage of building the trees, a
method has been implemented which optimizes both fitness
and syntax tree size. The shortest individual, the one having
fewer nodes in its tree, is selected as the winner when two
individuals are equally fit. This technique is particularly
effective in controlling code dimension bloat, which is a
phenomenon consisting of an excessive syntax tree growth
without a corresponding improvement in fitness.

The first step in GP consists of selecting the initial
population and therefore, together with the choice of the basis
functions and operators, defines the search space, or phase
space, which the algorithm will explore. This includes all
the CPs, i.e. candidate BUEMS, which can be constructed
by composing the initial population in all possible ways. In
order to assure that the most appropriate solution is found, it is
important to start with a sufficiently large initial population.
Of course there is no theoretical criterion for determining
the appropriate size of the initial population but a practical
approach consists of increasing it until no significant new
solutions are identified. At this point one can reasonably
assume that the limitations are due to the database available
more than to the exploratory technique. In its turn, the FF
allows knowing which elements are appropriate to model the
system under study. Fitness can be measured in many ways.
To derive the results presented in this paper, the AIC criterion
has been adopted [10] for the FF. The AIC form used is:

AIC = 2k + n · ln (RMSE) . (A1)

In equation (A1), RMSE is the root mean square error, k is
the number of nodes used for the model and n the number of
ydata provided, so the number of entries in the database (DB).
The FF parametrized above allows considering the goodness
of the models, thanks to the RMSE, and at the same time their
complexity is penalized by the dependence on the number of
nodes. It is worth pointing out that the better the model, the
lower its AIC. This is the second level of protection against
overfitting. Another relevant comment regards the choice of
the RMSE to determine the quality of the fit of the various
models. This choice is driven by the fact that the RMSE
satisfies very general statistical properties. In particular, it
can be easily demonstrated that the RMSE is an unbiased
estimator that maximizes the likelihood of the results in the
case of Gaussian errors. This is the main reason why the

12
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RMSE is so widely used in the statistical community [11, 13];
moreover its unbiased character makes the RMSE the best
candidate to the present application, meant at verifying what
is the most suitable mathematical expression for the scaling
expressions. Indeed these classical statistical properties are
not satisfied by the alternative indicators used in the literature
and based on the logarithmic or relative deviations between
the models and the data [15]. The choice of these alternative
indicators was motivated by the ‘a priori’ choice of trying to
fit power laws to the data and they are not the most adequate
alternative for a more general exploration of the databases,
as undertaken with the methodology proposed in this paper.
Moreover these alternative indicators, based on the logarithmic
or relative deviations, tend to penalize the contributions of
large devices, in particular the entries of large τ (due to the
saturating trend of the log function). This is not advisable in
the case of extrapolations to ITER. Indeed the examples at large
τ are already only a minority and if anything their importance
should be emphasized and not reduced, as it happens if the
quantity to be minimized by the fit is not the RMSE but it is
proportional to log τ . In any case, it is also worth mentioning
that more advanced but statistically sound indicators for the FF
have been developed, in particular to better take into account
both the distribution of the residuals and the errors in the
measurements. Particularly powerful is the method of the
geodesic distance on Gaussian manifolds [22]. On the other
hand, it has already been checked that the implementation of
such more sophisticated techniques to the ITPA database would
not alter in any significant way the conclusions of the present
paper.

A.2. Final model selection

However, the best result provided by the algorithm is not
necessarily the best solution to the given problem. A more solid
output can be found computing the Pareto frontier (PF). The PF
is another tool designed to find the best compromise between
the complexity of the models and the quality of their fit to the
data. The complexity of the models is quantified by the number
of nodes they contain; their goodness of fit is given by a suitable
quantifier, the Bayesian information criterion (BIC) in our case.
The PF is a plot of the BIC versus the complexity of the models.
Typically, for each level of complexity, the three best models
(according to BIC) are retained. Therefore, the PF is a reduced
collection of BUEMS where each element represents the best
models (according to the FF) for the subgroup of individuals
having the same number of nodes. The PF is then visualized
as reported in figure A4, plotting fitness versus complexity.
The final solution, i.e. the required model, is finally chosen
looking at the saturation part of the PF curve, after which an
increase in the complexity of the models does not translates into
a significant improvement in their quality (does not translate
into a significant reduction in the BIC). This is the third level
of protection against overfitting and allows finding a trade-off
between the goodness of fit and complexity.

As mentioned, in order to increase confidence in the
selection, these models are classified using a Bayesian
criterion. Indeed, while the AIC criterion is used for the FF, the
BIC is used for the PF to increase the generalization capability
of the model selection. The BIC form used is:

BIC = n · ln
(
σ 2

(ε)

)
+ k · ln(n), (A2)

Figure A4. The plot shows an example of a Pareto frontier: the best
models are plotted inn green (the whole pool of models is in blue).
In our case, fitness is quantified by the BIC indicator and complexity
by the number of nodes in the model.

where ε = ydata − ymodel are the residuals, σ 2
(ε) their variance,

calculated with respect to the mean of the residuals, and the
other symbols are defined in analogy with the AIC expression.
Again the better the model, the lower its BIC.

With regard to the use of the two indicators AIC and BIC,
it should be noticed that AIC is typically defined in terms of
the sum of the square residuals (the application of the square
root is immaterial). BIC is traditionally defined in terms of the
variance, in which the difference is taken from the average of
the residuals. So conceptually the two indicators are different
and it is reassuring when, as in our analysis, they both give
the same response on the quality of the models. We would
also like to point out that, in any case, minor variations in the
definition of these criteria are immaterial since the absolute
values of the indicators are not important and what matters is
the relative ranking of the models (which we have checked is
unaffected by differences in the definitions).

The confidence and the stability of the chosen BUEMS are
also important aspects of the analysis. To achieve this goal,
several runs of SR via GP are launched varying the maximum
number of trees and varying the initial population size. The
analysis is performed along the lines previously described each
time and in this way the chances of finding a good BUEMS
are enhanced. To reduce the probability that relevant solutions
are missed, a typical approach (the one that we have adopted)
consists of increasing the number of trees and enlarging the
initial population until the results are consistent and not vary
with these parameters. In general, the models discussed in this
paper have been selected out of a population of about 200 000
BUEMS.

A.3. Non-linear fitting

Once selected the best model with symbolic regression as
described in the previous section, a non-linear fitting technique,
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discussed briefly in this section, has been applied to improve
the behaviour of the BUEMS on the data. Basically SR via
GP is used to determine the functional form of the BUEMS
and then the exact parameters of the models are determined
by the non-linear fitting. Indeed optimized routines for
non-linear fitting exist, which guarantee good results and
are computationally efficient. They also provide confidence
intervals for the parameters of the models. It is worth
mentioning that the previous criteria, AIC and BIC, used to
quantify the quality of the models, have been computed for the
non-linearly fitted models.

The algorithm implemented for the non-linear fits
[11, 23, 24, 25] aims at finding the best parameters �c
minimizing the sum of squares of the residuals:

min
LB��c�UB

[ ∑
(�ε(�x; �c, �c0))

2
]

= min
LB��c�UB

[ ∑
(�ydata(�x) − �ymodel(�x; �c, �c0))

2
]
. (A3)

The algorithm uses a trust region method based on an interior
reflective Newton method. In equation (1) �c0 stands for the
vector of initial conditions provided by the genetic algorithm,
the upper bounds (UB) and the lower bounds (LB) define
instead the ranges of variation where the requested parameters
�c can be found and are obtained after the first iteration. Those
boundaries correspond in fact to the 99% of confidence level of
their initial conditions �c0. The recursive procedure developed
prevents the parameters to exceed those initial boundaries;
moreover it determines the stability of both constants and
exponents in �c to reach convergence. For this reason, a
tolerance of 10−6 has been set for the difference between
the values assumed by the fitted parameters between two
successive iterations. Once the difference falls below the
previous value, again the Jacobian and the residuals are used to
estimate the parameters’ confidence levels (95%). Finally, the
weights (previously calculated in the first step of the procedure)
can be easily applied by multiplying each term in the previous
sum by the required weight.

Once fitted, in order to increase the generalization of the
analysis and to make easier the comparison between different
models, the RSS (sum of squared residuals) is used instead of
the RMSE in equation (A1) and at the same time the number
of parameters (p) plus one replaces the number of nodes for
the complexity (k) both in equation (A1) and in equation (A2),
so k is k = p + 1.

The best BUEMS, after the non-linear fitting, are
then qualified by an additional estimator, the Kullback–
Leibler divergence (KLD), calculated using the kernel density
estimation (KDE) [12]. The KDE is the representation of
the continuous probability distribution function of the selected
model p(�ymodel (�x)) and of the experimental data q(�ydata(�x)).
Then the aim of the KLD is to quantify the difference between

the computed KDEs, in other words to quantify the information
lost when p(�ymodel (�x)) is used to approximate q(�ydata (�x))

[13]. The KLD is defined as:

KLD (P ||Q) = ∫ p (x) · ln (p(x)/q(x)) dx, (A4)

Where the symbols have been defined as above. The Kullback–
Leibler divergence assumes positive values and is zero only
when the two pdfs, p and q, are exactly the same. Therefore
the smaller the KLD is, the better the BUEM approximates the
data, i.e. the less information is lost by representing the data
with the model.
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I. INTRODUCTION

The measurement of plasma quantities is a difficult
task since the plasma cannot be treated like normal
material. The properties of a plasma with an elec-
tron density ≤ 1× 1020 m−3 and temperatures up to
several keV asks for sophisticated probes. Any mea-
surement of plasma quantities with solid probes will
yield interactions with the plasma and cause a pertur-
bation of the measured quantity. Inside a hot plasma
those methods are not applicable, since they cause
a contamination which, on the long run, ends in a
disruption of the plasma. Therefore it is necessary
to use optical properties as refraction and reflection
as tool for plasma diagnostic. Plasmas in fusion ex-
periments are transparent when looked with human
eyes. However, choosing the right wavelength where
refraction effects are large, plasma properties can be
accessed. The propagation of millimetre and sub mil-
limetre waves in a plasma is quite sensitive to re-
fraction and reflection. In addition those waves are
less demanding regarding their installation require-
ments on fusion facilities either tokamak or stellera-
tor due to the little space requirements. Microwave
radiation can easily be guided in wave guides, either
oversized or fundamental ones, which can be bend
around corners and which widens the area of opera-
tion. Furthermore due to the rapid growing applica-
tion in telecommunication, active as well as passive
microwave components have become less expensive
and more powerful.
Refraction and reflection allows to obtain informa-
tion on the plasma density from the refractive index,
when actively probed by microwaves. An other way
of diagnosing a hot plasma is the measurement of the
emitted radiation in the microwave range. With both
methods main plasma parameters as the electron den-
sity and the electron temperature can be measured
quite accurate and reliable. However, also the mea-
surement of fluctuations in density and temperature
and the determination of the plasma current density
are possible with sophisticated microwave diagnos-
tics. Using more than one observation location and
performing cross correlation analysis yields informa-
tion on the propagation of the plasma and the prop-
erties of turbulent structures can be achieved under
certain assumptions. Those measurements contribute
a lot on the understanding of turbulent transport and

the interaction of different scales from microscopic
(turbulence) to macroscopic (flows).
In the following section the propagation of electro
magnetic waves in a plasma is reviewed. Sections III
to VI are devoted to different diagnostic techniques.
Section VII gives an outlook on future applications.

II. THE DISPERSION RELATION FOR THE
PROPAGATION IN PLASMAS

Starting point is the Appleton–Hartree equation [1]
which relates the refractive index N to the probing
frequency ω.

N2 = 1− A · (1−A)

1−A− 1/2B2sin2θ ± C
(1)

A =
ω2
pe

ω2
; B =

ωce
ω

C =
[(

1/2B2sin2θ
)2

+ (1−A)
2
B2cos2θ

]1/2
Here ωpe denotes the plasma frequency and ωce the
cyclotron frequency:

ωpe =

√
nee2

ε0me
; ωce =

eB

meγ
(2)

γ takes into account relativistic effects, e denotes the
electron charge, me the electron mass, ne is the elec-
tron density andB the local magnetic field. The angle
θ in Eq. 1 denotes the angle between the wave vector
and the magnetic field.In the case θ = 0 the propa-
gation is parallel to the magnetic field. For θ = π/2
we have a perpendicular propagation. In this case
two solutions for the refractive index are possible, de-
pending on whether the electric field vector of the
wave E is parallel to the magnetic field (O–Mode)
or perpendicular (X–Mode). The refractive index for
both cases is given in equ. 3.

O −Mode N2 = 1−
ω2
pe

ω2
(3)

X −Mode N2 = 1−
ω2
pe

(
ω2 − ω2

pe

)
ω2
(
ω2 − ω2

pe − ω2
ce

)
All microwave diagnostics studying the propagation
of millimetre waves are based on these equations, re-
gardless of being applied in fusion plasmas, weather
broadcast, or climate research.
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III. INTERFEROMETRY

A standard tool for measuring the electron density
ne within a plasma is an interferometer. In this
case we have the refractive index for X–Mode which
is investigated with the additional assumption that
ωce/ω � 1, neglecting the effects of the magnetic
field. The measurement of the electron density is
done by comparing the phase change of two wave
trains, one travelling through the plasma, and an-
other travelling through vacuum or air and which is
used as reference. The phase change for a given wave
number k an frequency is then given by:

∆Φ =

∫
(kplasma − k0)dl =

∫
(N − 1)

ω

c
dl (4)

The above equation can be rewritten with the use of
the critical electron density nc at the cut–off layer
where N = 0. From Eq. 2 we achieve the critical
density as

nc =
ε0meω

2

e2
(5)

yielding for the phase change:

∆Φ =
ω

c

∫ (√
1− ne

nc
− 1

)
dl

≈ ω

2cnc
·
∫
nedl (6)

Here, it has been assumed that ne � nc, truncating
the expansion of the square root expression after the
first term. Such a phase change can be measured by
an interferometer.
Several types of interferometers exist. Two arm in-
terferometer like Michelson Interferometer or Mach-
Zehnder-Interferometer (Fig. 1) and multiple beam
interferometer as Fabry–Perot–Interferometer.

Beamsplitter MirrorLight Source

Plasma

Detector

Detector

Figure 1: Schematic view of a Mach–Zehnder Inter-
ferometer

The major difference between the Michelson– and the
Mach–Zehnder–Interferometer is the fact that the ref-
erence as well as the plasma path are only passed once
in the Mach–Zehnder set–up. Two major drawbacks
of all those types of interferometer are:

• The ambiguity of phase changes for ∆Φ = n · π

• Amplitude variations due to refraction or absorp-
tion of the beam

To overcome those problems the frequency of the ref-
erence wave is shifted with a rotating grating. The
detector will mix the two incoming frequencies from
the plasma path ω1 and the reference path ω2 and
yield an intermediate frequency ∆ω0 = ω1−ω2 and its
higher harmonics. Such a detection scheme is called
a heterodyne receiver. An additional phase change
due to the plasma yield ∆ω = ∆ω0 + dΦ/dt. This
allows a distinction between positive and negative
phase changes.
To allow for interferometric measurements of ne the
following conditions have to be fulfilled.

• Sufficient power level for splitting the beam into
radial separated chords and enough to detect at
the same time 1 % modulation with a time reso-
lution ≤ 100 µs

• No cutoffs or resonances in the plasma for the
desired frequency deduced by the maximum ne
which can be achieved

• Small angular deviation of the beam (α ≤
10 mrad)

An interferometer–polarimeter of Mach-Zehnder
type [3] using a HCN-laser operating at a frequency
of 800 GHz was installed at TEXTOR (see Fig. 2)
where the signals are detected by pyroelectric detec-
tors. As can be seen from Eq. 6 the interferometric
phase shift is integrated along the line of sight yield-
ing line averaged densities. However, of importance
is the local electron density and its profile. To fulfill
an accurate calculation of the local density from the
phase shift, tomographic methods have to be used.
The phase shift has to be measured within a poloidal
cross section of the tokamak with several chords at
different radial position. Therefore assumption about
the shape and symmetry of the plasma have to be
made. With an inversion procedure (Abel–Inversion)
a density profile is calculated.
A draw back of the previous mentioned short wave-
length is the sensitivity to vibrations of the interfer-
ometer frame. Already small vibrations yield a dis-
turbance of the path length and therefore an error
in the phase measurement. To overcome this prob-
lems (i) the optics has to be mounted in a rigid frame
or (ii) two different wavelength should be used. The
shorter wavelength measures the disturbance of the
diagnostic and the longer wavelength measures the
refractive effects due to the plasma. In more sophis-
ticated experiments it is even possible to detect the
disturbance of the path length and try to adjust the
path length by a moving mirror. Another problem
is the bending of the chords. The plasma acts it-
self as a lens. Specially in the case of steep density
gradients at the plasma boundary the changes in the
refractive index will be quite large. As a consequence

397



Figure 2: Schematic view of the nine channel HCN–
interferometer–polarimeter as it was installed at
TEXTOR. The thick lines show the optical path of
the nine vertical, the horizontal and the reference
channels.

the optical path length will increase and yield larger
phase delays or the deviation will result in a loss of
signal. In this case the inversion procedure will re-
sult in density profiles with higher edge densities and
smaller one in the plasma center. From the geometri-
cal point of view a multi chord interferometer is best
suited for devices with circular plasma cross section.
In D-shaped plasma only a few chords can be real-
ized, mainly due to the restricted access from the top
of the vessel. In this case other diagnostics are needed
to calculate the required density profiles.

A. Dispersion Interferometry

The main draw back of a Mach–Zehnder or Fabry–
Perot interferometer is the sensitivity to vibrations,
specially for large devices like ITER and DEMO. This
drawback can be overcome by using a second inter-
ferometer with a different wavelength and operated
at the same path as the first one. or by using a dis-
persion interferometer [4, 5] which is not sensitive to
phase changes due to vibrations. Probing and refer-
ence path use the same geometrical path but at dif-
ferent frequencies. The initial beam at frequency ω
is partly doubled in frequency. Therefore frequency
doubling crystals are used. Both waves at 1st and 2nd

harmonic propagate through the plasma. After pass-
ing the plasma the 1st harmonic is again doubled in
frequency. In a next step the original frequency is fil-
tered out. The interference pattern of the two waves
at 2nd harmonic are detected by a photo detector (see

Fig. 3). The phase difference is the difference be-
tween twice the phase of the fundamental frequency
and the phase of the 2nd harmonic travelling through
the plasma an can be expressed by:

∆Φ =
ω

c

∫
[N(ω)−N(2ω)]dl (7)

With the equation for the refractive index NO the
phase change can be written as:

∆Φ =
3e2

8πε0mec2
λ < nel > (8)

with λ being the probing wavelength and < nel > the
line integrated density. It should be noted that ∆Φ
increases with the used wave length. However, a large
λ will be more limited by refraction. A compromise
for the used wave length is found in CO2-Laser at
28.3 THz corresponding to λ ≈ 10 µm. Such a system
is installed e.g. at LHD [6] for density control. It has
a temporal resolution of 300 µs and a sensitivity of
< nel >min≤ 3× 1017 m−2.

Plasma

Detector

ω

2ω

2ω

Frequency
Duplexer

Frequency
Duplexer

Selective
Filter

Figure 3: Principle scheme of a dispersion interfer-
ometer from [7].

IV. POLARIMETRY

Due to the magnetic field the refractive index is dif-
ferent for the two circular components of a linear
polarized incident wave. In the case of a plasma
current, generating a poloidal magnetic field, the
interferometer–polarimeter set–up shown in Fig. 2 is
sensitive to the parallel component of the poloidal
magnetic field [3]. For a propagation of the wave par-
allel (θ = 0o) to the magnetic field component, the
refractive index can be achieved from Eq. 1 retaining
only first order terms in B, then we get:

N2
X,O ≈ 1−A±ABcosθ (9)

The difference in N causes a different propagation
speed of the O- and X-mode wave, which causes a
rotation of the electric field vector of a linearly polar-
ized wave (Faraday Rotation). This is a rotation of
the polarization plane. The phase change along the
propagation direction (z–axis) is given by:

∆Φ =
ω

c
(NX −NO) z (10)
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The Faraday rotation angle α depends only on Bdl
and ne. It can be expressed by the measured phase
change and making use of Eq. 9 where only the first
order terms in ωce/ω are considered.

α =
∆Φ

2
=

e

2 me c

∫
ne B · dl

ne (1 − ne/nc)
1/2

≈ e

2 me c

∫
1

nc
· neB · dl (11)

This last approximation is valid if the ratio of electron
density to critical density (nc) is less than one. With
the measurement of α the poloidal magnetic field can
be estimated. The approximation is only depending
on nc which itself is a function of the used wavelength
and the magnetic field, so that a numerical approach
can be expressed by

α [degree/cm] = 1.5× 10−17 λ2 [mm]

× ne
[
cm−3

]
B [Gauss] (12)

After the measurement of the poloidal magnetic field
at different radial positions the plasma current profile
j(r) as well as the q-profile can be estimated.

V. REFLECTOMETRY

Reflectometry measurements are based on the reflec-
tion of a probing microwave (ωref ) at a cutoff layer
(Rco) corresponding to a cut-off frequency (ωco). The
phase of the reflected wave contains information on
the position of the cut-off layer and information on
the density fluctuations [8]. At Rco the refractive in-
dex is N = 0 and depends on the polarization of the
launched microwave (e.g. selected by the orientation
of the launching and receiving antenna). The phase
change can be calculated by Eq. 13,

Φ =
2ω

c

∫ Rco

Redge

NX,O(R,ω)dR− π

2
(13)

where c denotes the speed of light and NX,O the re-
fractive index for X– or O–mode polarization as de-
duced from Eq. 3. At the Rco a phase jump of π/2 will
arise. Reflectometry can be done in O–Mode and X–
Mode, respectively. In case of X–Mode reflectometry
NX is a function of the magnetic field and it has the
advantage that ne(r) = 0 at ωco = ωce which offers
a stable initialization condition for the measurement
of density profiles. Another advantage of X–Mode re-
flectometry is the larger access in the radial range of
the density profile. With O–mode reflectometry only
half of the profile can be measured, since a reflec-
tometer can not look behind the horizon. Concern-
ing its accuracy the radial resolution depends on the
density scale length and the fluctuation level. Reflec-
tometry is therefore a good tool for plasma density
profile measurements in the gradient region and for

density fluctuation (turbulence) measurements. The
detection of the reflected signal is similar to interfer-
ometry. The reflected and the reference signal at a
slightly different are mixed. The resulting intermedi-
ate frequency serves together with the carrier as input
for a quadrature detector which produces two output
signals with 90◦ phase difference for each antenna.
An overview on the diagnostic potential of the reflec-
tometry can be found in [9].

Figure 4: Schematic view and principal of the mea-
surement of the heterodyne poloidal correlation re-
flectometer at TEXTOR. Microwave switches not
shown in the figure allow to switch between signals
from top and midplane array.

A. Density Profiles

The determination of the density profile was some-
what difficult in the past due to the large sweep times
of the available microwave generators. The sweep
time of the generators should be less or equal the
life time of the fluctuation which is in the order of
10-20 µs. Today’s technique allows a sweep time less
than 10µs using hyperabrupt varactor tuned oscilla-
tors (HTO) [10, 11, 12]. In this case the fluctuations
can be considered as frozen during one sweep of the
oscillator. For profile measurements both polariza-
tions can be used. Independent from the polarization
the net time delay (τ) is given by:

τ(f) =
dΦ

dω
= fB(

df

dt
)−1 (14)

Here fB denotes the beat frequency of the refer-
ence and the reflected wave and dΦ/dω(f) denote the
group delay. It is essential to know the frequency re-
sponse on the evolution of the generator voltage, be-
cause it causes uncertainties in the estimation of the
time delay. The density profile is reconstructed from
an initialization procedure, which in case of O-mode
could be quite complicated. Furthermore the sam-
pling rate for such a system should be large, so that
the fluctuations can be treated as frozen. In today set
ups a sampling frequency up to 100 MHz and more is
necessary to have a good frequency resolution during
one sweep.

B. Turbulence and Rotation Measurements

In general reflectometry is most sensitive to long
wavelength turbulence. With one launching and re-
ceiving antenna information on the phase fluctuation
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can be retrieved from reflectometry. This can be re-
lated to density fluctuations as long as the phase fluc-
tuation are small and not saturated. However, at
the plasma edge the turbulence level becomes large
and small angle scattering effects disturb the mea-
surement. It makes the estimation of the turbulence
level more complicated and sometimes even impossi-
ble.
The use of more than one receiving antenna sur-
rounding the launcher allows the calculation of cross
correlation as function of the toroidal and poloidal
separation of antennae. The so called Correlation
Reflectometry (CR) is often used to measure tur-
bulence properties. This can be done either by us-
ing (i) an array of antennae measuring at toroidally
and/or poloidally separated positions or (ii) by two
reflectometers operating at different frequencies to
obtain radial information on the turbulence structure
and on the radial transport. A combination of both
methods is possible as well. Using antennae arrays
poloidally or toroidally separated, as shown in Fig. 4,
yield further information on the poloidal or toroidal
structure of the turbulence, e.g. poloidal correlation
length (λ⊥) and decorrelation time (τdc). However,
the propagation time ∆t between receiving antenna
must fulfil the condition ∆t = ∆s/v⊥ ≤ τdc, where
∆s is the distance between the correlated antennae.
In Fig. 5 an example from poloidal CR shows the
complex amplitude and cross phase spectra deduced
from the quadrature detectors.
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Figure 5: (a) Amplitude spectrum obtained from re-
flectometry showing the different fluctuation compo-
nents. (b) The different propagation velocities are
determined from the slopes in the cross phase spec-
trum.

From the complex amplitude spectrum different types
of fluctuations can be recognized. Most pronounced
are broad band fluctuations (BB)and the quasi coher-
ent modes at low and high frequency (QC LF and QC
HF). The different propagation velocities of the quasi

coherent mode are obvious from the different slopes in
the cross phase spectrum. For signals from poloidal
separated antennae the angular velocity (Ωturb) of the
turbulence is measured from the crossphase (Φ) be-
tween the signals from two or more antennae [13].

Ω =
2π α

dΦ/df
, (15)

where α is the angle between the antennae. With the
assumption that the additional phase velocity of the
turbulence is small compared to the poloidal plasma
velocity Ωturb ≈ ΩPlasma is valid. From the knowl-
edge of the diamagnetic drift velocity (vdia) the esti-
mation of the radial electric field Er = (vturb−vdia)·B
where vturb = Ωturb · rc, is possible. Here, rc is the
radius of the flux surface where the reflection takes
place. Furthermore fluctuations in Ωturb can be de-
duced if the sampling frequency is large enough com-
pared to the frequency of the instability under inves-
tigation.
Recently it has been demonstrated that poloidally
and toroidally separated antennae allow the determi-
nation of the inclination angle of the magnetic field
line at rc [14]. The projection of the distance of differ-
ent antennae combinations on the direction of v⊥, B⊥
(see Fig. 6) yield different values for delay time ∆t.
With the assumption of a constant v⊥ the ratio of the
measured delay time is proportional to the magnetic
pitch angle.
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Figure 6: Schematic view of an antennae array. It
shows the projection on the v⊥ axis for combinations
BD and EC.

An alternative method to deduce plasma velocity is
the Doppler reflectometry [15]. Here the plasma ve-
locity is deduced from the Doppler shift of the re-
ceiving microwave. Instead of measuring the 0th or-
der reflection which is used in standard reflectometry
higher order diffraction is used for Doppler reflectom-
etry (see Fig. 7). In most cases a tilted antenna is
used for the launching and receiving microwave. In
this case the tilting angle is adjusted to measure the
-1st order of diffraction and a monostatic antenna ar-
rangement is sufficient. Such an set up is sensitive to

400



certain wave number values (k⊥) depending on the
tilt angle.

k⊥ = 2k0 sinαtilt (16)

Here k0 is the wave number of the probing microwave
in vacuum. If the reflection layer in the plasma is
propagating with a velocity v⊥, a frequency shift of
∆ω = −v⊥ · k⊥ is observed. As for CR, Doppler re-
flectometry is able to deduce the radial electric field
when the phase velocity of the turbulence can be ne-
glected. Doppler reflectometry extents the measure-
ment of turbulence properties to higher k⊥ values
and opens the window to electron temperature gra-
dient driven turbulence. In case several Doppler re-
flectometry systems are operated at different frequen-
cies cross correlation analysis can provide information
on radial wavelength of the turbulence. A challenge

Figure 7: Principle of Doppler reflectometry. The 1st

order diffraction contains information on the propa-
gation of the turbulence.

for Doppler reflectometry is the development of non-
mechanical steerable antennae which can work at dif-
ferent centre frequencies and where a small variation
of the centre frequency causes a wide variation in the
tilt angle.
A further diagnostic mainly to study the small scale
fluctuations is the upper hybrid resonance (UHR)
scattering [16, 17]. The principle relies on the
backscattering of a launched X-mode microwave at
the UHR. After mixing the local and the time delayed
received waves a spectrum is obtained. The ampli-
tude of the spectral components depends on the time
delay between the launched and the received wave
and allows to estimate the wave number of density
fluctuations. At the UHR also a conversion from X-
to O-mode takes place. The backscattered O-mode
component contains information on magnetic fluctu-
ations. If the receiving X-mode antennae is replaced
by a O-mode sensitive horn it is in principle possible
to measure magnetic fluctuations as well.

VI. ECE DIAGNOSTIC

In this section the properties of the radiation emit-
ted by the plasma are investigated. A review on the
theoretical aspects of the propagation of microwave
radiation in a plasma can be found in [18].

The radiation results from gyrating electrons at a fre-
quency ωce,

ωce =
e ·B
me · γ

(17)

where γ is the relativistic mass factor. Due to rela-
tivistic effects the radiation is emitted also in higher
harmonics of ωce. Having a spatial varying toroidal
magnetic field as in a tokamak where Bt ∝ 1/R a
relation between the emitted frequency and the lo-
cation within the plasma is possible. In the case of
a maxwellian energy distribution of the electrons the
intensity of the emitted radiation can be related to
the temperature. The emitted frequency spectrum
can be described by Planck’s equation. In a fusion
plasma h̄ω � kTe is fulfilled and the Rayleigh–Jeans
approximation can be used.

I(ω) = B(ω) =
ω2 · Te

8 · π3 · c2
(18)

The measurement of the intensity of the emitted fre-
quency alone is not sufficient. Also the transport of
the radiation from its point of emission within the
plasma to the observing antenna has to be taken into
account. The transport of the radiation is described
by

dI

ds
= j(ω)− I · α(ω) (19)

where s is the ray path and α the absorption coeffi-
cient and j the emissivity which are itself a functions
of the frequency. The differential equation can be
integrated yielding

I(s2) = I(s1) · e−τ21 +
j

α
· [1− e−τ21 ], τ21 = τ2 − τ1

(20)
where τ is the optical depth defined by:

τ =

∫
α(ω)ds (21)

The absorption coefficient is itself a function of lo-
cal plasma parameters as ne, Te, the polarization of
the wave (e.g. X– or O–Mode) and the harmonic
number. With respects to cut-off’s a suitable mea-
surement of the electron temperature is performed
for X-mode perpendicular propagation θ = 90o. In
this case τ can be calculated from a WKB approach
as outlined in paper by Bornatici [18].
For optical thick plasmas (τ � 1) the first term on
the right side of Eq. 20 becomes small, yielding:

T rade =
ω2 · Te

8 · π3 · c2
·
(
1− e−τ

)
(22)

As mentioned above, the propagation of electron cy-
clotron radiation in a plasma is limited by resonances
and cut–off’s. To find those positions we start from
the Appleton–Hartree relation (Eq. 1) again. As al-
ready known from the first section the refractive index
decides about cut–off and absorption frequencies for
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the propagation in X–Mode. Cut–off and resonances
are depending on the local B– and ne–values. For
N2 = 0 a cut–off will reflect the wave. If N2 = ∞ a
resonance will absorb the wave. As can be seen from
the Eq. 3 for X-Mode propagation perpendicular to
the magnetic field we get the following equation for
cut–off,

ωCO1,2 =

√√√√(2ω2
pe + ω2

ce

)
2

±

√(
2ω2

pe + ω2
ce

)2
4

− ω4
pe

(23)
and for resonances in the plasma we get:

ω = ωpe (24)

ω =
√
ω2
pe + ω2

ce (25)

Figure 8: Cut–offs and resonances for a parabolic ne–
profile and Bt = 2.25 T and nmaxe = 5× 1019 m−3 and
R0 = 1.75 m. Furthermore the first three harmonics
of the electron cyclotron frequency are shown

From Fig. 8 it becomes clear that the 1st harmonic
can not be used for ECE-measurements since ωce ≤
ωpe for 1.8 ≤ R ≤ 2 m. But as long as the ne is
small enough the 2nd harmonic is very well suited
to measure the electron temperature. However for
an increased density the cut–off frequency ωco1 over-
comes the 2nd harmonic. Already when the local ne
reaches 80 − 85% of the cut–off density the 2nd har-
monic intensity drops, because of the divergence of
the antenna beam [19]. In this case the 3rd harmonic
must be used. Disadvantage of this method is that
the plasma is not optical thick for the 3rd harmonic.
Also multiple reflections of the radiation due to the
plasma facing walls have to be taken into account.
Therefore the first term in Eq. 20 is not zero and re-
flections from the wall have to be taken into account.

The reflection coefficient ρ of the wall is material de-
pending. For a wall covered by graphite tiles ρ = 0.7
is achieved [20]. The equation for the estimation of
the temperature has to be modified

T rade =
ω2 · Te

8 · π3 · c2
· (1− e−τ )

1− ρ · e−τ
(26)

This method needs the knowledge of the local electron
density and temperature when calculating the optical
depth. The measurement of Te from 3rd harmonic is
restricted to a small frequency range where the fre-
quency range of 2nd and 3rd harmonic do not overlap
(see Fig. 8). Otherwise a mixture of both harmonics
will be measured and yield wrong Te–values.
The radiation measurement at frequencies above f =
70 GHz is difficult since the amplifier in this frequency
range are noisy and the total amplification of the
signal has to be around 80 dB, due to the low in-
put power. To overcome this problem heterodyne ra-
diometers are used for the measurement of Te. They
have a local oscillator for down conversion of the in-
put frequency. As local oscillators Gunn-diodes made
of GaAs are used because they are stable in fre-
quency and have long lifetime compared with other
microwave sources. The HF–frequency is mixed with
the frequency of the local oscillator, yielding an in-
termediate frequency IF. The IF will pass a narrow
filter with ∆f = 100 − 200MHz. This filter is re-
sponsible for the radial resolution of the radiometer.
The noise temperature of such a radiometer is below
Tsys ≤ 1000 K. Unfortunately it is not possible to
sweep the Gunn-diode over a large frequency range
with constant output power therefore a broad-band
mixer is used which covers the region from 2 GHz
to 10 GHz. With a multiplexer and additional nar-
row bandpass filters Te can be measured at several
frequencies using only one LO-oscillator.This kind of
radiometer has in general a higher noise temperature
of Tsys ≈ 4000 K. A typical example of a modern
ECE diagnostic is shown in fig. 9. The system is
installed at Tore Supra [21] and is operated with 4
local oscillators. The mixer cover a frequency range
of 2 GHz to 18 GHz and after the mixer the signal is
filtered and splits into 8 channels each. In total 32
radial positions can be measured with the system.
Beside heterodyne radiometer Michelson–
Interferometer or a grated polychromator are
used to measure Te. The Michelson–Interferometer
is mostly used to measure the emitted microwave
radiation over a large frequency range (e.g. 1st

–4th harmonic). This is done by a vibrational or
pneumatically mirror in the device, allowing a scan
over a large frequency range within ≈ 10 ms. Since
the power transferred to detector is very small the
detector noise has to be reduced as much as possible
by cooling with liquid helium.

VII. AN OUTLOOK TO FUTURE APPLICATIONS
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Figure 9: Modern set up of an ECE system at Tore
Supra. The black dashed line shows thw separation
between the high frequency and the IF part.

What are the main directions in the development of
microwave diagnostics? The rapid increase in the
development of microwave components for the auto-
motive sector will make standard reflectometry diag-
nostics for today devices more cheap. Together with
smaller antennae correlation measurements of turbu-
lence structures could be realised easier. Further-
more the investigations towards 2-dimensional images
from the plasma in the range of microwave frequen-
cies needs advanced antennae technique. First experi-
ments using ECE imaging are successful implemented
at AUG [22]. Recent investigations of synthetic aper-
ture microwave imaging for passive and active oper-
ation have been started at MAST [23]. The system
operates with a time resolution of 10µs and records
images at 16 different frequencies. With such a sys-
tem propagation as well as the pitch angle of turbu-
lence can be studied
Beside the more technical oriented development new
diagnostic ideas show up as the measurement of the
local magnetic field from the pitch angle or equiva-
lent to measure the ellipticity of the reflected beam
cross-section (the axis is aligned with the magnetic
field) using coherent detection techniques with two
orthogonal components [24].
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PLASMA SPECTROSCOPY
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ABSTRACT

A brief introduction into the spectroscopy of fusion

plasmas is presented. Basic principles of the emission

of ionic, atomic and molecular radiation is explained

and a survey of the effects, which lead to the popu-

lation of the respective excited levels, is given. Line

radiation, continuum radiation, opacity and line broad-

ening mechanisms are addressed. To access the core of

a fusion reactor, active spectroscopic techniques have

been developed, of which charge exchange recombina-

tion spectrosopy and Thomson scattering are treated in

some detail.

I. INTRODUCTION

The beauty of a plasma relies in its optical emis-
sion: being it the Aurora Borealis, a lightning stroke
or even the sunlight. Moreover, observations of spec-
tra from plasma have contributed considerable in the
development of the quantum theory. Finally, the light-
ning industry is fully dominated by the spectral emis-
sion of plasmas. For fusion plasmas, the beauty how-
ever lies much more in the diagnostic relevance itself:
instead of learning about the atomic structure, this
light comprises a wealth of quantitative information on
the plasma environment itself. With appropriate back-
ground knowledge of the emission processes, quantities
like the ion densities, the temperature or current dis-
tribution can be concealed from measuring the spectral
intensity. Figure (1), a typical example of a spectrum
in the VUV wavelength range of a tokamak is suffi-
cient to illustrate this point. The information in the
spectrum is hidden in its parameters: intensity, wave-
length, spectral width and polarization. This lecture
will address the basic features to relate these measur-
able quantities to the plasma parameters of interest.
The instrumentation and techniques employed for these
spectroscopy measurements will be briefly touched, as
are some examples of active spectroscopic techniques.
This lecture is not intended as an extensive review. Ex-
cellent textbooks are already available for that purpose
(for instance [1, 2, 3, 4, 5, 6]).
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Figure 1: Typical example from TEXTOR of the spec-
tral emission in the EUV/VUV wavelength range, for a
standard ohmic discharge after boronisation. From W.
Biel-FZJ

II. RADIATIVE PROCESSES

Plasma spectroscopy deviates from atomic physics
in the fact that it is not the atomic structure of pri-
mary relevance but the dependence of the emission on
the plasma conditions, i.e. the environment of the ra-
diating atom. Therefore, here we assume the electronic
energy structure of the atoms (or ions or molecules) for
granted. Just as a short reminder, for the simplest case
of an electron in a central field of a nucleus of charge Z,
the energy levels Enare given by the Rydberg formula:

En = RyZ
2/n2 (1)

with Ry is the Rydberg constant and n the principle
quantum number. For more electron systems, the same
still holds if n is replaced by neff = n − d, d being
the quantum defect. For molecules, the energy associ-
ated with vibrational or rotational motion adds to the
energy in Eq. 1. External electric and magnetic field
might also contribute to changes in the energy levels
(Zeeman and Stark effect), leading in general to com-
plicated energy level diagrams. A transition between
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two levels Ei and Ej will be accompanied by the emis-
sion (Ei > Ej) or absorption (Ei < Ej) of a photon
with a frequency vij given by:

hvij = Ei − Ej (2)

In a plasma the atoms and ions will undergo transi-
tions between these states through different radiative
and collisional processes. In general the radiative pro-
cesses include spontaneous decay, absorption, stimu-
lated decay, all between bound states and recombi-
nation transition of free electrons into a bound state.
Collisional processes include electron impact excitation
/ de-excitation, impact ionization and three body re-
combination. The spectral intensity distribution of the
plasma depends on the population density of the energy
levels, which in turn depends on the relative weights
and cross-sections of these processes. Whereas in gen-
eral this collisional radiative model is a quite complex
system, some limiting case are discussed here to give
a flavor of the essential ingredients. The first case is
the complete thermal equilibrium. Then the radiation
field has reached the blackbody level (so emission and
absorption are in equilibrium) and the atoms adopt the
Boltzmann distribution between all possible states. In
practice, the radiation field is rather weak and this sit-
uation is essentially never reached. Local thermal equi-
librium (LTE) is less restrictive. Here the condition for
the radiation to be thermal is dropped. For LTE all
population and depopulation processes are in equilib-
rium with their reverse processes. Also in this case the
relative population of states of on atom or ion is given
by the Boltzmann distribution:

ni/nj = gi/gj exp (−∆Eij/kT ) (3)

Where gi,j are the statistical weights of the states par-
ticipating in the transition. For LTE the densities of the
successive ionization stages is then given by the Saha
equation:

neni+1

ni
=

gi+1

gi

[

2m3
e

h

(

2πT

me

)3/2
]

exp
(

− χi
kT

)

(4)

where χi the ionization potential. Also this distribution
holds only for high densities or for high quantum num-
bers, i.e. not the situation we are normally interested
in when diagnosing fusion plasmas. For those condi-
tions the so-called Corona model is a good approxima-
tion. The basic assumption here is that all transitions
to higher levels are collisional (i.e. electron impact exci-
tation, impact ionization or dielectronic recombination)
and to lower levels are radiative (decay or recombina-
tion). So absorption effect or collisional de-excitation
is negligible, which holds for low enough densities. For

this corona equilibrium one obtains the following rela-
tion between the different ionization stages:

ni+1

ni
≈ 108

ζ

n0

1

χ2
i

kT

χi
exp

(

− χi
kT

)

(5)

with ζ the number of electrons in the outer shell. As an
application of the Saha and coronal equation, Figure 2
shows the relative carbon line intensities for different
ionization stages as a function of the temperature. This
figure illustrates the differences in emission depending
on the population processes. In case of coronal equilib-
rium the temperature required for a line to appear is
considerably larger than in thermal equilibrium (Saha).
Since the temperature is a radial profile in a tokamak,
an accurate treatment of the distribution of the ioniza-
tion stages is also necessary for a radial localization of
the radiation.

Figure 2: Relative carbon line intensities for different
ionization stages as a function of temperature calcu-
lated form the Corona model and the thermal equilib-
rium. From [7]

.

The more important use of the collisional radiative
modeling (or its simplification of the coronal assump-
tion) is the conversion of measured intensities to ion
densities of fluxes. The excited state density can be
directly obtained from the measured line intensity, pro-
vided the Einstein coefficient Aij for the transition from
state i to j is known. To relate this to the density of the
ground state, the parameter of interest, an appropriate
model (e.q. corona equilibrium, LTE, etc.) is needed.
The determination of the particle confinement time τp
from the flux ΦA serves as an illustrative example. The
emission coefficient ǫ for the transition of an upper level
i to a lower level j is defined by:

ǫ =
1

4π
n∗

AAij (6)

where n∗

A is the density of the excited state of ion A.
What we are interested however is the density of the
ground state nA instead of n∗

A. Now, for the corona
equilibrium, the collisional excitation into the excited
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levels from the ground state can be related to the ra-
diative decay to all lower levels:

n∗

A

∑

k<i

Aik = nAne 〈σexve〉 (7)

Here
∑

Aik is the transition probability from level i
into all lower states k and 〈σexve〉 the excitation rate
coefficient by electron collisions from the ground state
(a function of Te). The branching ratio is defined by
Γ = Aij/

∑

k<iAik. Using this we find for the measured
intensity Itot:

Itot = hν

∫ r2

r1

ǫdr =
hνΓ

4π

∫ r2

r1

nA(r)ne(r) 〈σexve〉 dr
(8)

Returning now to the parameter of interest, ΦA,
the flux of atoms into the plasma. Assuming that all
atoms are ionized on their way into the plasma, one
may readily obtain: ΦA = nane 〈σive〉, with σi the ion-
ization cross-section and na the neutral density of the
atoms. Inserting this into eq. 8, relates the flux to the
measured intensity:

ΦA =
4πItot
hνΓ

∫ r2
r1

nane 〈σive〉 dr
∫ r2
r1

nane 〈σexve〉 dr
≈ 4πItot

hν

S

XB
(9)

with S ≡ 〈σive〉, X ≡ 〈σexve〉 and B ≡ Γ. For ex-
pression (9) the assumption is made that the ratio of
the cross-sections do not vary appreciably over the ob-
served region. The ratio S/(XB) represents the ion-
ization events per photon and includes all the relevant
rate coefficients from the collisional radiative model-
ing. Suitable packages exists for these calculations, like
ADAS [8]. The final step now to arrive at the particle
confinement time in steady state is by integrating the
flux over the outer surface of the plasma:

τp ≡ Na/Φ
tot
A =

hν

16π3aR

(

XB

S

)

NA
Itot

(10)

where in the case of hydrogen the assumption can be
made that nA ≈ ne, the total number of electrons.

III. OPACITY

In the description above we have tacitly assumed
that absorption of radiation is negligible. If sponta-
neous decay from an upper level to a lower level occurs,
the reverse process, absorption of the same photon by
the lower level is possible as well. To quantify this, one
can calculate the absorption coefficient κν , defined as
the absorbed fraction of radiation I0 per unit length
x [3]:

κν =
dIν(x)

dx

1

I0ν (x)
=

e2

4mecǫ0
nlfluP (ν) (11)

The last equality relates the cross section for absorption
to the oscillator strengths flu (related to the Einstein
coefficients Aul) and the density of the absorbing par-
ticles nl. In this equation P (ν) = P (λ)c/λ2 represents
the normalized line shape. For a Doppler broadened
line (see below), we can rewrite this as a mean free
path of the photon mfpλbefore it gets absorbed as:

mfpλ = (κλ)
−1

=
4meǫ0c

e2

√

2kTi
mi

/

(

nlfluλ0

√
π
)

= 5× 1017
√

Te [eV ]

n1 [m−3]
[m] (12)

Where in the last equality the values for the Lyman-α
line (λ0 = 122nm , f12 = 0.4162), have been used. Only
in that case the density of the ground state, neutral
hydrogen, is sufficiently large that the opacity might be
noticeable: In the divertor for a typical neutral density
of nH = O(1020m−3) absorption of the light is expected
within a few cm. For almost all other transitions, the
absorption can be neglected (justifying the assumption
that the plasma is not in thermal equilibrium).

IV. LINE BROADENING

Next to the intensity, the other directly accessi-
ble spectral characteristic to be measured is the line
width. The width of a spectral line is governed by three
different processes: the natural line width, Doppler
Broadening and pressure broadening. The natural line
width, related to the finite lifetime of an excited state
as characterized by the Einstein coefficient A (∆λ ≈
λ2Aij/(πc)), is in all practical case negligible in a fu-
sion plasma. The Doppler effect on the contrary, is
the dominant mechanism for line broadening. Apply-
ing the Doppler effect over the Maxwellian ion velocity
distribution function gives rise to a Gaussian line shape
P (λ):

P (λ)dλ =

√

mic2

2πkTiλ2
0

exp−mic
2 (λ− λ0)

2

2kTiλ2
0

(13)

with a width (expressed here as FWHM: full width at
half maximum) δλ:

∆λD =

√

8kTiln2

mic2
λ0 (14)

with k the Boltzmann constant and λ0 the unshifted
line. This equation 14 shows the ease at which spectral
measurement can provide the ion temperatures Ti of the
plasma. The final broadening mechanism we address
here is pressure broadening, or also called Stark broad-
ening or collisional broadening. This effect result from
the fact that the radiating ions experience a change in
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the electric field due to the presence of neighboring ions.
Detailed calculations of this effect are extremely com-
plicated, but for hydrogen some good approximations
exist [9]:

∆λS = 0.54α1/2n
2/3
20 nm (15)

with α1/2 a constant resulting from the calculations
(α1/2 ≈ 0.08 for the Balmer-β transition) and n20 the
electron density in units of 1020m−3. For typical toka-
mak conditions (n20 < 1), this broadening is negligible
compared to the Doppler broadening, even for temper-
atures as low as 1 eV . Only in the divertor region
densities might be sufficiently high for this to become
appreciable.

V. CONTINUUM RADIATION

Up to know the discussion on the radiation was
limited to transitions involving bound states of the elec-
trons. However, the emission by free electrons deserves
a prominent place as well in this discussion. In gen-
eral radiation is emitted if a free particle is accelerated.
This can occur as a result of an electron experiencing
either an electric or magnetic field. The latter results
in cyclotron radiation, associated with the gyro motion
of the electron. This is left out of the discussion here,
since it is treated in the microwave diagnostics part of
this lecture course [10]. For the former one the domi-
nant term is the varying electrical fields experienced by
the electron moving in the Coulomb field of an ion. In
case the final state of the electron is also free, this is
called bremsstrahlung. If after the encounter with the
ion, the free electron occupies a bound state, the radi-
ation is referred to as recombination radiation. Both
types are observed as continuum radiation, due to the
free nature of the electron. The continuum spectrum
extends from the plasma frequency up to the x-ray re-
gion (with photon energies of the order of the electron
temperature).

The derivation of the bremsstrahlung can be done
instructively by considering the power emitted by an
electron during an accelerated motion and apply this
to a Coulomb collision. For small impact parameters of
the collision quantum mechanical effects then come into
play. The final expression obtained for the emissivity
per unit of frequency ǫν of the continuum spectrum for
one ion species Z is (see for instance [4]):

ǫ(ν) = neniZ
2

(

e2

4πǫ0

)3
8π

2
√
3m2

ec
3

(

2me

πTe

)1/2

e
−hν
Te

×
[

ḡff +Gn
ζ

n3

χi
Te
e

χi
/Te +

∞
∑

ν=n+1

Gν
2Z2Ry
ν3Te

e
Z2Ry

ν2Te

]

(16)

The first term in brackets is the free-free contribution,
the second the recombination term into the lowest un-
filled shell (n) and the third term to all other shells. The
symbols used here are: G the Gaunt factor describing
the quantum mechanical effects, ḡff the Maxwell av-
eraged free-free Gaunt factor, ζ the number of unfilled
positions ion the lowest shell, χi the ionization poten-
tial and Ry the Rydberg energy(13.6 eV). Evaluating
this expression shows that recombination is negligible
for λ >> hc/Z2Ry ≈ 100nm or for all wavelengths
if Te >> Z2Ry. So in the visible the bremsstrahlung
dominates the continuum radiation. Furthermore, note
the square dependence on the density and the (evalu-

ating the exponent) much weaker T
1/2
e dependence.

Apart from an additional power loss term for the
plasma, the practical use of the bremsstrahlung mea-
surement lays in the diagnostic application: plotting
the continuum over a broad wavelength range on a log-
arithmic scale allows to deduce the electron tempera-
ture directly from the slope of the plot. Furthermore
another primary quantity that can be obtained from
these bremsstrahlung measurement is the effective ionic
charge of the plasma, Zeff . By summing the emission
from eq. 16 over all ionic species and invoking quasi
neutrality (ne =

∑

niZi), Zeff is defined as the factor
over which the bremsstrahlung exceeds that of hydro-
gen, and thus can be regarded as a kind of mean ionic
charge of the plasma:

∑

i

neniZ
2
i ≡ n2

eZeff ⇒

Zeff =
∑

niZ
2
i /

∑

niZi (17)

These measurements are usually done in the visible
wavelength range, due to the relatively less cumber-
some absolute calibration effort. Precaution should be
taken however, to select a wavelength range free of line
radiation from atoms, ions or molecules.

VI. ACTIVE DIAGNOSTICS

Contrary to this passive emission, active techniques
can be used to induce specific radiation, leading to even
more detailed information. One of the main reasons
to use active spectroscopy is that it can access the
core of the fusion plasmas. At the high temperatures
required for the fusion process all the light elements
in the core are fully ionized and do not emit any line
radiation. By active techniques, spectral emission
can be induced, and as such measurements of, for
instance, the temperature from the Doppler shift is still
possible. Typical examples here are the use of lasers
or atomic beams. From the laser aided diagnostics,
two techniques are considered here: laser induced
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path such that the laser pulse can travel up to 12 times
through the plasma typically a burst of 60 pulses at
5 kHz repetition frequency and 60 J of effective laser
power can be reached [25]. This high power, combined
with the high spatial and temporal resolution allows to
observe the dynamic of small structures in the plasma,
like the rotation of magnetic islands, see Fig. 4.

VI.C. Charge eXchange Recombination Spec-
troscopy

The exchange of an electron between a hydrogen
neutral and fully ionized particles is a resonant pro-
cess which has its maximum cross section in the en-
ergy range of a few tens of keV for the light ions
(H,He,B,Be,C,N,O,Ne, Ar) that are typically encoun-
tered in the tokamaks. In this energy range (10-100
keV) it is the dominant ionization process of neutral
beams heating the plasma. These heating beams can
thus be also be used to induce line radiation from the
plasma core. For an arbitrary plasma ion X captur-
ing the electron from the hydrogen neutral beam, the
reaction is written as:

Hbeam +XZ+ → H+
beam +X(Z−1)+(n1)

→ H+
beam +X(Z−1)+(n2) + hν12

(26)

where hν12 representing the photon due to the ra-
diative decay from the excited level n1 to the level n2.
The thus emitted spectrum entails the information from
the core ions: its width squared propotional to the ion
temperature (14), the Doppler shift to the core rotation
along the line of sight and the intensity proportinal to
the ion density. Apart from the bare fact that this
method allows to access the fusion core at all, the other
big advantage of this method is that it is a local mea-
surement: the recorded emission originated from the
intersection of the neutral beam and the line of sight.
This allows to obtain ion temperature, ion rotation and
ion density profiles over the full plasma radius. Further-
more, the principle shell into which the electron will be
caught can be approximated by n2 ≈ Z3/4 for CX from
the ground state (see [4]). For light elements like Car-
bon and Neon higher levels are populated, which allows
transitions into the visible wavelength region, making
the recording relatively easy. For helium this is only
true to certain extent. A typical example of a car-
bon spectrum in shown in Fig. 5. (Note: carbon is
usually used due its relatively uncomplicated spectral
shape and its presence in all plasmas, since carbon is
used as the most common wall material and thus diffuse
into the core plasma. For future reactors, this might not
be the case, since carbon has to be avoided because of
its tritium retention capability). Over the past three
decades the CXRS diagnosic has been developed to an
extent that it is now the main core ion diagnostic [26].

For ITER a dedicated diagnostic neutral beam system
(with an energy of 100 keV) is envisaged, since CXRS is
the sole possibility to diagnose the helium ash density
in the core [27].

Figure 5: Typical carbon spectrum of the TEXTOR
Charge Exchange Recombination System. The mea-
sured line originated from C5+(n = 8 → n = 7atλ =
529nm. Without the neutral beam, only a passive line
originating from the plasma edge is observed. When the
beam is switched on the active component appears: its
width being representative of the carbon temperature,
its Doppler shift is related to the ion rotation along the
line of sight and the intensity is a measure of the carbon
density.

Complications with this method arise mainly from
two issues: i) apart from the active CX components,
also emission from the same passive line, coming from
the cold edge plasma, appears. This emission is always
present, and originated either from CX reactions with
neutrals from the wall instead of the beam or from
the impact excitation of the non-fully stripped ion
X(Z−1)+ in the plasma edge. Discrimation between
the active and passive components can be done by a
modulated neutral beam (as envisaged for ITER) or
by a (cumbersome) fitting procedure. ii) the neutral
beam is attenuated towards the plasma centre (due
to the ionization processes, of which CX itself is the
dominant one). For large plasmas this makes the
signal rather weak in the centre. For ITER, where
only 1% of the beam particles arrive in the centre, this
can be compensated only by a large light collection
system. The beam attenuation complicates also the
derivation of the ion density from the intensity signal
(proportional to nXnbeam). An accurate knowledge
of the beam density in the observed volume is thus
required and can be obtained from attenuation codes
(calculating the integrated beam ionization along
the beampath) or from measuring the beam density
directly from the direct emission from the beam itself
(i.e. the beam excitation by electron/ion impact
collisions). Both methods rely on atomic cross-section
of the relevant processes, which are still subject to
investigations or validation [28].
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VI.D. Beam Emission Spectroscopy

Detecting the emission from the neutral beam itself
has three interesting applications: Firstly, the determi-
nation of the beam density, as discussed in the previous
section, with the aim to obtain the ion density profile
from CXRS measurements. Secondly, the fluctations
in the intensity of the beam emission is related to the
fluctuations on the electron density. On DII-D a 2D sys-
tem based on this measurement has been constructed,
which showed both the fluctuation levels as the flows
of the tubulent structures in the plasma [29]. However,
the most renown application of the beam emission is
related to the Motional Stark Effect (MSE). The fast
beam neutrals, moving in an large magnetic field, ex-
perience a Lorentz electric field in their reference frame
(E = vbeam × B), which gives rise to a Stark split-
ting of their energy levels. A typical example of such
hydrogen beam spectrum at the Balmer-α transition is
given in Fig. 6. From the Stark splitting (∼ E), or
the polarisation (∼ direction of E), information on the
amplitude or direction of the magnetic field (B) can
be obtained, since vbeam is accurately know. Typical
MSE diagnostics employ an interference filter to select
one component from the spectra with an polarisation
direction parallel or perpendicular to B. Measuring the
polarisation angle of this line then determines the mag-
netic field direction, which is used as input parameter to
the plasma equilibrium codes, constraining the current
density profile [30].

VII. INSTRUMENTATION

Key to the success of the plasma spectroscopy is the
instrumentation. The choice of the instrument depends
heavily on the wavelength of interest. Typically one can
distinguish: a) the visible range (hν ∼ 2−3eV ), mainly
for passive spectroscopy in the plasma edge, since only
their the temperature is low enough that the atoms or
ions exhibiting these low energy transition are avail-
able, 2) the UV/VUV range (hν ∼ 3 − 120eV ) typical
of higher ionization stages of impurity ions as they oc-
cur in the confined region of the plasma and 3) X-ray
measurements (hν ∼ 0.12 − 10keV ), typical of highly
charged states as they occur in plasma regions of 1
keV or more, so sensitive to the core of the plasma.
For all these ranges, a spectral instrument should obey
the following characteristics: a high resolving power
R = ∆λ/λ to discriminate the different lines, high
light transmission T and good imaging quality. The
most used types in all ranges are grating spectrome-
ters, as they can combine all these properties simulta-
neously. Prism instruments, Fabry-Pérot inerferometer

Figure 6: Typica spectrum of the Balmer-α emission
of a Neutral Beam Heated discharge at TEXTOR.
The Blue shifted Doppler lines originate from Balmer
n = 3 → n = 2 emission, which is splitted due to the
motional Stark effect. This emision is polarised eitehr
parallel or perpendicular with respect to the Lorentz
electric field EL = v × B. (The three separate groups
are due to the different energy species in the neutral
beam at 50, 25 and 16.7 keV )

and Fourier transform spectrometers are used only for
special purposes.

VII.A. Spectrometer

The dispersion of a grating spectrometer is gov-
erned by the grating equation:

mλ = d(sinα+ sinβ) (27)

with m the diffraction order, d the line separation and
α, β the angles of the incident and reflected light re-
spectively. The resolving power is then determined by
the total number of illuminated lines N : R = Nm.
Densities of 6000 lines/mm can be attained on a 10 cm
grating, yielding a resolving power of 6×105 in the first
order. The intensity of the diffracted light depends on
the shape of the lines. Ruled grating are optimized (in
reflectivity) with respect to a certain blaze angle corre-
sponding to a certain wavelength. Efficiencies can be
as high as 70 % at this wavelength. A special category
are Echelle gratings, where one has comparatively few
lines/mm but one operates this at high diffraction or-
ders, so even achieving R ∼ 106. Disadvantage there
is the problem of many overlapping orders (i.e Eq. 27
fulfilled for different wavelengths at different orders m.

Another characteristic of the spectrometer is its
etendue E or light throughput, representing the total
light collection efficiency. It is given by the product of
the area A of the entrance slit and the acceptance angle
Ω, related to relative aperture F/#:

E = AΩ =
π

4

A

(F/#)2
. (28)
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Diagnostics for plasma-material interaction studies 

A. Kreter 

Forschungszentrum Jülich GmbH, Institut für Energie- und Klimaforschung – Plasmaphysik,  
52425 Jülich, Germany 

 
Abstract 
 
The manuscript is accompanying the corresponding lecture at the 12th Carolus Magnus 
Summer School on Plasma and Fusion Energy Physics. The contribution is focused on surface 
analysis and erosion-deposition diagnostics frequently applied in the fusion relevant research 
on plasma-material interaction. The definitions of real-time, in-situ, in-vacuo and ex-situ 
diagnostics are given. The working principles of the following surface analysis tools are 
described and examples of their applications are given: thermal desorption spectrometry 
(TDS); scanning electron microscopy (SEM) including the option of focused ion beam (FIB); 
ion beam analysis (IBA) methods of nuclear reaction analysis (NRA) and Rutherford back-
scattering (RBS); and secondary ion mass spectrometry (SIMS). Two methods of erosion-
deposition measurements are introduced: quartz microbalance (QMB) and marker techniques. 
 
1. Introduction 

The availability of the fusion reactor is 
crucial for its economic operation and is to a 
large extent determined by plasma material 
interaction (PMI). There are two main PMI 
issues limiting the availability of the reactor: 
the lifetime of the wall components and the 
operational safety. The first wall will suffer 
from heat loads and particle bombardment, 
causing erosion of materials and limiting the 
lifetime of the first wall components. The 
safety issues are connected to the restrictions 
on the amount of radioactive tritium and 
dust stored in the reactor vacuum vessel. 

PMI studies in both large-scale, at 
close-to-reactor conditions, and lab-scale, at 
well-defined conditions, devices are 
necessary for a better understanding of the 
background processes, refined predictions 
for the reactor and finding solutions to 
critical issues [1]. Therefore, the methods to 
determine PMI related values, i.e. material 
erosion and deposition and fuel retention, 
are important experimental tools in the 
fusion research. 

There are numerous surface analysis 
techniques analysing the physical and 
chemical properties of the material surface. 
E.g. an overview table in the book by 

G.A. Somorjai [2] lists 60 "most frequently 
used surface characterization techniques". In 
this paper, only a fraction of the techniques, 
which are most relevant to the PMI research, 
are covered, along with the methods for 
studying erosion and deposition of the wall 
materials. 

 
2. Definitions of real-time, in-situ, in-
vacuo and ex-situ 

 
Material samples can be analysed in 

different ways concerning the temporal and 
spatial scale of analysis. The following 
nomenclature has been established for the 
description of different methods, here listed 
in order of the time point of their application 
or data availability: "real-time", "in-situ", 
"in-vacuo" and "ex-situ" ("post-mortem").  

The real-time techniques deliver the 
data during the investigated process. They 
are often used for the real-time, or feedback, 
control of the process. Usually, less complex, 
robust methods are applied real-time for the 
control purposes. 

In-situ (lat.: "in position") methods are, 
similarly to the real-time ones, applied 
during the investigated process, e.g. during 
the plasma exposure of a material sample. 
However, the data analysis often requires 
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additional efforts after the actual experiment, 
e.g. for the conversion of the raw 
diagnostics data to the meaningful data 
describing the particular PMI process. 
Therefore, the data of the in-situ 
measurements typically becomes available 
after the experiment. Nevertheless the in-situ 
data often provides valuable insights in the 
temporal evolution of the investigated 
process. In-situ methods of PMI including 
optical emission spectroscopy are the topic 
of a different lecture. 

In-vacuo (lat.: "in vacuum") methods 
are applied after the investigated process, e.g. 
after the plasma exposure of a material 
sample, but before the exposure of samples 
to air. Typically they are conducted in the 
same vacuum chamber. Plasma-exposed 
surfaces are often chemically activated, 
exposure to air changes the chemical state of 
the surface, e.g. by oxidation. Therefore, it is 
favourable to analyse the sample surface in-
vacuo. 

Ex-situ (lat.: "out of position") 
methods are applied after the investigated 
process and after the exposure to air. In 
some cases the influence of air is minimised 
by the use of sealable enclosures, called 
"desiccators", which are pumped down or 
filled with inert gas, for the sample storage 
and transport. However, it cannot be 
excluded, that the sample surface changes its 
characteristics between the exposure and the 
ex-situ analysis. "Post-mortem" (lat.: "after 
death") is a term equivalent to "ex-situ". 

It is usually quite challenging to install 
and operate a diagnostic for the in-situ or in-
vacuo surface analysis. However, the largely 
increased value of the data with respect to 
the ex-situ methods and the technical 
progress in the analysis tools make the use 
of these techniques more popular. Despite 
their advantages, in-situ and in-vacuo 
analysis solutions have a significant 
downside of high complexity and costs. 

Therefore, most PMI experiments still rely 
on the ex-situ surface analysis techniques. 
Another reason for the predominant use of 
ex-situ is that the material samples can be 
transported to various laboratories 
specializing in particular analysis techniques, 
thus increasing the versatility and quality of 
analyses. 

One example of in-situ analysis in the 
DIONISOS plasma facility [3] at MIT, USA 
is given in figure 1(a). Here, an ion beam 
accelerator is used for the ion beam analysis 
simultaneously during the plasma exposure, 
providing insight on the dynamics of PMI 
processes. Figure 1(b) shows the in-vacuo 
surface analysis station of PISCES-B [4]. 
The samples are extracted from the target 
station, after termination of the plasma 
discharge, by a swing-linear manipulator 
and inserted in the surface analysis station, 
where Auger electron spectroscopy (AES), 
X-ray photoelectron spectroscopy (XPS) and 
secondary ion mass spectrometry (SIMS) 
techniques can be applied. For the PSI-2 
device [5], the application of the laser based 
techniques including LID and LIBS is 
envisaged for in-vacuo surface 
characterization in the target exchange and 
analysis chamber (figure 1(c,d)). The sample 
carrier can be retracted after the exposure to 
plasma by a linear manipulator to the target 
exchange and analysis chamber, where it 
can be analysed by the laser based 
techniques. Mass spectrometry can be used 
for measurement of the desorbed deuterium, 
and a 2D optical spectroscopy system can be 
applied to detect the light intensity at a 
wavelength corresponding to a certain 
element on the surface. The plasma 
operation in PSI-2 can be continued with the 
retracted sample carrier using a removable 
plasma dump. The vacuum valves separate 
the exposure and the analysis regions of the 
vessel. 
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3. Surface analysis techniques 

3.1 Thermal desorption spectrometry 
(TDS) 

 
Thermal desorption spectrometry 

(TDS) is a frequently applied technique for 
the analysis of the gas, i.e. hydrogen 
isotopes, retention in samples. The gas is 
retained in various trapping sites in the 
material. By heating up of the sample the 
gas atoms escape the traps, diffuse to the 
sample surface and are released from the 
sample. In a TDS apparatus (figure 2(a)), the 
samples are heated in a compact vacuum 
chamber by a surrounding furnace. The 

ramp rate of temperature is defined by the 
power of the furnace feedback controlled by 
the thermocouple measurements at the 
sample inside the vacuum chamber. 
Therefore, the technique is also often 
referred to as temperature programmed 
desorption (TPD). Partial pressures of 
different gas components are measured by a 
residual gas analyser (RGA), which is 
calibrated for the relevant masses by 
calibrating leaks. Typical temperature ramp 
rates are 0.1 K/s – 10 K/s. A faster ramp 
results in a higher signal but a lower 
temperature resolution in comparison with a 
slower ramp. The typical heaters which are 
used for TDS are infrared lamp or resistive 

 
 

Figure 1. (a) In-situ ion beam analysis in DIONISOS [3]; (b) in-vacuo analysis station of PISCES-B 
[4]; (c) PSI-2 target exchange and analysis chamber with a laser feeding system for in-vacuo analysis; 
(d) cross-section of the opposite side of the PSI-2 target exchange and analysis chamber including an 
illustration of a sample exposed to a laser beam [5]. 
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furnace.  
Figure 2(b) shows an example of 

thermal desorption spectra of mass 4 
(deuterium D2) for carbon fibre composite 
(CFC) samples exposed to PISCES-A 
deuterium plasma at different sample 
temperatures [6]. The peaks correspond to 
different trapping sites of D in CFC. The 
distribution of deuterium in the sample bulk 
and a finite diffusion time out of the sample 
during the heating ramp lead to the peak 
broadening. The integral of the curve gives 
the total amount of deuterium in the sample 
released as D2 molecules. Various methods 
are available to analyse the TD spectra, 
including sophisticated numerical codes 
describing the transport of solute gases in 
solids such as TMAP [7] and CRDS [8]. 

Laser induced desorption (LID) is a 
method in which a laser is used to heat up 
samples. The method can be seen as TDS 
with an extremely fast (~1-10 ms) heating 
ramp. In this mode, the temperature 
resolution of the desorbed signal is 
completely lost, only the total amount can be 
measured. However, the method is fast and 
can be applied with a lateral resolution along 
the sample surface, e.g. to obtain a 2D 
mapping of the gas retention. 

 

3.2 Scanning electron microscopy (SEM) 
and focused ion beam (FIB) 

 
Scanning electron microscopy (SEM) 

is an electron beam based method of the 
surface analysis. The incident e-beam of ~1-
30 kV is scanned across the surface and 
causes emission of secondary electrons (SE 
mode of operation) and backscattered 
electrons (BSE mode of operation) (figure 
3(a)).  

The SE mode is the most frequently 
used operation mode of SEM. It provides the 
surface topology by measuring the intensity 
of secondary electrons, which is a function 
of the angle between the surface and the 
detector. The imaging is provided by the 
rastering (scanning) of the e-beam along the 
surface. Figure 3 (b) shows an example of 
an SEM image taken in the SE mode. 

The BSE mode provides the 
information on the elemental composition of 
the surface. It uses the fact that the intensity 
of backscattered electrons is a function of 
atomic mass of the scattering element. 
Heavy elements on the surface correspond to 
a bright part of the image, while light 
elements result in a dark part of the image 
(figure 3(c)). 

Figure 2. (a) Scheme of TDS system; (b) examples of spectra from thermal desorption. Temperatures 
at which the samples were exposed to deuterium plasma are indicated. 
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The focused ion beam (FIB) technique 
is used for the nano-machining of the 
surface, e.g. surface cross-sectioning or 
preparation of small specimens. After the 
FIB treatment the surface is typically 
analysed by SEM. In a FIB instrument, an 
ion beam, typically Ga+, is rastered over the 
sample causing well controlled sputtering. 
Figure 4 shows a scheme of the application 
of FIB for the surface cross-sectioning with 
the subsequent SEM analysis, as well as 
SEM images of the surface topology and 
cross-section of a nano-structured tungsten 
surface, also known as tungsten fuzz.  

 

3.3 Ion beam analysis (IBA): nuclear 
reaction analysis (NRA) and Rutherford 
back-scattering (RBS) 

 
Ion beam analysis (IBA) techniques 

rely on a high energy (~1 MeV) ion beam 
produced, e.g., by a tandem accelerator. 
Several beam lines for different experiments 
are usually attached to the accelerator. In the 
example of the in-situ surface analysis given 
in figure1(a), the linear plasma device 
DIONISOS is attached to one of the beam 
lines delivering the ion beam from the 
accelerator. There are numerous IBA 
techniques available, with nuclear reaction 

 

Figure 3. (a) Scheme of a SEM apparatus [9]; examples of (b) SE and (c) BSE operational modes of 
a SEM system: gold nanoparticles on polystyrol sphere. The SE image provides surface topography, 
while the BSE image gives material contrast [10]. 
 

 

 

Figure 4. (a) Scheme of FIB application; (b) SEM image of a FIB cross section for nano-structured 
surface of a tungsten sample exposed to He plasma, also known as tungsten fuzz [11]. 
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analysis and Rutherford back-scattering 
being the most frequently used in the fusion 
related PMI research. 

For nuclear reaction analysis (NRA), a 
3He beam in a range of energies 1-6 MeV is 
usually used, because 3He reacts with many 
fusion relevant materials. The frequently 
used nuclear reactions with 3He  
are: D (3He,p) 4He, 12C (3He,p) 14N, 
13C (3He,p) 15N, 9Be (3He,p) 11B and 
11B (3He,p) 13C, all of them having protons 
as one of the reaction product. The detection 
of further elements using other beams, i.e. H, 
D and Li, and reactions is possible. Figure 
5(a) shows a measurement scheme of NRA. 
The method can determine the absolute 
amount of material in a maximal analysis 
depth of ~1-10 m, depending on the 
material and the ion beam energy. It has a 
moderate sensitivity of ~1015 atoms/cm2. 
The amount of the material can be 
determined by a cross-calibration with a 
sample with a known amount of material, or 
by using available reaction cross-section. 
Most of the PMI relevant reactions are 
incorporated in the IBA data analysis 
software SIMNRA [12]. A typical lateral 
resolution of ~1 mm, corresponding to the 
beam diameter, can be reduced down to 
~10 m using the -NRA technique. NRA 
has a poor depth resolution, which can be 

improved by the use of beams of different 
energies and therefore different probing 
depths for the same sample. Figure 5(b) 
shows examples of NRA spectra for 12C/D 
and 13C reference samples and from a mixed 
12C/13C/D layer deposited on a tungsten test 
limiter in the tokamak TEXTOR [13]. 

For Rutherford back-scattering (RBS), 
a 4He beam in a range of energies 1-6 MeV 
is usually used. A 3He beam can also be 
used, thus RBS and NRA measurements can 
be combined. However, the market price of 
3He gas is significantly higher than of 4He. 
Figure 6 shows a scheme of the RBS 
technique and an example of RBS spectrum. 
The energy of backscattered beam particles 
is ER = K(mb,ms,,d)Eb, where the 
kinematic factor K is a function of the beam 
particle mass mb, scattering particle mass ms, 
scattering angle  and depth d and Eb is the 
beam energy. The method provides 
quantitative depth profiles of elements on 
the sample surface. The maximal analysis 
depth is typically ~5 m. The technique has 
a high sensitivity ~1012 atoms/cm2. The 
latera resolution is of ~1 mm (beam 
diameter), similarly to NRA. RBS suffers 
from a pure discrimination of heavy 
elements with similar masses and has a 
limited applicability for mixed material 
layers and high-Z substrates. 

 

Figure 5. (a) Measurements scheme of NRA and (b) examples of NRA spectra for carbon-deuterium 
co-deposition layer on a tungsten test limiter after a 13CH4 tracer injection experiment in TEXTOR as 
well as 12C/D and 13C reference samples [13]. Peaks from reactions which were used for the analysis 
are marked red. 
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 7

3.4 Secondary ion mass spectrometry 
(SIMS) 

 
Secondary ion mass spectrometry 

(SIMS) utilises ion probing beams in a range 
of energies of ~1-30 keV. The primary beam 
causes the emission of secondary ions from 
the sample, which are then analysed by a 
mass spectrometer delivering information on 
the elemental surface composition. Figure 
7(a) shows the scheme of a SIMS apparatus. 
It usually incorporates at least two primary 
ion beam sources, e.g. an oxygen primary 
ion beam for probing of electropositive 
surface constituents and a caesium primary 
ion beam for electronegative elements. In 
some SIMS devices, an additional ion beam 
is used for the surface sputtering to obtain a 

high quality depth profiling. The method has 
a high lateral resolution of ~100 nm - 1 m. 
The modern SIMS devices, especially those 
equipped with a time-of-flight (TOF) mass 
spectrometer, have a high mass resolution 
and are able to resolve different molecular 
fragments. One drawback of the method is 
that only sputtered ion are analysed. The 
neutrals, which are the majority of sputtered 
particles, get lost. The process of the 
production of secondary ions is complex. 
Therefore, SIMS typically delivers 
qualitative but not quantitative information 
on the material composition. If the depth 
profiling is applied, the sputtering rate of the 
SIMS apparatus can be calibrated by 
measuring the depth of the SIMS crater by a 
surface profilometer. 

 
 

Figure 6. (a) Measurements scheme of RBS and (b) typical RBS energy spectrum for a heavy 
impurity on a light substrate. 
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Figure 7. (a) Scheme of a SIMS apparatus: (yellow) primary ion column consisting of (1) and (2) ion 
sources, (3) primary beam mass filter, (4) immersion lens, (blue) secondary ion extraction system 
consisting of (5) specimen, (6) dynamic transfer system, (7) transfer optical system, (8) electron flood 
gun, (orange) mass spectrometer consisting of (9) entrance slit, field aperture, (10) electrostatic 
analyser, (11) energy slit, (12) spectrometer lens, (13) electromagnet, (14) exit slit, (green) detection 
system consisting of (15) projection lenses, (16) electrostatic sensor, (17) and (18) ion detectors and 
(19) Faraday cup [14]; (b) SIMS depth profile of a layer deposited on a collector probe installed for 
one experimental campaign in TEXTOR showing anti-correlated signals of carbon from the tokamak 
operation and boron from the boronizations [15]. 
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Figure 7(b) shows an example of the 
SIMS depth profiling of a mixed layer 
deposited on a collector probe during a full 
experimental campaign in the tokamak 
TEXTOR [15]. The SIMS measurement was 
stopped when the signals dropped by a 
factor of two, corresponding to the bottom 
of the layer. Then the crater depth of 1.1 m 
was measured by a stylus profilometer, thus, 
the sputtering rate of SIMS was obtained. 
The layer consists mainly of carbon from the 
normal plasma operation, with carbon being 
the main plasma impurity in TEXTOR, and 
boron from the boronisation wall 
conditioning. Seven boronisations were 
performed during the experimental 
campaign, which is reflected in the SIMS 
depth profiling. 

 
4. Measurements of erosion and 
deposition 
 
4.1 Quartz microbalance (QMB) 
 

The quartz microbalance (QMB) 
technique uses the fact that the quartz (SiO2) 
crystals have a resonant frequency changing 
with their mass. Quartz crystal microbalance 
(QCM) is a different notation for the 
technique. For commercially available 
quartz crystals for QMB, the resonant 
frequency is usually a few MHz, decreasing 
when gaining mass with a rate of 
~10-08 g/Hz, thus providing a high mass 

sensitivity corresponding to about one 
monolayer of deposition on the quartz 
surface. Electronics measuring the crystal 
frequency have to be placed close to the 
detector, which increases the complexity of 
the QMB application in fusion devices. 
Another drawback is the sensitivity of the 
resonant frequency on the surrounding 
temperature. In fusion devices the particle 
flux is typically accompanied by a 
significant heat flux. Therefore, the 
influence of temperature on the QMB signal 
has to be monitored. It is often done by a 
second, reference, quartz, which is placed 
close to the first, measuring quartz. The 
reference quartz has similar temperature as 
the measuring one, but is mechanically 
covered to prevent any deposition on it and 
to keep its initial mass. Thus, the reference 
quartz has only the temperature response 
and can therefore be used for the 
temperature compensation of the measuring 
quartz. 

The piezoelectric constant of quartz 
drops sharply for temperatures >300°C and 
reaches zero at the Curie point of 573°C. 
Therefore, QMB systems are typically 
installed in remote areas of a fusion device, 
where the heat flux is low. Material eroded 
from plasma facing components under the 
plasma impact is transported to remote areas 
where it is collected by QMB systems. 
Therefore, although actually measuring 
deposition, QMB systems are used as in-situ 

Figure 8. (a) Measurement scheme of QMB; (b) commercial dual QMB sensor [16]; (c) QMB 
diagnostic used at JET is protected by a graphite cover against heat loads [17,18]. 
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erosion monitors of the plasma facing 
components. 

Figure 8 shows the scheme of QMB 
application in a plasma device as well as 
photographs of commercially available 
QMB systems [16] and of a QMB system 
for the in-situ application in the tokamak 
JET [17,18]. 

 
4.1 Application of marker tiles 

There are numerous methods which 
can quantify the amount of deposition on a 
certain sample or a tokamak wall tile. It is 
significantly more complicated to measure 
the erosion, something which is absent. A 
well-established method is marker 
techniques. Markers have to be prepared on 
samples or wall tiles in advance, before their 
exposure. The wall components equipped 
with markers are also called "smart tiles". 

Typically the installation of "smart tiles" at 
the wall needs the air vent of the vessel, 
which is done between experimental 
campaigns. Therefore, unlike the in-situ 
QMB method, the marker technique is 
campaign-averaged. Markers can be e.g. 
well-defined layers of material deposited on 
a substrate in a combination suitable for the 
applied surface analysis techniques. The 
marker layers are characterised before and 
after the exposure. The difference is then the 
amount of eroded material. Techniques like 
RBS or SIMS are often used for the marker 
characterisation. 

Another approach of markers is the 
application of reference points on the sample 
surface which are not subjected to erosion. 
The reference points can be e.g. recessed 
grooves or pits, which bottom is shaded 
from the eroding plasma flux. Figure 9(a) 
shows a marker tile of the main toroidal 

 
 

Figure 9. (a) View of the special limiter tile in TEXTOR after the exposure for one experimental 
campaign. The dimensions of the tile and the positions of the marker holes are indicated. The dotted 
line represents the position and the direction of the X axis in (b); (b) surface height profile measured 
by optical profilometry before and after the exposure; (c) 2D reconstruction of the erosion and 
deposition pattern of the limiter tile. Negative values represent erosion, positive values deposition.  
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limiter in TEXTOR made of isotropic 
graphite, which was used to determine the 
erosion-deposition pattern over the full 
tokamak campaign [19]. 3  10 drill holes 
were used as the reference points. It was 
found out by SIMS that up to several m of 
deposition was accumulated in the recessed 
holes during the experimental campaign. It 
was taken into account when comparing the 
surface profiles measured by the optical 
surface profilometry before and after the 
exposure (figure 9(b)). A full erosion-
deposition pattern of the tile surface was 
reconstructed by combining the surface 
profiles across the recessions done in both 
toroidal and poloidal directions (figure 9(c)). 
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ABSTRACT 
 
This lecture reviews the fusion product diagnostics that are 

currently used for study of tokamak plasmas. Neutrons and 
charged fusion product measurement techniques as well as γ-ray 
diagnostics will be described together with examples obtained in 
experiments on JET (UK). Developments for ITER are 
discussed.  The detailed information on the issues of the lecture 
can be finding in the reviews [1-3].  

 
I. INTRODUCTION 

 
Fusion product diagnostics can be used to determine a 

fusion reaction rate, which indicates how close the plasma is to 
the ultimate goal of making a power plant based on nuclear 
fusion. However, these diagnostics can also provide large 
amounts of additional information, such as ion temperatures, the 
thermonuclear fraction in the fusion reaction rate, degree of fast-
ion confinement, fast-ion loss mechanism, etc.  

Each section of this lecture contains a general explanation 
of these systems, showing some experimental results obtained 
on working machines. A lot of useful information on the 
behaviour of energetic particles and their degree of confinement 
is provided in present D-D experiments since non-thermal ions 
contribute dominantly to the fusion reaction rate. Here are D-D 
reactions 

)0.3()0.1( MeVpMeVtDD    

and 

 )5.2()8.0(3 MeVnMeVHeDD   

have been the primary diagnostic tools. The D-3He reaction  

)7.14()7.3(43 MeVpMeVHeHeD   

has been used for diagnosing the plasma when 3He is introduced 
for the discharge. 

 In future D-T experiments on ITER, the contribution of the 
fusion reaction 

)1.14()5.3(4 MeVnMeVHeTD                         

will be increased and the combination of several neutron 
measurement systems will provide the absolute fusion output 
and neutron fluence on the first wall. Cross-sections of the 
fusion reactions are well known (see Fig.1) and can simply be 
calculated using parameters from [4].  

Together with neutron measurement, NPA, γ-ray and the 
fast-ion/-particle loss measurements play important roles in 

research on burning plasma physics and hence in the self-
heating burning control of the device. 

 
II. NEUTRON DIAGNOSTICS  

 
This chapter is dedicated to measurements of the neutron 

emission rate, neutron emission profiles and energy spectra. 
There have been several review articles on neutron diagnostics, 
and Ref.5 is recommended for the neutron diagnostics details. 

 
II.A. Neutron emission rate measurements 

 
The absolute measurement of neutron emission rate from 

the whole plasma is a very important diagnostic as a fusion 
power monitor in fusion experiments with D-D or D-T plasmas. 
So, the neutron emission rate will be used as a feedback 
parameter for fusion output control in ITER or other burning 
plasma devices.  

 
Fig.1. Fusion cross sections (a) as a function of the CM energy of the 
reacting particles and fusion reactivities (b) for Maxwellian ion 
distributions as a function of ion temperature Ti. 

 
In fusion experiments with auxiliary heating, such as NBI, 

the neutron emission rate changes from 104–106 over the time 
scale of the fast ion slowing-down time (~100 ms). Therefore, 
the detector of the neutron emission rate must have a wide 
dynamic range and fast response time and also be immune to 
spurious signals from hard X-rays and γ-rays. To implement 
these two requirements simultaneously, a fast response neutron 
detector that selectively produces a large signal only for 
neutrons is used in combination of two operation modes: a 
pulse-counting mode and the current mode. The BF3 
proportional counters, 3He proportional counters, and 235U 
fission chambers are the most commonly used neutron detectors 
[6]. The BF3 and 3He proportional counters utilize 
10B(n,)7Li+2.78 MeV and 3He(n,p)T+0.77 MeV reactions, 
respectively. The 235U fission chambers utilize the 
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235U(n,fission) reaction producing ~ 200 MeV of energy. As the 
energy dependence of these reactions is proportional to E-1/2, 
these detectors are more sensitive to low-energy neutrons. To 
detect higher-energy neutrons, these detectors are often used 
with moderators to slow down fast neutrons. A fission chamber 
is an ionization chamber with electrodes coated with fissile 
material such as 235U or 238U, and ionization of the chamber gas 
is caused by fission fragments produced at the electrode with 
kinetic energy of 50 to 200 MeV. Here, it should be noted that 
238U fission chambers are sensitive only to fast neutrons because 
the 238U(n,fission) reaction has a threshold of ~1 MeV. 

The neutron activation system provides time-integrated 
measurements of the total neutron yield with high degree of 
accuracy using well-known neutron reaction cross-sections. If 
the irradiation point is installed near the plasma, the relation 
between the neutron emission rate in the whole plasma and the 
neutron flux at the irradiation point should be calibrated by 
neutron Monte Carlo calculation with precise machine 
modelling.  

The primary goals of the neutron activation system are to 
maintain a robust relative measure of fusion energy production 
with stability and a wide dynamic range, to enable accurate 
absolute calibration of fusion power. Fluxes of D-D and D-T 
neutrons can be measured easily with several foils with different 
threshold energy reactions. From the ratio of D-D and D-T 
neutron fluxes, the triton burn-up ratio in D-D plasmas and the 
D/T fuel ratio (nd /nt) in D-T plasmas can be derived. A 
sophisticated multi-foil activation technique using an unfolding 
code can provide a neutron energy spectrum at the irradiation 
point which is useful for testing of the neutron transport 
calculations.  

The neutron activation method using solid samples is used 
for accurate measurement of the neutron yield in many fusion 
devices. At current large tokamaks, pneumatic operated sample 
transfer systems are employed using polyethylene capsules. JET 

has multiple irradiation positions with different poloidal 
locations, while JT-60U has a single position of the irradiation 
end in a horizontal port. A capsule with sample foils can be 
transferred to the selected irradiation end via a “carousel” 
switching system from a capsule loader in the γ-ray counting 
station before a plasma shot. After the plasma shot, each capsule 
returns to the γ-ray counting station by the pneumatic transfer 
system. Gamma-rays from the activated samples are measured 
with HPGe or NaI(Tl) scintillation detectors. In the case of 
fissile samples, such as 232Th or 238U, delayed neutrons from the 
irradiated samples are measured with high-sensitivity neutron 
detectors, such as 3He or BF3 proportional counters. 

 
II.B. Neutron emission profile systems 

 
 The neutron source in fusion plasmas consists of a 

thermonuclear component and a component produced by fast 
fuel ions (deuterons, tritons). The thermonuclear neutron source 
profile is usually a function of the magnetic surfaces, but this is 
not true for the neutron source component related to fast ions. 
Their behaviour in reactor plasmas is crucially important, 
especially in driven regimes approaching the ignition. 
Measurements of spatial and energy distributions of fast 
confined fuel ions are very important for optimization of NBI 
and ICRF heating and current drives.  

Neutron source profile measurement is the principal 
method for the measurement of fast fuel ion distributions. 
Because of non-symmetric deposition of NBI and ICRF-driven 
ion distributions on magnetic surfaces, the two-dimensional (2-
D) neutron source profile measurements are required. This 
requirement is becoming stronger for optimization of ignition in 
reactors and plasmas influenced by magneto-hydrodynamic 
(MHD) instabilities.  

The primary function of a neutron profile monitor is to 
measure the neutron emissivity over a poloidal cross section of 
the plasma using line-integrated measurements recorded by 
neutron detectors viewing the plasma along a number of chords 
(lines of sight). Knowledge of the absolute detection efficiency 
of the system enables us to obtain the total instantaneous neutron 
yield from the tokamak independently supplementing the results 
obtained using other techniques, such as neutron activation or 
neutron flux monitors.  

The JET neutron profile monitor is a unique instrument 
among diagnostic systems available at large fusion devices. The 
solution adopted in JET for imaging of the noncircular plasma 
neutron source is to use two fan-like multi-collimator detector 
arrays as illustrated in Fig.2 A nine-channel camera is positioned 
above the vertical port to view downward through the plasma 
(vertical camera), while a ten-channel assembly views 
horizontally from the side (horizontal camera). The collimation 
can be remotely adjusted by use of two pairs of rotatable steel 
cylinders. Each channel is equipped with a set of three different 
detectors: a NE213 liquid organic scintillator with pulse shape 
discrimination (PSD) electronics for simultaneous measurement 
of 2.5 MeV D-D neutrons, 14-MeV D-T neutrons, and γ-rays; a 
BC418 (Bicron) plastic scintillation detector for measurement of 
14-MeV D-T neutrons; and a CsI(Tl) photodiode for measuring 
the fast-electron bremsstrahlung and γ-ray emission in the range 
between 0.2 and 6 MeV. Each NE213 detector-photomultiplier 
unit is equipped with two PSD units allowing neutrons to be 
separated from γ-rays and providing the necessary energy 
discrimination. The Bicron scintillators are located in front of 
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Fig.2 Schematic view of JET neutron profile monitor. 
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the NE213 scintillators and are coupled to PMTs via a light 
guide. They are sufficiently small and therefore relatively 

insensitive to γ-rays with Eγ > 2 MeV. The detection efficiencies 
for each of the 19 channels (and for both D-D and D-T neutrons) 
are determined computationally and by taking into account 
accelerator-based absolute calibrations of the scintillation 
detectors. The JET also complements activation systems and 
neutron flux monitors, providing an independent estimate of the 
absolute neutron yield from the plasma. 

The JET profile monitor allows 2-D images to be obtained 
from the plasma neutron emission. Tomographic deconvolution 
of the line-integrated measurements is carried out with TOMO5 
code [7] to obtain a 2-D mapping of the neutron emission rate. 
The plasma coverage by neutron profile arrays is adequate for 
neutron tomography, although neighbouring channels are 15 to 
20 cm apart and have a width of ~ 7 cm as they pass near the 
plasma centre. 

Capabilities of this method are illustrated in Fig.3 or two 

JET discharges with injection of tritium beam into D-D plasmas 
in the Trace Tritium Experiments (TTE). These discharges were 
characterized by the off-axis and on-axis injections into L-mode 
monotonic current profile plasmas. In the off-axis injection case, 
a banana-shape 14-MeV neutron emission is on the high-field 
site. The on-axis beam-injection generates neutron emission in 
the plasma centre. 

The necessity of 2-D neutron profile measurements in 
ITER arises from the fact that, due to fast ion components, the 
neutron source profile will not be constant on magnetic surfaces, 
especially during ICRH, NBI, sawtooth oscillations, excitation 
of Alfven eigenmodes, and in advanced tokamak regimes with 
strongly negative magnetic shear. The 2-D neutron source 
strength and energy distribution measurements in ITER could be 
made by joint application of radial neutron camera (RNC) 
including compact in-plug collimators and vertical neutron 
cameras (VNC) showed in Fig.4. The RNC consists of 12x3 fan-
shaped arrays of collimators viewing the plasma through a 
special shielding plug in equatorial port #1 and additional 
channels placed inside this equatorial port.  

Several possible arrangements of the VNC have been 
studied, including distributed and upper VNC. The main concept 
of the lower VNC arrangement is to place the VNC shielding 
module inside a divertor port with collimators viewing the 
plasma through the gaps in the divertor cassettes, the blanket 

modules, and the triangular support.  
 

II.C. Neutron spectrometry 
 
The neutron emission spectrometry is a multi-function 

diagnostic the information of which is derived from 
measurement of the energy distribution of the direct and 
scattered neutron flux from plasmas. 

The spectrum of direct plasma neutron emission reflects the 
relative motions of the fuel ions given by their velocity 
distributions. The neutron emission varies in both intensity and 
spectrum shape as the plasma heating conditions are changed. 
With ohmic heating, the ions are in thermal equilibrium and the 
spectrum shape will be almost precisely Gaussian and the 
effective ion temperature, Ti, can be deduced simply from the 
fwhm of the measured spectrum, fwhm = 82.5(Ti)

1/2 for d-d 
plasmas and 178(Ti)

1/2  for d-t plasmas (keV units).  Intensity of 
neutron emission depends on the fusion reaction rate R n1 n2 

σvTi, where n1, n2, are the local ion densities and σvTi is a 
fusion reactivity. This temperature is actually an average along 
the line-of-sight through the plasma. However, since the neutron 
emission is strongly localized near the plasma centre, the line- 

Fig. 4. Arrangement of the 2-D neutron source strength and energy 
distribution measurements in ITER.  

 
Fig. 5. Scheme of TOFOR spectrometer. 

 
 
Fig.3 Tomographic reconstruction of data obtained with JET neutron 
cameras in TTE: left – off-axis tritium NBI blip; right – on axis one.   
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averaged temperature is typically only about 10% lower than the 
central temperature. The thermal neutron emission is isotropic 
and has a characteristic peak energy, E0(Ti). Neutron emission 
spectra with auxiliary heating (NBI, ICRH) of plasmas have a 
non-Gaussian shape. Furthermore, rotation of the plasmas 
relative to a detector leads to the peak energy shift due to the 
fusion reaction kinematics. 

At present JET is the tokamak best equipped for neutron 
diagnosing with high-performance spectrometers installed. One 
of them, spectrometer TOFOR is dedicated to measuring 2.5-
MeV D-D neutrons in DD plasmas and can reach count rates in 
the 100-kHz range [8]. It is placed in the roof lab looking 
vertically down on the plasma at a distance of ~20 m with the 
sight line perpendicular through the plasma core.  

Principles of the TOF spectrometer are shown on Fig.5: an 
incoming neutron being scattered from a proton in scintillator S1 
to scintillator S2 with both detectors placed on the constant TOF 
sphere. The lower panel shows a model of the TOF spectrometer 
designed for optimized rate (TOFOR); the height is ~1 m [8]. 

There is also an upgrade version of the MPR spectrometer 
(MPRu) for measurement of the entire fusion neutron spectrum 
in the energy range ≈1.5 to 18 MeV. The incoming neutrons 
produce proton recoils in the polyethylene target foil. The 

forward-going protons are focused, analyzed in the pole gap of 
D1 and D2 magnet and counted in the detector array at the focal 
plane exit (Fig.6). This is a high-performance instrument for 
diagnosis of D-T plasmas with count rates in the megahertz 
range [9]. For D plasmas, it is complementary to TOFOR. 
 
III. NEUTRAL PARTICLE ANALYSERS [2] 
 

The charge exchange (CX) neutral particle analysis 
provides straightforward information concerning parameters of 
the plasma ion component. The energy spectra of neutral atomic 
fluxes emitted by the plasma provide not only the ion 
temperature but also the ion energy distribution function. The 
latter is important both for understanding the particle and energy 
confinement mechanisms of the ion component and for studying 
the behaviour of ions produced by neutral beam heating and by 
application of ICRF heating.  

A flux of neutral hydrogen (D, T) atoms is produced in the 
plasma by three processes: (a CX with background neutrals, (b) 
radiative recombination of protons (deuterons, tritons) and 
electrons, and (c) electron capture from hydrogen-like impurity 
ions. The ratio between these three processes varies depending 
on particle energy and position in the plasma. The first two 
processes are dominant in the thermal energy range below 100 

to 200 keV, with recombination dominating in the central part of 
the plasma in large tokamaks. The last process is prevalent in the 
suprathermal energy range above 100-200 keV. According to 
this, the thermal energy range is used to study the bulk plasma 
ion component, whereas the suprathermal range is suitable for 
the study of high energy ions generated by auxiliary heating like 
ICRH or produced by fusion reactions in the plasma.  

In the suprathermal range, the neutral flux is produced 
mainly by H+, D+, T+ ions undergoing electron capture from 
hydrogen-like low-Z impurity ions. In the case of He2+ ions, 
neutralization in the MeV range occurs by double electron 
capture from helium-like low-Z impurity ions. The most 
probable donors for electron capture in large plasma machines 
like JET are helium-like carbon and beryllium ions because 
carbon and beryllium are the main low-Z impurities in these 
machines and their densities in the plasma core are higher than 
the density of H0. At energies E>100 keV, the hydrogen-like 

 
 
Fig. 6. Scheme of the magnetic proton recoil spectrometer (MPR) 

 

Fig. 7. Layout of NPA diagnostic set up proposed for ITER [12]. 
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ions Be3+ and C5+ are rather effective donors for neutralization 
of H+ in comparison with the residual H0 atoms.  

Neutralization of confined alphas on impurities in D-T 
plasma creates the possibility to detect the energy spectrum of 
the fast He0 atoms and to derive the confined -particle 
distribution function. The first successful attempt to do this was 
made on JET [10]. Another option to measure the flux of 
suprathermal atoms is to use the pellet CX technique. These 
measurements obtained with the use of lithium (or boron) pellets 
injected into the plasma were used in TFTR for measuring the 
distributions of ICRF-driven H+-ions and fusion alpha particles 
[11]. For lithium pellets, H+ and He2+ ions interacted with the 
pellet ablation cloud of Li+ to form an equilibrium neutral 
fraction as a result of the reactions H++ Li+ →H0+Li2+ and 4H2++ 
Li+ →4He0+Li3+.  

Neutral particle analyzers (NPA) have the following 
general features. The neutral particle flux from a plasma enters 
the analyzer and is partially ionized by stripping collisions with 
molecules in a gas-filled stripping cell or by passing through a 
thin foil (e.g., a 5- to 40-nm thick carbon foil). The resulting 
secondary ions are separated by mass and by energy with 
superimposed or adjacent (tandem-type) electric and magnetic 
fields or by time-of-flight (TOF) analysis. Then they are 
detected by a set of ion detectors. Scintillation counters, 
channeltrons, or microchannel plates MCPs) combined in 
chevron-type units can be used as ion detectors. Sets of detectors 
(from 5 up to 40 per mass species) are normally used in NPAs 
followed by time-resolved electronics providing measurements 
of the energy spectra and their time variation. NPAs are 
calibrated using H/D atom beams of known energy and 
intensity. In the last decade solid-state detectors, and in 
particular natural diamond detectors (NDDs), were introduced 
for detection and energy analysis of the neutral particle fluxes 
from plasmas.  

A superimposed EB concept in which the electric field 
region was spatially displaced to follow the magnetic field 
region (i.e., tandem EB) was developed in PPPL. The tandem 
EB NPA enables simultaneous measurement of multiple mass 
species (e.g. H, D, and T or 3He). Similar instruments have been 
developed for JT-60 and JET. 

There are two important tasks for CX neutral particle 
diagnostics in ITER. The first task is the measurement of the 

hydrogen isotope composition of the plasma on the basis of 
measurements of neutralized fluxes of corresponding hydrogen 
ions, namely, protons, deuterons, and tritons in the 10- to 200-
keV energy range. One of the main tasks of the ITER control 
system is to provide an optimal D-T ratio in the plasma. The 
second task of neutral particle diagnostics is the measurement of 
the distribution functions of MeV ions generated by auxiliary 
heating and fusion reactions. This includes measurement of the 
confined D-T -particle distribution function by detection of He 
atom energy spectra in MeV range. 

Figure 7 presents a tandem arrangement of two NPAs, 
which is proposed to be used on ITER. The NPA system 
consists of two devices: a low-energy NPA (LENPA) for the 10 
to 200 keV energy range for providing measurement control of 
the isotope ratio and a high-energy NPA (HENPA) for the 
energy range 0.1 to 4 MeV to measure the fast ion and confined 
-particle distribution functions by detection of the energy 
spectra of the neutralized fast ions and -particles. Both the 
HENPA and the LENPA view along a major radius close to the 
equatorial plane of the torus and through the same straight 
vacuum opening of 20-cm diameter at the blanket face in the 
ITER port. Both analyzers can operate simultaneously because 
the LENPA is shifted horizontally to ensure an independent line 
of sight. Analyzers were successfully tested and used on JET. 
 
 
IV. GAMMA-RAY DIAGNOSTICS  
 

One of the most important techniques used for studying 
fast-ion behaviours in fusion devices is nuclear reaction γ-ray 
diagnostics [13]. Measurements on the tokamaks Doublet-III, 
TFTR, JT-60U and JET have shown that an intense γ-ray 
emission is produced when fast ions (fusion products, ICRF-
driven ions and NBI-injected ions) react either with plasma fuel 
ions or with the plasma impurities such as beryllium, boron, 
carbon and oxygen. On JET, the γ-ray emission measurements 
are routinely used to interpret different fast ion physics effects 
arising during ICRF and NBI heating.  

There are three sources of fast particles that can give rise to 
a γ-ray emission from plasmas. Firstly, fusion reactions between 
the plasma fuel ions produce fusion products such as fast tritons, 
protons, 3He and 4He ions with MeV-energies. Secondly, ICRF 
heating of H- and 3He-minority ions accelerates these ions to 
energies in the MeV range. There are also ICRF schemes to 
accelerate D, T and 4He ions. Thirdly, NBI heating introduces D, 
T, H, 4He and/or 3He ions. Fast ions born in plasma produce line 
spectra due to their nuclear reactions with low-Z plasma 
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impurities. The fusion product neutrons interact with the 
structural materials, generating a continuous γ-ray background. 
A typical γ-ray spectrum recorded during ICRF heating with 
3He-ions shown in Fig.8.  The 17-MeV γ-rays from the D(3He, 
γ) 5Li reaction, which used in JET as an indicator of the ICRF 
power deposition efficiency, were observed. 

More than 15 essential nuclear reactions have been 
identified in the γ-ray spectra recorded at JET. Particularly, the 
reaction 9Be(,nγ)12C, the significance of which was 
investigated in detail in Ref.15 for the fusion-born -particle 
measurements. This is type of resonant reaction, which has 
thresholds. The presence of the 4.44-MeV peak in the γ-ray 
spectra is evidence for the existence of alphas with energies that 
exceed 1.7 MeV. The 3.21-MeV γ-rays indicate that the alphas 
with energies in excess of 4 MeV exist in the plasma. As an 
example, Fig.9 shows two γ-ray spectra, recorded in the same 
JET discharge: the left hand side plot shows the spectrum during 
300-ms T-beam blip, the right one shows the spectrum just after 
the NBI blip. During the injection two γ-ray peaks, 4.44 MeV 
and 3.21 MeV are observed, however, in the post-blip time-slice 
the 3.21-MeV peak becomes rather weak. This is an effect of 
changes in the distribution function, i.e. the result of a shift of 
the high-energy tail to the low-energy range due to the -
particle slowing-down. 

 
IV.A. Gamma-ray spectrometers in JET 

 
In JET γ-ray energy spectra are measured with two 

different devices, one with a horizontal and one with a vertical 
line of sight through the plasma centre [14]. The first 
spectrometer is a calibrated bismuth germinate, Bi4Ge3O12  
(BGO) scintillation detector that is located in a well-shielded 
bunker and views the plasma tangentially. In order to reduce the 
neutron flux and the γ-ray background, the front collimator is 
filled with polythene. Behind the scintillation detector there is an 
additional dump of polythene and lead. The γ-rays are 
continuously recorded in all JET discharges over the energy 
range 1-28 MeV, with an energy resolution of about 4% at 10 
MeV. The second device for the γ-ray energy spectrum 
measurements is a NaI(Tl) scintillation detector viewing the 
plasma vertically through the centre. 
 
IV.B. Gamma-ray emission profile measurements 

 
Spatial profiles of the -ray emission in the energy range 

E>1 MeV have been measured in JET using the Gamma 
Cameras, which have ten horizontal and nine vertical collimated 
lines of sight. Each collimator defines poloidal-viewing extent at 
the centre of plasma of about 10 cm (Fig.3). The detector array 
is comprised of 19 CsI(Tl) photo-diodes (10 mm  10 mm  15 
mm). Although the system was developed for neutron 
measurements and the shielding is not entirely adequate for γ-
ray measurements, in discharges with ICRF heating the γ-ray 
measurements are successful.  

In the Gamma Cameras the line-integral -ray brightness 
along the viewing direction is measured. Experimental data 
obtained for the 19 lines of sight are tomographically 
reconstructed to get the local γ-ray emissivity in a poloidal 
cross-section. In these reconstructions the full geometry of the 
collimators and detector efficiencies were taken into account, 
but small effects of attenuation and scattering of the -rays were 
neglected. It is assumed that the distribution of the low-Z 

impurities is uniform in the plasma core as confirmed by atomic 
spectroscopy measurements. For the tomographic reconstruction 
a constrained optimisation method [7] is used, which was 
successfully applied earlier to soft x-ray, bolometer and neutron 
measurements at JET. The effective spatial resolution of the 
diagnostic in these experiments is about 7cm.  

The today data acquisition system accommodates the -ray 
count-rate measurement in four energy windows. This allows 
allocating specific -ray peaks in the windows to be counted 
separately. A typical example of the tomographic reconstruction 
of the measured line-integrated profiles is shown in Fig.10. It is 
seen clearly that the -ray emission profile produced by fast D-
ions (right-hand figure) differs from the profile from 4He-ions 
(left-hand figure) accelerated by ICRF [17]. This effect can be 
explained by the difference in pitch-angle distribution between 
4He beam-ions injected into the plasma quasi-tangentially and 
isotropic D-minority ions.  

 
IV.C. Gamma-ray measurements in ITER 
 

The gamma-ray diagnostics based on D(T,γ) 5He and 
9Be(,nγ)12C reactions could provide important information on 
behaviour of the fusion alpha particles in ITER, where Be 
impurity is supplied from the first wall. The main idea of the 
technique consists of a comparison of both the 3.5-MeV alpha-
particle birth profile (17-MeV γ-rays) and that of the confined 
-particles slowed down to 1.7 MeV (4.4-MeV γ-rays). These 
measurements could be performed with a dedicated γ-ray profile 
camera, which is similar to the neutron/gamma camera currently 
in operation on JET. For time-resolved profile measurements, 
efficient γ-ray spectrometers and neutron attenuators, in each 
channel of the cameras, are needed.  

General requirements of the spectrometers are high 
efficiency and peak-to-background ratio. It could be a single 
crystal spectrometer with heavy scintillator or a detector-array, 
which allow measurement of γ-rays in the energy range from 1 
to 30MeV. The feasibility of the measurements also depends on 
the quality of neutron suppression of the collimators. A more 
convenient neutron filter is based on 6LiH. It is compact, 
effective, and transparent for γ-rays and does not produce 
interfering γ-rays in the high energy range. A 30-cm sample of 

 
Fig. 10. Tomographic reconstructions of 4.44-MeV γ-ray emission from 
the reaction 9Be(,nγ)12C (left) and 3.09-MeV γ-ray emission from the 
reaction  12C(d,pγ)13C (right) deduced from simultaneously measured 
profiles [17]. 
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the 6LiH filter reduces 2.4-MeV neutron flux to ~900 times and 
the 15-MeV neutron flux to ~30 times. 

The performance characteristics of the neutron 6LiH 
attenuator were comprehensively investigated during 
experiments on JET [18]. The attenuator was used with 
collimated BGO spectrometer. The detector was placed in the 
laboratory above the tokamak and separated from it by a high-
density concrete shielding 2-m thick. Analysis of the spectra 
(recorded with and without the 6LiH attenuator) showed that 
without the attenuator γ-rays produced in reactions of the 
inelastic fast-neutron scattering by the detector material made 
the main contribution to the background counting rate of the 
detector. In the spectra measured with the 6LiH attenuator, the 
background peaks are highly suppressed.  

Gamma-ray cameras with such neutron filters seem to be 
the best candidates for measuring γ-ray spectra in the presence 
of high neutron fluxes typical of D-T reactor plasmas. The γ-ray 
cameras could be integrated with radiation shields of radial and 
vertical neutron cameras and have the same type of fan-shaped 
viewing geometry. Gamma-ray spectrometry induced by -
particles from beryllium tiles on the first wall using 
9Be(,nγ)12C reaction was proposed to measure the lost -
particle strength [19]. 

 
IV. MEASUREMENT OF FAST ION LOSSES  

 
Fast ions, such as heating ions and -particles, should be 

well confined until they transfer their energy to the plasma. In 
particular, -particle heating will be needed to sustain ignition 
in fusion reactor plasma. Fundamental confinement properties 
can be studied by measurement of the -particles loss. From the 
view point of machine protection, it is important to monitor the 
bombardment location and the heat load on the first wall. A 
clear understanding of loss mechanism is required to carry the 
fusion program to a real reactor. The temporal behaviour of lost 
alpha signals, and measurement of pitch angle and energy 
distribution are very important to understand the underlying 
physics, such as first orbit loss, toroidal field ripple loss, ICRH-
induced loss and MHD induced loss.  

In large tokamaks, like JET, a substantial part of the fusion-
produced fast ions are confined. Dedicated probes were 
developed, and classical confinement properties, MHD induced 
losses, ripple effects, etc., are studied. For example, the alpha-
particle loss measured by a scintillation probe [20] located at the 
TFTR vessel bottom showed dependence of loss ratios on the 

plasma current in the ion grad-B drift direction [21].  

Figure 11 shows the JET scintillator probe [22] in the 
vessel. Light emitted from the scintillator is divided by a beam 
splitter into two detection paths and is detected by the PMT 
array and charge-coupled device (CCD) camera. The PMT 
signals have high time resolution up to 1 kHz. The 2-D image 
obtained with the CCD camera provides information on both 
gyro-radius and pitch-angle simultaneously (Fig.12). As these 
probes are capable of resolving the energy and pitch angles of 
escaping fast ions with good time resolution, there is a great 
possibility of study of the MHD-induced losses. 

In addition to SP the newly installed Faraday Cup array 
[24] could detect lost fusion alphas at multiple poloidal locations 
(Fig.13). The array consists of nine detectors spread over five 
poloidal locations below the mid-plane just outside the plasma at 
low magnetic field side of the JET torus. Along the major 
radius, the detectors are equally spaced in three locations. A 
detection of the temporal evolution of the fast -particle current 
signals in the radially and poloidally distributed detectors can 

 
Fig.11. The scintillation probe installed in JET vessel. 

 
Fig.12. a) 2-D footprint of fast ion losses: fusion alphas from D3He-
reaction (A) and first orbit losses of p&T-fusion products from DD-
reaction (B) observed on the scintillator plate; b) an orbit reconstruction 
for detected losses of type A [23]. 

 
Fig.13. The Faraday Cup array installed in JET vessel. 
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provide a map of lost particle fluxes at different locations with 
time resolution of about 1 ms. 

The Faraday Cups is the main measurement tools for time-
resolved pitch angle and energy measurement of lost alphas in 
ITER. The self-heating of a D-T plasma by fusion-produced -
particles is the key to the realization of self-sustainable ignition 
of a thermonuclear plasma for fusion reactors. The loss of the -
particles means a deterioration of the heating input power. 
Moreover, the localization of alpha-particle bombardment on the 
first wall surface may induce serious damage. This is one of the 
key problems in ITER. 

     
V.  SUMMARY 

 
Fusion product measurements, measurements of neutrons, 

γ-rays, and escaping MeV-ions produced in D-D, D-T, and other 
nuclear reactions are commonly used for diagnosing fusion 
plasmas magnetically confined. In D-D experiments on present 
devices, fusion reaction between a thermal and a non-thermal 
ion and that between non-thermal ions contribute substantially to 
the fusion reaction rate. Many interesting studies on energetic 
ion behaviours have been done by fusion product diagnostics. 
The recent publication on that issue can be found in [25 - 32]. 
For D-T fusion experiments on ITER, where the neutron 
emission rate will increase by more than of 103 from present 
large tokamaks and the thermonuclear fraction will be boosted 
as the self-heating source from -particles becomes dominant, 
the fusion product diagnostics will be more important and will 
play the essential role, not only on the measurement of the 
fusion output power, but also on self-heating burning plasma 
studies.  
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ABSTRACT 
Fusion research aims to develop fusion as a promising 

energy source for the future. The latest status of fusion 
research is represented in the physics and technology 
basis of the large tokamak ITER [1] currently under 
construction, which is expected to produce for the first 
time significant fusion power (Pfus ~ 500 MW) over peri-
ods of several minutes. After a successful operation of 
ITER, several countries are planning the development of 
demonstration reactors with net electricity production to 
prepare the ground for commercialisation. While the 
main mission of ITER is the demonstration of a hot 
plasma mainly heated by fusion alpha particles, future 
efforts must be targeted towards improving the perfor-
mance and availability of the reactor, and demonstrating 
the economic perspective for commercial fusion energy.  

Within this paper we present an overview on the 
status of fusion and on our current understanding of the 
main features of a tokamak fusion reactor. Aiming for a 
quantitative treatment, a coupled set of non-linear 
equations is used to describe and predict the reactor 
performance based on a limited set of input quantities in 
a self-consistent way (systems code approach). 
Operational limits related to both plasma operation and 
machine components are discussed and an optimisation 
strategy to define the various plasma and machine 
parameters is outlined. 

I. INTRODUCTION 
The controlled fusion of the hydrogen isotopes 

deuterium (D) and tritium (T) has a great potential to 
provide substantial contributions to the energy supply of 
mankind for the future. Fusion research is on the one 
hand aiming to improve our basic understanding of 
fusion plasmas and of the principles of confining and 
controlling them, and on the other hand a targeted 
approach is pursued to develop the first fusion power 
plant which will be feeding electrical energy into the 
grid. Specifically, the European Roadmap for Fusion [2] 
is providing a plan on how to conduct the development 
of a demonstration reactor (DEMO), aiming for a net 
electricity production of 300…500 MW by the mid of 
this century. In this plan, the development and successful 
operation of the ITER tokamak [1] is seen as a 
cornerstone.  

ITER is supposed to produce for the first time plasma 
pulses with a significant fusion power Pfus = 500 MW at 
an energy amplification factor of Q = Pfus/Pext = 10 over 
a pulse duration of tpulse = 400 s, where Pext denotes the 
externally supplied plasma heating power. Due to the 
size and the complexity of the ITER project which is 
currently under development in Cadarache, France, these 
decisive results can realistically be expected only after 
2030. 

The mission of ITER is focussed towards the physics 
of a fusion plasma which is predominantly heated by the 
alpha particles generated via fusion, and to a demons-
tration of several reactor relevant technologies. The 
target value of Q = 10 would however not yet be suitable 
for efficient net electricity production, since the external 
plasma heating consumes electrical power, and therefore 
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In case of a thermodynamic efficiency for conversion of 
thermal power to electricity of hel ~ 0.3, and for a typical 
efficiency for the production of the external plasma 
heating power from electrical power of hext ~ 0.3 [3], a 
value of Q = 10 represents just the “break-even” above 
which net electricity production would become possible. 
Thus, in order to produce net electricity, DEMO will 
have to obtain an energy amplification factor of Q >> 10, 
where the exact value is however not important and is 
hence not regarded as an optimisation quantity.  

Considering the timescale of the ITER project as well 
as the budgetary limitations, the remaining period until 
the year ~ 2050 for achieving DEMO operation with 
electricity production appears quite short. Hence this 
ambitious goal can only be achieved if many of the main 
physics and technology developments for ITER can be 
smoothly transferred towards DEMO, such that only a 
limited amount of major new developments will be 
needed after ITER. In this respect the tokamak concept, 
together with the ITER developments, is the most deve-
loped magnetic confinement concept, and it has therefore 
been adopted as the “baseline” for a DEMO fusion 
reactor in the European Roadmap. In the following, we 
describe some aspects of the tokamak as needed for the 
systems description of the reactor. For a more detailed 
description of the tokamak principle and the status of 
related research we refer to the textbook by Wesson [4]. 
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II. PHYSICS PRINCIPLES RELEVANT TO
THE DESIGN OF A TOKAMAK FUSION
REACTOR

A. Basics of fusion 

A thermal pure DT plasma with a D-T ratio of 50:50, 
where the alpha particle power is compensating the 
power losses from the plasma, can be sustained (“ignited 
plasma”) if the burn condition is fulfilled [4] 

(2) -321 mskeV103 ⋅⋅⋅>EiBDT Tkn τ . 

Here nDT denotes the density of deuterium and tritium 
ions, kB is the Boltzmann constant, Ti the ion temperature 
and 

(3) 
heat

plasma
E P

W
=τ

is the global energy confinement time, with Wplasma being 
the stored kinetic energy in the plasma and Pheat the 
heating power absorbed in the plasma. Hence the energy 
confinement time is a measure of the quality of the 
thermal insulation of the plasma.  

A minimum value of the triple product needed for igni-
tion is found in the range of Ti = 10 … 20 keV. 
Assuming this temperature range and a fuel ion density 
of nDT ~ 1020 m-3, the burn condition can be fulfilled if 
the energy confinement time amounts τE ~ several 
seconds. 

The fusion power density produced in a thermal DT 
plasma with D-T ratio 50:50 follows from the equation 

(4) DTDTDT
F Evn

V
P

><= σ2

4
1

, 

where <σv> denotes the rate coefficient for the DT fu-
sion reaction, see fig. 1, and EDT = 17.59 MeV is the 
energy released per fusion event. A functional expressi-
on for the fusion rates was presented by Bosch et al. [5]. 

Figure 1: Fusion rate coefficients after Bosch et al. [5] 

In the presence of plasma impurities with charge state Z, 

(5) enDTZeDT nfnZnn =−= ∑ : ,

where nZ denotes the density of ion species Z and the 
summation comprises all ion species apart from 
deuterium and tritium.  

B. The tokamak principle 

The most widely used principle to confine a hot 
fusion plasma in a magnetic field is the tokamak, a 
toroidal plasma confinement system. In a tokamak, 
toroidal field (TF) coils generate a strong toroidal 
magnetic field, forcing the charged particles in the 
plasma to gyrate along the field lines. A purely toroidal 
field would however lead to a loss of the plasma 
particles into radial outward direction via particle drifts, 
originating from the curvature and inhomogeneity of the 
field. These losses can be suppressed by adding a 
poloidal field (PF) component.  

In the tokamak the poloidal field is generated by 
driving a current in the plasma, using the central sole-
noid (CS) coil as the primary and the plasma as the 
secondary winding of a transformer. The helical 
magnetic field resulting from the superposition of TF 
and PF field components has a field line structure in the 
form of nested magnetic surfaces – in the absence of 
radial motion any particle following its field line would 
stay on its magnetic surface. A vertical magnetic field, 
which is generated by poloidal field coils, interacts with 
the plasma current to provide a radially inward Bj×  
force to counteract the Lorentz and pressure forces 
acting in radial outward direction, thereby keeping the 
diameter of the plasma torus constant.   

The geometry of the basic tokamak plasma is 
described by the major radius R0 and minor radius a of 
the torus, as well as the safety factor q. This safety factor 
measures the number of toroidal turns which are needed 
until a screwed field line would come back to the same 
poloidal position. The outer boundary of the plasma 
(minor plasma radius a) in a tokamak can be defined by 
two different ways.  

In a simple tokamak, the most protruding wall 
element, the so called “limiter”, will cut a magnetic field 
line, thus defining the outermost magnetic surface: all 
magnetic field lines inside of this surface are closed, 
while all field lines outside are open and are ending on 
the wall elements. The limiter is the area where most of 
the plasma wall interaction and heat exhaust takes place. 
The impinging particles are being neutralised, and the 
continuous plasma flux towards the limiter causes some 
neutral particle compression in front of it. This effect can 
be used to pump away impurities like the helium ash 
from the plasma of a fusion reactor. Usually a limiter is 
constructed from a material with high melting point and 
good thermal conductivity, together with a smooth 
surface shaping, in order to withstand the very high heat 
loads in the plasma wall contact.  

However, in most modern tokamaks large poloidal 
field coils are employed to elongate the plasma in 
vertical direction, generating „X-points“ at the locations 
where the poloidal fields of the plasma current and of the 
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PF coil just cancel. Thus the strongest (innermost) X-
point defines the “separatrix” which divides the 
magnetic field lines into two categories: Inside the 
separatrix, all field lines are closed and they lie on nested 
magnetic surfaces. Outside the separatrix, all magnetic 
field lines are open and they impinge, eventually after 
several toroidal turns, onto a wall element within the so 
called “divertor” which is usually located below the 
main plasma. If the distance between first wall of the 
main chamber and plasma edge is chosen large enough, 
the particles lost from the main plasma in radial direction 
may not touch the first wall but stream along the field 
lines down towards the divertor. On their way they cool 
down via radiation and collisions and finally form a 
relatively cold plasma of high density (“divertor 
plasma”) in front of the divertor target plates. This 
concept was designed to separate the plasma wall 
interaction zone from the core plasma, to make the heat 
loads to the first wall more tolerable than in a limiter 
tokamak, and to facilitate the Helium pumping by the 
neutral particle compression arising from the plasma 
flow towards the target plates followed by neutralisation. 
In most cases only one main divertor is used in a so 
called “single null” configuration, where the plasma 
geometry can be described by the two new parameters 
elongation κ and triangularity δ in addition to the major 
and minor radius.  

For the following discussion of the main 
dependencies of fusion power in a divertor tokamak, it is 
convenient to write all equations in terms of 
dimensionless quantities: 

a Minor plasma radius at the tokamak midplane / m 
R0 Major plasma radius at the tokamak midplane / m 
n20 Electron density / 1020 m-3 
nDT Fuel ion density / 1020 m-3 
nZ Density of ions with charge state Z / 1020 m-3 
NGW Greenwald number NGW = n/nGW 
Tk Plasma temperature / keV 
IM Plasma current / MA 
B0 Magnetic field at the tokamak axis R = R0 / T 
q95 Safety factor at a radial location of 95% flux 
PM Power / MW 
W Energy / MJ 
V Plasma volume / m3 

τE Energy confinement time / s 

C. High confinement regime (H-mode) 

An important feature of divertor tokamaks is the 
occurrence of improved plasma confinement in case of 
sufficiently strong plasma heating. In this so called “H-
mode” [6] the observed energy confinement time Eτ can 
be a factor ~ 2 higher than in the low confinement (“L-
mode”) regime. The H-mode is related to the formation 

of a transport barrier and a “pedestal” of the pressure at 
the plasma edge. The properties of the H-mode have 
been widely investigated on many divertor tokamaks, 
deriving the empirical IPB98(y,2) scaling law by a 
nonlinear fitting procedure using data from a large 
number of discharges [7]: 

(6) 69.0
,

15.0
0

41.0
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78.058.039.1
0

93.0173.0 −= MlossMHE PBnaRIH κτ . 
In eq. (6) the confinement enhancement factor HH is a 
measure of the actual confinement quality relative to 
standard H-mode (HH = 1.0), and we have eliminated the 
dependency on the isotope composition by assuming a 
DT plasma with nD = nT.  

In order to achieve and maintain H-mode conditions, the 
power losses coreradheatloss PPP ,−=  across the separatrix 
via convection and conduction have to exceed the H-
mode power threshold PLH  (Prad,core denotes the radiated 
power from the core plasma). Within this paper, we use 
the empirical scaling presented by Martin et al. [8] 
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D. Operational limits in a tokamak plasma 

In order to maximise the fusion power density 
according to eq. (4), both the plasma density and 
temperature should be maximised. However, the para-
meter range in which the plasma in a tokamak fusion 
reactor can be operated is governed by several ope-
rational limits which are only briefly recalled here. For a 
more detailed treatment, we refer to the literature [4, 9]. 

First, the line averaged plasma density is limited by 
the empirical “Greenwald limit” [10]: 

(8) 220 a
Inn M

GW π
=≤ . 

Increasing the plasma density to values above GWn leads 
to a termination (disruption) of the discharge by an 
instability. Stable tokamak operation can only be 
obtained if, for a desired plasma density, the plasma 
current is large enough or the plasma radius small 
enough. However, the plasma current within a divertor 
tokamak is limited via a second requirement, such that 
the safety factor q95 (number of toroidal turns after which 
a magnetic field line closes with one poloidal turn) 
measured at a radial location of 95% flux must stay 
above a value of 2 in order to avoid a disruption caused 
by an external kink mode [11] 
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where we have used the geometric shape factor [7] 
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From eqs. (9) and (10) it is evident that choosing larger 
elongation and triangularity would increase the shape 
factor f and hence open a route to allow for larger plasma 
current and hence higher density. The vertical elongation 
κ and the triangularity δ of the plasma are defined by the 
equilibrium between the plasma pressure and the action 
of the poloidal field coils onto the plasma. However, 
increasing the elongation by enhancing the attractive 
forces induced by the PF coils located above and below 
the plasma would make the vertical plasma position 
more and more unstable. In order to control the vertical 
position, the response of the control system must be 
faster than the growth rate of the vertical instability. The 
limiting factors here are first the large inductivity of the 
PF coils, second the limitations for both the maximum 
voltage and maximum power to be supplied to the coils, 
and third the damping by eddy currents induced in the 
blanket and structures between PF coils and plasma. 
Based on these boundary conditions the plasma 
elongation has to be limited towards a value that can be 
safely controlled. According to experimental and 
modelling results, for DEMO a maximum controllable 
elongation at the X-point of 

(11) 
1

5.05.1max, −
+=

Axκ

has been proposed [12], where A = R0/a is the aspect 
ratio of the plasma. Following eq. (9), another route to 
attain higher plasma current and hence higher plasma 
density would be opened by increasing the magnetic 
field B0 or reducing the major radius R0 while keeping 
the minor radius constant. 

As a third requirement, the plasma pressure in a 
tokamak is limited by the “Troyon limit” [4] 
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where 

(13) 
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is the normalised plasma pressure (“beta”). For dis-
charges of the “ELMy H-mode” type the empirical 
limitation for the normalised beta is βN,max = 3.5. In case 
of a reactor design based on “conservative” physics and 
technology assumptions as discussed below, the expec-
ted beta is low enough so that the beta limit will not be 
further discussed in the following. 

E. Systems description of a tokamak reactor 

In the following, we present a simple quantitative 
description of the main elements of a tokamak fusion 
reactor. Writing for the kinetic plasma energy 

(14) plasmaBplasma VTknW 3~ , 

assuming Te = Ti = T, neglecting the radial dependencies 
of both n and T, and inserting into eq.  (3), we obtain 

(15) 
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Here, we have assumed that the total heating power is 
given by the sum of alpha heating power and external 
heating power, Pheat = Pa + Pext, and we have approxi-
mated the core plasma volume by the expression 

(16) 0
222~ RaVplasma κπ . 

The system of equations (4), (6) and (15) already allows 
to perform a 0-D description of the tokamak fusion 
reactor and to predict the expected fusion power output 
for a given set of pre-defined input parameters, namely 
the plasma geometry (a, R0, κ and δ), plasma density, 
magnetic field B0, plasma current (safety factor) and 
confinement quality HH. This procedure, together with a 
treatment of plasma radiation (see below) also represents 
the essence of the plasma physics module in more 
sophisticated so called “fusion reactor systems codes” 
[13,14,15,16]. For simplicity we will use in the 
following discussion radially constant (mean) values for 
plasma density and temperature. However, extending the 
description towards using prescribed radial profiles is 
straightforward and this is the usual approach by systems 
codes.  

For a discussion on the principles for optimisation of 
a fusion reactor, this set of equations is somewhat 
involved and hence impractical. We therefore proceed 
with simplifying the description further by restricting the 
discussion to cases where the plasma temperature is in 
the range of T = 10 … 20 keV, where the rate coefficient 
shows approximately a quadratic dependence with 
plasma temperature and hence  
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Furthermore, it is convenient to substitute plasma current 
and density in the expressions for confinement time (6) 
and plasma temperature (15) by the expressions for the 
dimensionless quantities q95 and NGW = n/nGW, yielding 
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Neglecting for the moment the radiated power and the 
heating power, i.e. assuming Pheat = Ploss = Pa, we obtain 
after some algebra a single equation describing the alpha 
heating power generated in a tokamak fusion reactor 
operated at H-mode (“tokamak fusion reactor equation”) 
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In this equation, the dimensionless formulations of the 
density limit and the current limit 

(21) 1≤GWN  and 
(22) 295 ≥q

have to be observed. For the geometrical parameters of 
the tokamak used in eq. (20), the following condition 
applies: 

(23) CSrcbaR +++>0 , 
where c denotes the radial thickness of the TF coil and 
rCS the radius of the central solenoid. 

Using NGW, the beta limit (βN < 3.5) can be reformulated 
as 

(24) GWk NaBT 035.1≤ . 

After solving the equations above for a set of input 
parameters, the resulting temperature Tk (eq. 15) should 
be in agreement with condition (24) to avoid the pressure 
driven instabilities leading to a plasma disruption. 

In a reactor under steady state conditions all the power 
which is heating the core plasma has to be exhausted 
from the plasma, without damaging the wall or divertor. 
We express the power entering into the divertor via 

(25) coreradextlossDiv PPPPP ,−+≈≈ a . 

Practically, the radiated power Prad,core in the core plasma 
can be adjusted in a wide range by adding medium- or 
high-Z impurities like Argon, Krypton or even Xenon to 
the plasma [17]. A simple empirical expression for the 
total radiated power from a tokamak plasma was 
presented by Matthews et al. [18], 

(26) ( ) [ ]MWnSZP effrad
9.1

20
94.0116.0 −≈ , 

where S denotes the surface area of the plasma. How-
ever, the power loss across the separatrix has to 
significantly exceed the H-mode threshold (eq. 7) in 
order to avoid a sudden drop of confinement back to low 
confinement (L-mode) conditions. Furthermore, the 
radiation loss parameter LZ, which is defined via the 
relation  

(27) ZeZZrad LnnP =, , 

typically shows an increase with decreasing electron 
temperature over a wide range of temperatures, which 
implies that highly radiative plasmas are difficult to 
control: any sudden drop of confinement and plasma 
temperature would lead to an increase of radiation and 
hence to a further cooling of the plasma. This is not 
reflected in the eq. (26), which hence only can serve as a 
rough approximation for the radiated power. 

Within the divertor region, a large fraction of PDiv still 
has to be radiated in order to distribute the power to 
larger parts of the target plates and hence keep the peak 
loads below the tolerable values. 

In addition to the output power of a tokamak fusion 
reactor, a second important optimisation quantity is the 
plasma pulse duration which can be achieved. This pulse 
duration depends on the plasma current, the ohmic 
resistance and plasma inductivity, the amount of non-
inductive current driven by the external heating [3] or by 
the “bootstrap” effect [4], and on the available total flux 
swing [19]. The total flux Φ0 available from the central 
solenoid (CS) and (to some extent) from the other 
poloidal field (PF) coils, 

(28) CSCS Br max,
2

0 21.1 π×≈Φ , 

where Bmax,CS denotes the maximum magnetic field 
obtained in the CS coil and the factor 1.1 accounts for a 
conservative estimate of the additional flux provided by 
the PF coils. During the plasma discharge, this total flux 
is consumed by the ignition Φignit., by the build-up of the 
magnetic energy stored in the plasma current, and by 
ohmic losses. After having tuned the CS coil from Bmax,CS 
towards the final value of -Bmax,CS, the plasma current has 
to be ramped down and the discharge has to be stopped. 
Approximating the ohmic losses during current ramp-up 
using the Ejima approximation PuprampOH IR00., 5.0~ µ−Φ
[20], we obtain for the pulse duration 
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where Rplasma denotes the ohmic resistance of the plasma 
during the flat-top period, and Inoninduct is the non-
inductive part of the total plasma current. According to 
eq. (29), long pulse operation can be attained by 
increasing Φ0 or by enhancing the non-inductive current. 
In case of full noninductive current drive (Inoninduct = IP), 
which is the domain of “advanced tokamak” studies 
[21], steady state operation is obtained, where usually 
high confinement quality HH > 1.0 is assumed, allowing 
for higher plasma pressure and hence larger bootstrap 
current, while lower values for the total plasma current 
are  chosen with q95 = 4 … 6 in order to keep the level of 
the required external current drive within reasonable 
limits.  

III. TECHNOLOGICAL ISSUES RELEVANT
TO REACTOR OPTIMISATION

Before continuing the discussion of eq. (20) and the 
reactor optimisation strategy, we briefly recall a number 
of technological issues relevant to the definition of 
reactor parameters. 

A. Magnetic field coils 

From Eq. (20) it can be seen that the fusion power 
depends strongly on the toroidal magnetic field B0 in the 
plasma centre, if the safety factor q95, the Greenwald 
fraction NGW, the confinement quality HH and  the 
plasma geometry as defined by the four parameters R0, a, 
κ and δ are kept constant. The latest status of 
superconducting magnet coil technology for fusion is 
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represented by the development of the ITER coils [22]. 
Two important limitations have to be observed for the 
TF coils design. First, the current density in the 
superconducting materials at a given temperature and 
magnetic field must be kept below a limit to avoid back-
transition to normal conductivity. Thus the size of the 
winding pack of the TF coils is defined by these 
requirements together with Biot-Savart’s law describing 
the required Amp-turns 

(30) ( )
R

INRBtor π
µ
2

0= , 

where N is the total number of windings (product of 
number of coils and number of windings per coil), I is 
the current per winding and R the distance from the torus 
centre. Second, the coils are subject to the “hoop” force 
which acts to expand each conductor and the TF coil as a 
whole, and a strong radial force driving all conductors 
away from the plasma centre. Both forces have to be 
supported by the coil design. For this purpose, the cable 
in conduit approach has been adopted for ITER. Here the 
individual brittle SC conductors (“strands”) are packed 
together with Copper strands, needed in cases of quench 
of the superconductive state, into stainless steel housings 
to form a robust cable structure which supports the 
whole set of strands against the forces. These SC cables 
are then wound into radial plates which are designed to 
accept the overall forces acting on the cables. The radial 
plates itself are mounted into a thick steel casing taking 
the overall forces acting onto the coil. The ITER TF coil 
structure, with a radial coil thickness in the order of c ~ 1 
m and with a maximum field at the inner leg of the TF 
coil of Bmax = 11.6 T, is subject to stresses of up to 600 
MPa, which is near the limits of the steel that is used 
here. Aiming for even higher toroidal magnetic fields 
would imply 
• increasing the number of Amp-turns according to

eq. (30), which means increasing the area needed for
the winding pack;

• on the same time, strongly reducing the current
density in the SC strands, since the permissible
current density in the SC conductor decreases with
magnetic field, which means another increase in the
area of the winding pack;

• finally, increasing the amount of steel in the radial
plates and coil housings to accept the stronger
forces.

From all three effects together it follows that, in order to 
obtain higher magnetic field Bmax, the radial dimension 
of the TF coils c would have to be enlarged proportional 
to a high power of the magnetic field. Practically, from 
the current status of magnet technology for fusion, the 
values of Bmax,TF = 11.6 T and Bmax,CS = 13 T achieved for 
the ITER design are regarded as a technical limitation, 
which also defines the framework for the DEMO design 
studies undertaken in Europe [23]. 

B. Blanket design 

While ITER can be operated using tritium that is 
available on earth, e.g. produced as a side product from 
fission plants, the tritium consumption of a DEMO 
reactor will be so large (several 10 kg per year) that the 
tritium will have to be produced on-site by a breeding 
process using the fusion neutrons. For this purpose, the 
plasma of a DEMO reactor will be almost completely 
surrounded by a breeding blanket, where Lithium is 
being converted to tritium using the reactions 
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Natural Lithium consists of 7.4% 6Li and 92.6% 7Li, but 
the cross section for the first (exothermic) reaction is 
more than two orders of magnitude larger for the case of 
thermalized neutrons, as compared to the peak of the 
cross section for the second (endothermic) reaction. A 
pure breeding blanket cannot obtain a tritium breeding 
rate (TBR, ratio between produced and consumed 
tritium) of 100 percent, since a fraction of the primary 
fusion neutrons will unavoidably be lost due to 
absorption in the structural material of the blanket, and 
due to geometrical neutron losses related to the 
necessary openings for plasma diagnostic, heating and 
fuelling systems, as well as within the divertor [24]. 
Therefore the overall number of available neutrons has 
to be increased by a neutron multiplication process. For 
this purpose, the following reactions are being 
considered: 

(32) 
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In addition to the generation of neutrons, another main 
function of the blanket is the power exhaust in a way that 
permits the efficient use of the thermal power to produce 
electrical energy. 

For the design of the blanket, various technical 
implementations and different options are under 
development.  If Beryllium is used as multiplier, both the 
Lithium breeder and the Beryllium are commonly 
foreseen in the form of small solid pebbles within the 
blanket module. Designs based on Lead as multiplier are 
normally based on mixing both breeder and multiplier 
and operating the Pb:Li mixture at temperatures of 
several hundred degrees as a liquid metal. Regarding the 
choice of coolants, various options are being considered, 
namely water cooling, Helium gas cooling and (in case 
of Pb:Li) the liquid metal itself, as well as dual-coolant 
options using the combination of water and Helium, or 
liquid metal and water. Helium as coolant could provide 
higher exit temperatures than water and hence allow for 
higher thermodynamic efficiency, but the large amounts 
of gas needed for cooling require significant pumping 
power, which largely reduces the overall efficiency 
again. In addition to the TBR and the overall 
thermodynamic efficiency also the thickness of the 
blanket is an important optimisation criterion for the 
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reactor: The distance b between plasma and TF coil on 
the inboard side of the tokamak is related to the magnetic 
field in the plasma, B0, and the field Bmax at the inner leg 
of the TF coil according to Biot-Savart’s law via  

(33) 
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Hence reducing b would allow for larger magnetic field 
in the plasma B0, leading to an increase of fusion power 
when keeping all other quantities constant. However, the 
quantity b is defined as the sum of several radial 
dimensions:  

• the radial distance needed between plasma edge and
first wall in order to protect the first wall from
overheating,

• the thickness of the breeding blanket, including the
space needed for the cooling manifold at the
backside of the blanket,

• shielding and vacuum vessel thickness.

In a tokamak reactor with full tritium breeding the total 
distance between the inner radial edge of the plasma and 
the inner leg of the TF coil cannot be made significantly 
smaller than b ~ 1.8 m. Since this is a quantity 
essentially not scaling with the size of a fusion reactor, 
the quantity b represents a lower limitation for the 
overall radial dimensions of the reactor. 

In the European programme towards a DEMO reactor, 
the Helium Cooled Pebble Bed (HCPB) and the Helium 
Cooled Lithium lead (HCLL) concepts being are pursued 
as the main concepts, while the Dual Coolant Lithium 
Lead (DCLL) and the Water Cooled Lithium Lead 
(WCLL) designs are regarded as alternative approaches 
[25]. 

C. First wall and divertor 

The first wall in the main chamber of a DEMO fusion 
reactor has to withstand a typical level of average 
stationary surface heat loads due to radiated power and 
particles emitted from the core plasma in the order of 
less than 0.5 MW/m2, where some local inhomogeneities 
due to the magnetic field and wall structure have to be 
expected. On top of this a typical stationary neutron wall 
load in the order of 1-2 MW/m2 provides the main part 
of the power produced from the fusion processes, which 
is mainly deposited into the first 10-30 cm of the 
blanket. The stationary heat loads at the first wall can 
reasonably be covered by installing a sufficiently dense 
(mm … cm) network of coolant channels into the 
involved components. In this area, a low activation steel 
like EUROFER is foreseen as structural material. 

Strong transient heat loads to the first wall can be 
generated by plasma disruptions and they are a major 
area of concern already for ITER [26]. During a plasma 
disruption, the confining nested magnetic field structure 
breaks down due to rapid changes in the plasma current 
and current profile, which leads to a rapid loss of a major 
part of the stored kinetic energy to the wall (“thermal 

quench”) within a short time of the order of τTQ ≤ 1 ms. 
The main strategy for ITER, besides avoidance of 
disruptions, is the disruption mitigation via fast and 
massive particle injection into the plasma once a 
disruption can no longer be avoided. The injected 
particles get excited and radiate major fractions of the 
stored energy, thereby distributing the heat loads to 
larger areas.  Assuming that half of the stored thermal 
energy from the DEMO plasma Wth ~ 1 GJ would be 
radiated to the first wall within a time of τTQ ~ 1 ms, and 
assuming a toroidal and poloidal asymmetry of a factor 2 
each, the resulting maximum heat impact factor h  [27] 
on DEMO is in the order of  

(34) 5.0240~
sm

MJ
A

W

TQeff τ
h =

(W is the deposited energy, Aeff the effective wall area), 
which is only slightly below the melt limit for tungsten 
but already above the limit where surface cracks of 
several 100 microns depth have to be expected. Thus 
only a low number of disruptions is permissible on 
DEMO even with application of a perfect mitigation 
system. 

The divertor target plates have to withstand the highly 
peaked stationary power fluxes that are transporting the 
power, which has been convected and conducted across 
the separatrix, along the field lines down to the divertor 
region. The peak power flux densities expected for ITER 
are in the order of 10…20 MW/m2. To accommodate for 
these extreme heat loads, the divertor target plates of 
ITER are constructed using a castellated tungsten surface 
connected to a Cu:Cr:Zr alloy structure, where a dense 
network of cooling channels serves for heat removal 
using water at 100 °C as coolant.  

For a future DEMO reactor, staying above the H-mode 
threshold (eq. 7) implies that the expected stationary 
peak power flux densities are comparable or even larger 
than on ITER. On the other hand, several routes of 
modifications are being pursued to develop the DEMO 
divertor aiming for specific improvements as compared 
to the ITER divertor:  

• Utilising the divertor heat for electricity production
at acceptable efficiency would require a coolant
temperature of > 250 °C.

• The material Cu:Cr:Zr used on ITER should be
replaced by a material which has low activation
properties, in order to minimise the amount of
radioactive waste with longer decay times.

On top of the stationary loads, edge localised modes 
(ELMs) associated with the standard H-mode would 
provide strong pulsed heat loads to the divertor surface. 
Uncontrolled ELMs would deposit energies of several 10 
MJ per ELM on ITER, and up to 100 MJ per ELM on 
DEMO [28], which would lead to surface melting if no 
mitigation measures are taken. While ITER is aiming to 
mitigate ELMs by employing resonant magnetic 
pertubations and ELM pacing via Pellet injection, the 
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required ELM mitigation factor for DEMO and the 
requirements for reliability of ELM suppression are so 
high that a change in the dis-charge scenario, i. e. an in-
trinsically ELM-free discharge type, appears favourable. 

The power exhaust problem explained above is cur-
rently seen as the most important issue where substantial 
progress will be needed in order to make commercial 
fusion viable, and intense R&D is being pursued to 
develop solutions. In the current stage of fusion research, 
Tungsten is widely regarded as the prime choice for first 
wall and divertor surface materials, since it first provides 
high resilience against erosion by physical sputtering due 
to its high atomic mass, second high resilience against 
stationary and transient heat loads due to the good 
thermal conductivity and the high melting point, and 
third it shows acceptable levels of activation after 
neutron irradiation. In the current EU DEMO develop-
ment it is therefore seen as the baseline solution for both 
the first wall as well as the divertor material.  

However, even when assuming that the power flow 
across the separatrix is being reduced via core plasma 
radiation down towards the H mode threshold, 

LHSOL PP ~ , the remaining power flux density towards 
the divertor target plates may be still too high. To solve 
this problem, three main alternative approaches to the 
baseline divertor are being pursued: First, divertor strike 
point sweeping with an amplitude of several 10 cm and a 
frequency in the order of 1 Hz is being explored as an 
option to distribute the power fluxes over a larger part of 
the divertor target. Second, novel magnetic configura-
tions are being investigated, aiming to reduce the power 
flux densities to the divertor by a magnetic field 
structure which is spreading the field lines from the edge 
plasma onto larger parts of the divertor target. Third, 
parts of the divertor surface could be made of liquid 
metal which is flowing and thereby enhancing the heat 
removal due to its heat capacity. None of these concepts 
has reached sufficient maturity until now, so that these 
are not foreseen in the current ITER design. 

IV. DESIGN OPTIMISATION OF A TOKA-
MAK FUSION REACTOR

Having summarised the main physics and technological 
constraints for tokamak fusion reactor design, we can 
now proceed discussing the tokamak fusion reactor 
equation (20) and suitable optimisation criteria. In order 
to better show the explicit dependencies on technical 
quantities that can be independently chosen, we 
substitute eq. (33) into eq. (20). Moreover, considering 
also the case of plasma dilution by impurities, we use 

eDTnDT nnf = and ∑= eznz nns and obtain a more 
detailed version of the tokamak fusion reactor equation 

(35) 
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We note that there is still the dependence of the shape 
factor f from the elongation, triangularity and aspect 
ratio, see eq. (10). Furthermore, the maximum 
controllable elongation depends on the aspect ratio 
according to eq. (11). However, in order to keep the 
reactor equation reasonable simple, we will not 
substitute these further.  

Equation (35) can now be used to discuss the recipe 
for optimisation of a tokamak fusion reactor. In general, 
for a reactor ultimately the cost of electricity (CoE) 
should be minimised, which means maximisation of the 
net electrical output power while minimising the overall 
reactor cost for initial investment, operation, 
maintenance, shutdown and disposal. The presentation of 
a full fusion reactor cost model is beyond the scope of 
the present paper. However, as a first approximation, we 
may assume that the cost of electricity is proportional to 
the total volume of the tokamak components (blanket, 
vessel, coils, etc.), hence 

(36) 
netel

tokamak

P
VCoE

.,

~

In further determining the optimum choice of parameters 
in eq. (35), the maximisation of many individual 
parameters may be desirable but a number of operational 
and technical limits have to be obeyed: 
• The TF coil system should be optimised for the

maximum technically possible magnetic field Bmax,
which amounts ~ 12 ... 13 T according to current
technology as described above.

• The radial build should be optimised for minimum
blanket thickness, hence b ~ 1.8 m.

• The maximum possible plasma current compatible
with good MHD stability should be chosen, yielding
q95 ~ 3.

• A high plasma density should be chosen, which is
favourable for both high fusion power but also for
power exhaust (detached divertor). This means
operation near the Greenwald limit with NGW ~ 1,
noting that this density limit is related to the edge
plasma density, so that in case of peaked density
profiles a mean density of NGW ~ 1 is viable.

• The elongation should be chosen such that a reliable
control of the vertical plasma position is possible: κ
~ 1.6 ... 1.8. On the same time, the triangularity
should be maximised with respect to the limits of
what is achievable based on the feasibility and cost
of PF coils.

• A stable plasma scenario should be chosen with
high core radiation but observing the requirement of
Ploss > PLH. We note that for highly radiative H-
mode usually HH <= 1 is found [29,30]. On the
other hand, since the confinement scaling (eq. 6)
was elaborated while neglecting the radiation
correction assuming Ploss = Pheat, an effective
confinement quality of HH = 1.0 may be seen as
viable for DEMO [31].

Making use of these boundary conditions in a consistent 
fashion, only two open parameters are left, namely the 
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major plasma radius R0 and aspect ratio A = R0 / a, which 
can now be selected independently to choose the target 
fusion power and pulse duration of the tokamak reactor. 

V. SELECTED NUMERICAL RESULTS 
In the following, we present selected numerical results 
derived from the reactor systems model described above, 
where profile effects have been included. In figure 2 the 
cost of electricity is displayed using a conservative set of 
input parameters HH = 1.0, NGW = 1.0, q95 = 3, Pext = 50 
MW, Bmax,TF = Bmax,CS = 13 T, b = 1.8 m, while for the 
elongation eq. (11) was used and for the triangularity 

( ) 21−= κδ was assumed. The range of plotted data 
covers the range in which numerical solutions were 
found in agreement with the chosen input data and with a 
power flow across the separatrix Psep > PLH.  

Figure 2: Cost of electricity for different aspect ratios 

This simplified cost of electricity figure typically shows 
a steep decrease with increasing electrical output power 
(reactor size), up to a point of saturation at a few 100 
MW from which onwards a further increase of the 
reactor size does not lead to further improvement. The 
main reasons for this observed saturation are: 

• Increasing the machine size leads to an increase of
plasma temperature. However, for plasma tempera-
tures of T > 20 keV the fusion rate coefficient shows
only a moderate increase, with saturation above T >
40 keV, see fig. 1.

• With increasing major radius R0, the absolute
achievable plasma density due to the Greenwald
limit decreases, which becomes evident when
inserting eq. (9) in eq. (8). On the same time
however, the magnetic field in the plasma B0 can be
increased according to eq. (33), if Bmax is kept
constant.

• With increasing fusion power and reactor size a
larger fraction of the power has to be radiated in
order to keep the divertor load below the limits. This
is accomplished via impurity seeding, causing
additional plasma cooling and some dilution of the
fuel, both reducing the further increase in fusion
power.

Based on the results of fig. 2 we may conclude that the 
optimisation of cost of electricity leads us towards a 
minimum plant size in the order of several 100 MW 
electrical output power. This refers to a typical minor 
plasma radius of a ~ 2.5 … 2.8 m, i.e. a reactor size 
about 25…40 percent larger than ITER. 

The pulse duration for the same cases is displayed in 
figure 3. We note that for large aspect ratio the achiev-
able pulse duration can be substantially longer than for 
small aspect ratio. The main reason is that with the larger 
R0 more space is available in the centre of the tokamak, 
which allows installing a larger CS coil which can 
provide a larger total flux Φ0.  

Figure 3: Pulse duration for different aspect ratios 

The numerical examples presented above demonstrate 
that the two main dimensional parameters a and R0 are 
suitable parameters to define the tokamak geometry 
based on target values for electrical output power and 
pulse duration, after having defined all other parameters 
from eq. (35) according to operational and technical 
limits. 

Defining several technical and physics parameters near 
their limits, namely elongation, triangularity, plasma 
density and safety factor, we can see that in eq. (35) the 
fusion power depends on the product of high powers of 
confinement quality HH, magnetic field Bmax and reactor 
dimensions. We may conclude that, for a defined target 
fusion power, a reduction of the size of the tokamak 
(minor and major radius) could be achieved if a higher 
magnetic field Bmax > 13 T or a better plasma confine-
ment HH > 1 could be obtained as compared to the status 
of today’s fusion research. Improving the plasma 
confinement and designing stronger magnetic field coils 
are therefore subjects of ongoing research. However, a 
more compact tokamak with high fusion power would 
have to solve the even stronger power exhaust problems 
arising from the higher power densities. 

VI. THE STELLARATOR: AN ALTERNATIVE
CONFINEMENT CONCEPT

Instead of driving a current in the plasma, the necessary 
helical structure of the confining magnetic field in a 
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toroidal system can be fully defined by external 
magnetic field coils. This is the approach of the 
stellarator, with the largest currently existing devices 
being the Heliotron type device LHD [32] and the 
optimised stellarator W7-X [33,34]. Important intrinsic 
advantages of the stellarator are [34] first the possibility 
of steady state plasma operation without the need to 
maintain a plasma current, second the fact that the 
confining field structure is fully determined from 
outside, so that plasma instabilities cannot lead to an as 
sudden loss of confinement like in a tokamak. On the 
other hand, the externally defined helical field structure 
is associated with a non-axisymmetric complex geo-
metry of field lines, with a large fraction of trapped 
plasma particles, and causing significant challenges for 
the machine design and engineering. While the drift 
losses of trapped particles from the complex confining 
field structure can be reduced by the optimised field 
structure [33, 34], the engineering issues towards a 
future stellarator reactor design remain challenging [35] 
in particular with respect to coil geometry and magnetic 
forces, as well as the overall maintenance concept.  

Within the European fusion research, the development of 
the stellarator is being pursued as a promising alternative 
to the tokamak and may become the candidate approach 
for a DEMO fusion reactor after successful operation of 
W7-X. 

VII. SUMMARY
Within this paper, we have summarised the status and 
prospects of the development towards a tokamak fusion 
reactor. For this purpose, a numerical model was 
proposed which describes the main features of the 
tokamak reactor based on a limited number of input 
parameters. Defining the values for a number of plasma 
physics and technological quantities nearby the known 
limits, the main dimensions of the tokamak, a and R0, 
remain as optimisation quantities, from which the net 
electrical output power and the pulse duration of the 
tokamak can be derived in a straight-forward manner. 
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ABSTRACT 
 
Extrapolation of the knowledge base towards a future 
fusion power reactor is discussed. Although fusion research 
has achieved important milestones since the start and 
continues achieving successes, we show that there are still 
important challenges that have to be addressed before the 
construction and operation of an economical fusion power 
reactor. Both physics and technological questions have to 
be solved. ITER is a significant step that will lead to major 
progress; for a DEMO reactor however, there will still be 
outstanding physics and engineering questions that require 
further R&D. This paper introduces some of the main 
topics to illustrate the challenges that lie in front of us.  
 
I. INTRODUCTION 
 
The decision to build ITER has been a very important step 
towards the realization of a fusion energy source. However, 
as we will show in the paper, there are still major 
challenges beyond ITER that must be resolved. DEMO, 
should be a practical demonstration of electricity 
generation on a power-plant scale that satisfies various 
socio-economic goals; it will include a closed tritium fuel 
cycle, and demonstrate a high level of safety and low 
environmental impact. Such a DEMO device will be a 
major milestone towards a fusion energy source that can 
economically compete with other energy sources. DEMO 
programmes are different in different parts of the world, 
although there is the common plan to try to have an 
operational DEMO device around the middle of this 
century.  
 
DEMO is currently based on the tokamak, as this is the 
most advanced fusion concept to date, and plasma 
parameters approaching those of a reactor are foreseen in 

ITER. Reactor studies are also being developed for Helical 
Devices (see e.g. [1-4]). However, a decision on a next step 
stellarator/helical device can only take place when the main 
results of the current large helical devices in operation or 
construction have been obtained. The largest helical device 
currently in operation is LHD (Large Helical Device, in the 
National Institute for Fusion Science (NIFS), close to 
Nagoya, Japan). The construction of the largest stellarator 
in the world Wendelstein 7-X (Max-Planck Institute, 
Greifswald, Germany) is nearly finished with first 
operations foreseen for beginning 2015. In this paper, we 
will therefore restrict ourselves to the discussion of a 
tokamak fusion reactor.  
 
The European Fusion Development Agreement (EFDA) 
has released recently (November 2012) a roadmap for the 
realization of fusion electricity to the grid by 2050 [5]. This 
roadmap covers three periods: (i) the upcoming European 
Research Framework Programme, Horizon 2020, (ii) the 
years 2021-2030 and (iii) the period 2031-2050.  
 
ITER is the key facility of the roadmap as it is expected to 
achieve most of the important milestones on the path to 
fusion power. The vast majority of resources proposed for 
Horizon 2020 are dedicated to ITER and its accompanying 
experiments. The second period is focused on maximizing 
ITER exploitation and on preparing the construction of 
DEMO. Building and operating DEMO is the subject of the 
last roadmap phase (time horizon about 2050). 
 
To lead a coordinated effort in the EU (building on efforts 
done in the past) towards DEMO, the Power Plant Physics 
and Technology Department (PPP&T) has been established 
under EFDA in 2011 [6].  
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The aims of the DEMO studies in Europe are:   
 
• to quantify key physics and technology prerequisites 

for DEMO;  
• to identify the most urgent technical issues that need to 

be solved in physics and technology;   
• to plan and implement supporting physics and 

technology R&D.  
 
Two DEMO design options are currently being 
investigated by PPP&T. (See Table I for main 
characteristics): 
 
• DEMO Model 1: A “conservative baseline design” 

that could be delivered in the short to medium term, 
based on the expected performance of ITER with 
reasonable improvements in science and technology 
i.e. a large, modest power density, long-pulse 
inductively supported plasma in a conventional plasma 
scenario. 
 

• DEMO Model 2: an “optimistic design” based upon 
more advanced assumptions which are at the upper 
limit of what may be achieved, leading to a steady 
state plasma scenario where a large fraction of the 
plasma current is induced non-inductively, i.e. without 
making use of the transformer. This is currently a 
rather speculative option. 

 
Device  
Operation Mode 

DEMO 1 
Pulsed  

DEMO 2 
Steady State 

Pth (MW) 2200 2700 
Pnet (MW) 500 500 
Prec (MW) 594 600 
Paux (MW) 50 350 
R0 (m) 9.0 8.15 
a (m) 2.25 3.0 
Ip (MA) 14.1 19.8 
Bt (T) on axis 6.8 5.0 
fBS 32% 40% 
H98(y,2) 1.2 1.3 
βN (βN,th) 2.7 (2.2) 3.4 (2.8) 

 
Table I:  Main parameters of the early DEMO 1 and more 
advanced DEMO 2 model currently under investigation by 
the PPP&T Department of EFDA. Shown are the thermal 
output power (Pth), the net electrical power to the grid 
(Pnet), the recirculating power (Prec), the auxiliary heating 
power (Paux), major radius (R0) and minor radius (a) of the 
device, plasma current (Ip), toroidal magnetic field on axis 
(Bt), the bootstrap current fraction (fBS), the enhancement 
factor H with respect to IPB98(y,2) scaling law and the 
normalized toroidal beta with (βN) and without fast particle 
energy content, i.e. taking into account only the thermal 
plasma parameters (βN,th) 

Although ITER will bring significant advances, there 
remains a large gap between ITER and DEMO. Main 
differences between ITER and DEMO are summarized in 
Table II.  
 
The power needed to drive the necessary plasma current 
additional to the bootstrap current for DEMO 2 (12MA) 
would be 480MW if one assumes a current drive efficiency 
of 0.05A/W and a wall plug efficiency for the heating 
system of 0.5 (See Section II.C). Without further 
improvements in alternative ways to maintain the plasma 
current, steady-state tokamak operation is a real challenge. 
A quasi-continuous tokamak operation was shown in JET 
and HT-7A and ISTTOK. 
 
II. Technological Development Needs for DEMO  
 
II.A Divertor concept  
 
Of great importance is the design of the divertor. The 
power load to the divertor in DEMO can be estimated as 
follows. The area A of power deposition at the divertor 
targets can be approximated by 2πR λSOL Fexp, where λSOL 
is the power decay length in the midplane scrape-off layer 
(SOL) and Fexp is the flux expansion from midplane to 
divertor targets. For DEMO with R ~ 9m, Fexp ~ 3-4 and 
λSOL ~ 0.01m this results in A ~ 2.3m2.  We took the value 
of λSOL ~ 0.01m as a first approximation from existing 
experiments, as it seems to depend only weekly on the size 
of the machine. The power arriving at the targets is the sum 
of the additional heating power and the alpha power from 
the fusion reactions. With an alpha power between 400 and 
500 MW, and an additional heating power between 50 and 
350 MW, one then finds a power flux density orthogonal to 
the divertor target plates between 200 and 370 MW/m2. 
This number can be reduced by tilting the target plates, e.g. 
over an angle of 20°, leading to 190 and 350 MW/m2 or a 
bit lower with further optimization, of the angle of 
inclination. Nevertheless, the numbers obtained in that way 
are still far in excess of the material limit of 10-20MW/m2.  
 
The first option is a conventional ITER like divertor 
combined with high radiation in the plasma edge to spread 
the heat load as homogeneously as possible over the much 
larger first wall surface. A possibility could be offered by 
seeding with appropriate impurities up to radiation 
fractions around 90-95%. Impurities that are currently 
under investigation in divertor tokamaks are N2, Ar and Ne 
or a mix of them. The question is however if such regimes 
are compatible with sufficiently good fusion performance. 
Main topics for investigation are thus: (i) the effect on 
confinement of the seeded impurities, (ii) the effect of 
penetration of the impurities to the plasma centre (and/or 
how to avoid the pollution of the centre by the seeded 
impurities) and (iii) the stability of the discharge, because 
of the closeness to the radiation limit. It is not clear at the 
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moment if a satisfactory solution can be found meeting all 
these requirements, and thus alternative solutions have to 
be explored as well.  
 

ITER DEMO 
Experimental Device Close to commercial plant 

400s pulses  
Long interpulse time 

Long pulses, high duty cycle 
or steady state 

Many diagnostics  Minimum set of diagnostics 
only needed for operations 

Many H&CD systems Reduced set of H&CD 
systems 

No T breeding required Self sufficient T breeding 

316 SS structural material Reduced activation 
structural material 

Modest n-fluence, low dpa 
Low material damage 

High n-fluence, high dpa 
Significant material damage 

 
Table II: Main differences between ITER and DEMO  
 
A more advanced option consists in using innovative 
divertor configurations, aiming at increasing the area of 
power deposition.  
 
A very early innovative concept was the doublet [7] which 
later was implemented in the Doublet-I (1968-1969) and 
subsequent Doublet-II and Doublet-III devices in General 
Atomics, San Diego, USA. Recently several other options 
have been proposed:  
 
• X-divertor [8] where using additional coils two more X-
points are created close to the targets, to further open the 
flux lines and spread the power over a larger target plate 
area;   
 
• Super-X divertor [9], a modification of the previous 
concept to move the outer strike point to a larger major 
radius. This allows not only to increase the area of power 
deposition (which is mainly proportional to the major 
radius at the divertor target due to the near constancy of 
λSOL as a function of machine size) but also to increase the 
distance between the targets and the plasma, and thus 
improves impurity screening;  
 
• Snowflake divertor (SF) [10], named after its shape 
around the X-point resembling a natural snowflake. It can 
be generated by three toroidal currents located at the 
corners of an isosceles triangle: the plasma current itself 
and two divertor coils. This concept increases not only the 
area of power deposition by the larger connection lengths 
and perpendical transport but also increases radiation 
because of the larger divertor volume.  

 
• However the SF configuration is unstable: slight 
variations in the currents of the coils lead to another 
configuration with a double null; this is the quasi 
snowflake (QSF) divertor [11,12]. If the distance between 
the two nulls is small, then the properties of the QSF are 
close to that of the SF. The question is then what is the 
optimal distance between the nulls. A detailed assessment 
is given in [13].  
 
• Recently also the cloverleaf divertor [14] has been 
proposed, named after the shape of the full magnetic 
configuration resembling a four petal clover-leaf. It can be 
generated by four toroidal currents: the plasma current 
itself, two divertor coils located symmetrically around the 
vertical axis and one on the axis. Main recent 
configurations are illustrated in Figs. Ia and Ib.  
  

 
Fig. Ia: The X-divertor (left) and super-X divertor (right) 
 
In using these alternative divertor configurations one aims 
at (i) decreasing the stationary and peak heat fluxes on the 
divertor targets and at the same time (ii) minimizing the 
erosion of the targets. This should be obtained by 
facilitating access to detachment (power and particle) by 
decreasing the plasma temperature below 3 eV for volume 
recombination to occur, improving the stability of the 
radiating region and increasing the wetted area [15]. At the 
same time (i) central plasma pollution should be avoided to 
minimize influence on the plasma reactivity and core 
radiation should be limited to allow for a sufficiently large 
power flux across the LCFS in order to get access to H-
mode operation; (ii) the neutral particle pumping capability 
should be maintained. These configurations will require 
substantial research before becoming feasible. E.g some 
simulations predict that the total current in the poloidal 
coils could be up to ~20 times the plasma current, in case 
they cannot be constructed close to the plasma due to e.g. 
difficulties in providing sufficient neutron shielding in 
DEMO [16].  
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Fig. Ib: The snowflake (left) and clover-leaf (right) divertor 
configurations. 
An additional or alternative tool to render the power 
exhaust capability of the divertor compatible with DEMO 
requirements is the use of advanced plasma facing 
materials such as e.g. liquid metals. The basic advantage of 
liquids is that they cannot be damaged by interaction with 
energetic plasma particles, thus showing no defect 
accumulation, cracking, or other surface modifications. At 
the same time the eroded material can be replaced in situ 
by e.g. capillary forces or other means. Flowing liquids 
offer also in principal the option to adopt larger heat fluxes 
using the material flow and its heat capacity. The main 
drawbacks are possible instabilities of the liquids in the 
plasma environment and the material evaporation. 
Candidate elements under investigation are Li, Ga, Al and 
Sn. Best candidates are Al, Ga and Sn because they allow 
for a low evaporation and sputtering rate while working at 
sufficiently high surface temperatures (around 1000K).  
 
Before being able to use these two alternative options to 
the standard divertor in DEMO, one has to evaluate their 
potential “costs”.  
 
For the alternative divertor configurations this means 
mainly: problems arising from the increased complexity of 
the magnetic configuration, the compatibility with neutron 
shielding of the poloidal coils, constraints arising from the 
need for remote maintenance and increased demands on the 
control of the magnetic configuration.  
 
For the liquid metals this means: avoiding core 
contamination with metal impurities (this implies 
essentially to avoid solutions that rely on evaporation), 
investigate potential limitations on the use of liquid metals 
arising from instabilities leading to splashing of the liquid 
in the presence of (eddy) currents and strong magnetic 
fields, learning how to cope with the narrow surface 
temperature window for operations (too high temperatures 
lead to too large evaporation rates). 
 
 
 

II.B Structural materials  
 
Defining structural and first wall materials for DEMO is 
another major challenge. A central issue is the material 
degradation due to irradiation with 14 MeV neutrons. The 
neutrons collide with lattice atoms, pushing them out of 
their equilibrium sites, leaving a vacancy and an interstitial 
atom. A quantity to characterize this is number of 
displacements per atom in the crystal lattice or dpa [17]. 
The migrating defects can recombine, agglomerate, form 
voids, interact with existing dislocations and grain 
boundaries etc. This leads to a number of material changes 
such as e.g. hardening, embrittlement, swelling and creep 
with the danger of losing the properties needed to 
guarantee the integrity of the whole device. A database 
providing information on the degradation of potential 
candidate materials thus needs to be generated.  
Existing neutron sources provide only a limited answer, 
mainly because the average neutron energy is either too 
low, in fission reactors it is about 2 MeV, far below the 
needed 14 MeV, or too high, in the hundreds MeV range as 
with spallation sources. The answers can only be found by 
the construction of a dedicated device capable of 
generating the required fluxes of 14 MeV neutrons to 
simulate the neutronic conditions in a fusion power plant.  
This device should: (i) qualify the candidate materials for 
fusion reactors; (ii) generate the necessary data for the 
design, licensing and safe operation of DEMO; (iii) deepen 
the fundamental understanding of the radiation response of 
materials to high flux and energy neutron irradiation (that 
would allow the design of new materials for future 
reactors).  The current proposal for such a device is IFMIF 
[18] (International Fusion Materials Irradiation Facility, 
Fig. II) in the framework of the Broader Approach 
Agreement between Japan and Europe. 
 

 
Fig. II: Overview of the IFMIF 14 MeV neutron facility 
for irradiation studies.  
 

IFMIF is an accelerator-driven source of neutrons, using 
natLi(d,xn) nuclear reactions (where natLi represents natural 
Lithium consisting of 92.6% 7Li and 7.4% 6Li) to produce 
14 MeV neutrons that simulate the conditions in flux and 
neutron spectrum for the first wall of DEMO and ensuing 
Fusion Power Plants. The symbol natLi(d,xn) represents a 
whole set of reactions (e.g. [19, page 38]) that fall in 
several categories: so-called deuteron break-up reactions 
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(where the deuteron falls apart in proton and neutron, with 
both half the energy of the deuteron), deuteron stripping 
reactions [20] (sometimes also confusingly called break-up 
reactions, in which one nucleon of the deuteron is stripped 
off, leaving a free proton or neutron at half the energy of 
the incoming fast deuteron), nuclear reactions in which a 
new (instable) nucleus is formed (e.g. 7Li(d,n)8Be, 
6Li(d,n)7Be) and “evaporation” reactions in which neutrons 
from the Li nucleus are ejected (e.g. 7Li(d,nαα), 
7Li(d,np)7Li, 7Li(d,nn)7Be, 7Li(d,nd)6Li) [21]. Each of 
those reactions is characterized by a different output cone 
for the resulting neutrons. Nuclear reactions have the 
broadest cone, as in the centre of mass reference frame, the 
reaction products have an isotropic velocity distribution. 
The stripping reactions result in the most narrow output 
cone, and are also the main source of 14 MeV neutrons in 
IFMIF [20, 22]. 
 
Material irradiation experiments require stable, continuous 
irradiation with high availability. IFMIF will achieve this 
using two 40 MeV, continuous wave (CW) linear deuteron 
accelerators, each delivering 125 mA beam current, thus 
resulting in two accelerated deuteron beams of 5MW. Both 
beams strike a concave flowing lithium target under an 
angle of 9º , with a footprint of 200mm x 50 mm. About 
6% of the collisions result in a neutron [23], thus providing 
an intense neutron flux of about 1018 n/m2/s with a broad 
energy peak at 14 MeV [24]. As the energy deposited in the 
target is about 1 GW/m2, a value that cannot be supported 
by any solid target, it consists of a flowing liquid. The heat 
is evacuated with the liquid lithium, which flows at a 
nominal speed of 15 m/s at a temperature of 523 K.  The 
average temperature rise in the liquid is about 50 K during 
its 3.3ms crossing of the two 5MW beams. The liquid is 
again cooled to 523 K in a quench tank using a series of 
heat exchangers. The inventory of liquid Li in IFMIF is 
about 10m3. Many more very interesting recent technical 
developments can be found in reference [25]. 

The neutron flux in the test area falls off with distance from 
the lithium target, and the highest-value regions can be 
characterized as providing a damage production rate > 20 
dpa/y in a volume of 0.5 liter capable to house around 
~1000 testing specimens in 12 capsules independently 
cooled with He gas. 

IFMIF, presently in its Engineering Validation and 
Engineering Design Activities (EVEDA) phase is 
validating the main technological challenges of the 
accelerator, target and test facility with the construction of 
full scale prototypes [26] (a deuteron accelerator at 125 
mA and 9 MeV; three different lithium loops (Brasimone 
(ENEA), Oarai (JAEA) and Osaka University); a High 
Flux Test Module and He cooling gas prototype in KIT and 
Small Specimens Test Technique in Japanese Universities). 
Concurrently, an IFMIF Intermediate Engineering Design 

Report has been prepared to allow the construction of 
IFMIF on time and schedule within less than one decade 
whenever the Fusion community demands a fusion relevant 
neutron source indispensable for the next steps after ITER. 
 
II.C Heating systems 
 
Heating DEMO will require important further physics and 
technological progress on all heating systems currently in 
use on large tokamaks. All of them have advantages and 
disadvantages and at this time none of them should be 
excluded for DEMO since a careful assessment can only be 
reasonably done after ITER.  
 
To a large extent, the size of the device dictates new needs. 
Taking the example of NBI, and as explained furtheron in 
this paper, if one would use the current systems as e.g. used 
at JET, with an acceleration voltage of up to ~120 keV, one 
would only penetrate a fraction of the minor radius of 
DEMO (and also ITER). Much higher particle energies are 
needed in the range of 1-2 MeV to deposit close to the 
plasma core in DEMO plasmas. But this new requirement 
implies that the current positive ion acceleration technique 
cannot be used, as the neutralization efficiency is very low 
at high acceleration energy. Instead negative ions have to 
be used and thus we are faced with the following major 
challenges for NBI: how to efficiently produce negative 
ions, how to design an accelerator in the MeV range and 
how to increase neutralization efficiency using a gas target 
as neutralizer? (the possibility of using photo-ionization is 
under investigation [27]). This is just one example that 
should illustrate the difficulties of extrapolating current 
knowledge to a reactor.  
 

 
GENE-

RATION 
EFF. ηCD 

CD Efficiency γCD 
(1020 AW-1 m-2) 

WALL 
PLUG CD 

EFF. 
ηCD x γCD 

ICRH 60-70% 
0.23-0.32 

Central or off-axis  
deposition 

0.14-0.22 

LHCD 40-50% 0.3 
Off-axis deposition 0.12-0.15 

ECRH 20-30% 0.35-0.40 
Central deposition 0.07-0.12 

NNBI 20-40% 0.3-0.45 
Central deposition 0.06-0.18 

 
Table III: Overview of the current status of auxiliary 
heating systems in terms of the Generation Efficiency ηCD 
(Fast Neutrals, Waves), Current Drive (CD) Efficiency γCD 
and the efficiency from wall plug power to plasma current 
ηCD x γCD 
 
An important characteristic of heating systems is the 
potential for substituting in part the plasma current that 
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normally is induced by the transformer, in view of 
extending the pulse length (in case of the pulsed DEMO 1) 
or steady state operation (for DEMO 2). This is expressed 
by the so-called current drive efficiency γ defined as ne R0 
ICD / PCD with R0 the major radius (m) or the tangency 
radius in case of NBI, ICD the magnitude of the driven 
current (A), PCD the auxiliary heating power used (W), and 
ne the plasma density (in 1020 m-3). As DEMO 2 is rather 
speculative, with more special CD requirements, only the 
DEMO 1 case is considered below. 
 
An overview of the present expectations for the different 
heating systems is given in Table III. The CD efficiency 
values are taken from [28]. They are computed for 
conditions optimized for DEMO 1. In this table the 
generation efficiency (second column) is taken from 
existing systems, notwithstanding the fact that the sources 
assumed in the computations of γCD do not exist for ECRH 
(250-280 GHz) and NBI (1.5 MeV). Of final importance is 
the wall plug power efficiency to generate current, and a 
figure of merit is shown in the last column. From the 
requirement of minimization of the recirculating power in a 
reactor, it is clear that further work is needed on all systems 
to improve this number.  
  
It should also be noted that: (i) the physical mechanisms 
leading to off-axis current drive by NBI are not fully 
understood [29]; (ii) LHCD is only depositing in the edge 
(ρ > 0.7-0.8); (iii) that ECRH and NBI are more ‘robust’ to 
couple the generated power to the plasma, as power 
deposition is not so much depending on the edge plasma 
profiles as in the case of ICRH and LHCD.  
 
For NBI, a huge effort is being put in the development of 
the high energy, high power (2 x 16.5MW, 1 MeV 
acceleration voltage) neutral beam injectors for ITER. To 
this end the PRIMA (Padova Research on ITER Megavolt 
Accelerator [30]) lab is under construction with as main 
experiments MITICA (Megavolt ITER injector and 
Concept Advancement [31]) and SPIDER (Source for 
Production of Ions of Deuterium Extracted from an RF 
plasma [32]). For DEMO continued efforts will be needed, 
building on the experiences from ITER, to reliably and 
efficiently accelerate and neutralize particles at energies 
between 1 and 2 MeV. 
 
For ECRH, long pulse high frequency (250-280 GHz) 
sources with improved efficiency need to be developed.  
Existing sources (at lower frequencies ~100-140 GHz) 
have currently a rather low efficiency for wave generation 
(20-30%). This could be increased, possibly by recovering 
the electron beam energy in the gyrotron in “depressed 
collectors” [33]. A possible drawback of the use of ECRH 
is the large amount of stray radiation that occurs in case of 
badly absorbing plasma scenarios, as then several 10s of 
MW of microwave power will be ‘sloshing’ around in the 

device and finally arrive at first wall components, inside 
the diagnostic ports, etc… causing potentially large local 
damage (melting, burning). 
 
In the case of ICRH the main development need is in 
improving the coupling of the waves over the (large and 
evanescent) gap between the antenna and the Last Closed 
Magnetic Surface of DEMO plasmas. This could imply to 
go to higher frequencies (~200 MHz) and/or special gas 
fuelling techniques in the edge to provide a propagating 
layer of gas in front of the antenna, without perturbing the 
confinement performance of the burning plasma of DEMO.  
LHCD has similar problems of large distance coupling. In 
addition, due to the large density and temperature in 
DEMO, the wave absorption occurs very close to the edge 
limiting its possibilities for driving current in the plasma 
core.  
 
An important parameter to take into account in planning 
heating systems for future devices is the amount of power 
that is deposited in the plasma center. A comparison 
between ICRH and NBI is instructive in this discussion.  A 
good approximation to the 1/e length of penetration of a 
neutral particle beam is given by 

 
LNBI ~ ENBI / [180 × (1+δ(E,ne,Zeff)) × A × ne] 

 
with ENBI the energy of the injected neutral atoms (in keV), 
A the atomic mass of the injected atom (in amu), and ne the 
line-averaged density (in 1020 m-3). Multistep ionization is 
taken into account by the factor δ(E,ne,Zeff)) [33b]. For 
JET, with ENBI ~ 120keV, ne ~ 5×1019 m-3 and δ(E,ne,Zeff) 
<<1 one finds LJET ~ 0.7m, close to the value for the 
plasma radius aJET ~ 0.9m. If such a system would be 
applied for ITER, with expected ne ~ 1×1020 m-3, one finds 
for LITER ~ 0.35m using the same value for ENBI = 120keV, 
i.e. only about ¼ of the minor radius of ITER (aITER ~ 2m), 
In other words, mainly the outer edge of the plasma is 
heated. To reach the plasma centre of ITER, the injected 
particle energy has therefore to be increased. For DEMO, 
the voltage requirements are even higher to reach the 
centre.  
 

 ENBI, D LNBI 

Edge NBI 
power 

deposition 
Pabs(r/a≥0.5) 

Central NBI 
power 

deposition 
Pabs(r/a ≤0.5) 

ITER 1 MeV 1.4m 63% 37% 

DEMO 
1 MeV 1.4m 76% 24% 
2 MeV 2.8m 51% 49% 
3 MeV 4.2m 60% 39% 

 
Table IV: Values for the edge and central power deposition 
for various values of the injected energy of neutral D atoms 
in ITER and DEMO. To deposit dominantly in the plasma 
center, very high injection energies are required. 
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Tabel IV gives an overview of the off-axis, centrally 
deposited and shine-through power for ITER and DEMO, 
for various values of ENBI (tangential injection). Shine-
through power is less than 1% for all cases mentioned.  
 
The situation is totally different of ICRH (and also for 
ECRH). This heating method, on the contrary, offers the 
possibility to deposit a significantly larger fraction of 
launched power closer to the center. Indeed, the fraction of 
power deposited in the outer shell (r/a > 0.5) can be made 
less than 10%, in clear contrast to NBI as illustrated in 
Table IV. In fact, this can be further optimized. With a 
proper choice of wave frequency and heating scenario, 
more than 80% of the launched ICRH power can be 
absorbed within the plasma zone r/a < 0.2. 
 
II.D Tritium Self Sufficiency  
 
The Test Breeder Blanket Module (TBM) is an essential 
concept in the development of a future commercial reactor 
such as DEMO. 

Any future fusion power plant reactor which will exploit 
the deuterium-tritium (D-T) fusion reaction to produce 
energy, needs to be tritium self-sufficient. Indeed, although 
D is relatively easy to find in sea water (its natural 
abundance is 0.015 %) tritium does not exist as such, and 
therefore, it has to be generated artificially. The easiest 
way to get tritium is to recover it from the Heavy Water 
fission Reactors (HWR) where it is produced as a by-
product. Presently we estimate that about 1.7 kg per year 
can be produced from the Darlington Tritium Removal 
Facility in Canada and another 0.7 kg per year from similar 
South Korean reactors. 

However, the operation of a commercial fusion power 
plant, such as DEMO, operating at the GW fusion power 
level, will require much more tritium. Indeed, per GW 
produced (thermal) power, about 55 kg tritium are needed 
for a full power year (FPY), or ~0.150 kg tritium per full 
power day. 

Understandably, there is not enough tritium for a 
commercial fusion machine and therefore, every future 
fusion power plant will have to breed its own tritium needs. 
Therefore, one of the major objectives of ITER is to 
demonstrate that the current blanket technology is able not 
only to breed tritium, but also to extract and purify it before 
injecting it back into the fusion machine.  

Tritium breeding requirements are quite demanding, as the 
process is based on the nuclear reaction between the 
neutron generated by the fusion reaction, taking place in 
the plasma and the lithium based compound, filling the 
blanket surrounding the torus. There are two possible ways 
to produce tritium in the blanket. Either by the neutron-
alpha (n,α) reaction on 6Li, or by the (n, n′α) reaction on 
7Li, both lithium isotopes have a natural abundance (92.4% 

and 7.6% respectively). To increase as much as possible 
the efficiency of the above mentioned nuclear reaction the 
blanket must contain not only lithium based ceramic 
material but also a neutron multiplier.  

According to the current road map toward production of 
fusion energy, ITER might be the only opportunity for 
testing mockups of breeding blankets, called Test Blanket 
Modules, in a real fusion environment [34]. For this 
purpose, three equatorial ports will be dedicated to the test 
TBMs where each TBM port will receive two independent 
TBMs.  

At present, the following six independent TBM Systems 
are foreseen for tests in ITER [35]: 
 

• the Helium Cooled Ceramic Breeder (HCCB) and  
the Lithium Lead Ceramic Breeder (LLCB) for 
installation in Equatorial Port #02. 
• the Helium Cooled Lithium Lead (HCLL) and the 
Helium Cooled Pebble Bed (HCPB) for installation in 
Equatorial Port #16; 
• the Water Cooled Ceramic Breeder (WCCB) and the 
Dual Coolant Lithium Lead (DCLL) for installation in 
Equatorial Port #18; 
 

Since the nineties the European Breeding Blanket 
Programme has been developing two DEMO relevant 
blanket concepts, the helium cooled pebble bed and the 
helium cooled lithium lead. For both concepts the use of 
lithium as breeder material is being proposed, but while the 
HCLL Blanket uses liquid lead as neutron multiplier, the 
HCPB employs beryllium. Both concepts are Helium 
cooled and the use of martensitic steel as structural 
material [36] is being considered. 
 
In order to attain the tritium self-sufficiency, the Tritium 
Breeding Ratio (TBR) needs to exceed unity (best >1.1). 
The TBR is the ratio between the T produced in the blanket 
to T consumed in the plasma. The TBR value should be 
very accurate, as an uncertainty as small as 1% translates 
into 1–2 kg of T per FPY for 2–3 GW fusion power [37]. 

Although tritium production is an essential factor to take 
into account, the Tritium extraction operation is not less 
important. Indeed, the tritium bred by neutron capture in a 
lithium-containing blanket has to be continuously extracted 
by a closed loop operation and then removed from the loop 
for its subsequent re-introduction into the machine. 

In this respect, there are several ancillary systems foreseen 
to carry out these operations, which are briefly described 
below. Firstly, the Tritium Extraction System (TES), which 
is foreseen to extract tritium from the lithium ceramic beds 
and beryllium multiplier. The TES will operate with a low-
pressure helium stream (0.11MPa) and will contain 
approximately 0.1% pure hydrogen. The addition of 
hydrogen into the helium stream is absolutely necessary as 
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it enhances the tritium release by the isotope exchange 
mechanism. Under such conditions the TES accomplishes 
the tritium extraction from the ceramic blanket in the two 
main chemical forms, HT and HTO. The subsequent 
separation, from the purging helium gas, of all diluted 
tritiated gaseous components, independent of their 
chemical form (HT, HTO, CH3T, etc) constitutes the 
Tritium removal operation. Finally, after an ultimate 
chemical processing the tritium will be recovered in the 
Isotope Separation System (ISS), before it is sent 
downstream to the Storage and Delivery System (SDS), 
which is the main system feeding the machine with 
deuterium and tritium.  

 
Fig. III. Flow diagram of the TES, HCS and CPS of the 
Test Blanket Module for ITER 
 

Beside the TES the blanket has also to be featured with 
another high pressure He loop. Indeed, the thermal power, 
of around 3 GW (in DEMO), is extracted by means of the 
Helium Coolant System (HCS). In the HCS the He flows at 
a pressure of 8 MPa through the first wall and blanket 
cooling plates, which are made in EUROFER 97 
martensitic steel. The inlet and outlet temperatures of the 
primary coolant are 300 and 500°C respectively. At such 
temperatures non-negligible tritium permeation cannot be 
avoided from the blanket modules into the He primary 
coolant (HCS) [37a] 

Consequently, a complementary closed helium loop called 
Coolant Purification System (CPS) must be designed in 
order to remove the tritium permeated into the coolant 
stream. The tritium removal from He coolant has also the 
beneficial effect to keep the tritium inventory low in the 
HCS, minimising the tritium release (i) into the reactor 
vault in the case of a LOss of Coolant Accident (LOCA) 
and thus also (ii) in the secondary water-steam circuit 
through the steam generators. For this reason, a deep and 
critical analysis of the possible candidate CPS processes 
has to be carried out, in view of the selection of the most 
appropriate system and its engineering design.  

A possible flow diagram of the main tritium processing 
systems for such a blanket concept (HCPB or HCLL) is 
shown in Fig. III.  

After ITER important steps still have to be taken before 
arriving at a design for DEMO. Compared to ITER, the  
DEMO requirements are more demanding: the surface heat 
flux is about a factor of two larger, the first wall irradiation 
damage about 30 times larger, the neutron wall load about 
3 times larger, and the local (i.e. not the full blanket) 
tritium production up to a factor of 10 higher [38]. 
 
II.E Diagnostics for DEMO 
 
This paragraph raises a very important and challenging 
problem. Indeed many diagnostics which are currently 
operating in present days tokamaks and are 
straightforwardly being adapted to be operating in ITER 
cannot be directly transposed to DEMO. Worse even, many 
of them will simply not be working during high duty cycle 
burning plasma experiments [39]. Indeed the application to 
a steady state thermonuclear burning plasma environment 
induces many problems to fusion diagnostics mainly due to 
radiation damage, deposition of dust, influence of alpha 
particle bombardment, tile erosion, high heat fluxes and 
neutron fluence [40].  
 
The most simple but essential diagnostic in tokamaks, the 
magnetics diagnostic, will already be strongly affected by 
radiation-induced conductivity effects in their insulators, in 
particular those close to the plasma that will be used for 
identification and control of fast instabilities. Sometimes it 
will be not possible to get any measurement from magnetic 
diagnostics depending on their specific location in the 
torus. An alternative solution for the measurement of the 
plasma shape could be to use another diagnostic that is not 
directly used for that purpose like tomographic Soft-X-Ray 
(SXR) measurements or bolometers. But this then implies a 
strong shielding against radiation. For a fusion reactor it is 
also essential to develop techniques for the detection of 
dust particles and erosion of the first wall (among others, 
also to avoid water leaks etc). These techniques are starting 
to be applied to laboratory samples but we need to expand 
these techniques in order to survey larger areas, using e.g. 
articulated beams. The α-particles from fusion reactions, 
the main source of heating in DEMO, will need to be 
diagnosed accurately, including their spatial distribution in 
the plasma. But this is a measurement that is not developed 
in present devices and where we have a substantial need for 
further developments. The measurement of escaping fast 
particles is also a very important problem to tackle, as the 
techniques currently being employed are extremely 
difficult to extrapolate to burning plasmas. More 
problematic even are all the diagnostics based on the use of 
fast injected neutrals from neutral beams. As stated above 
in Section II.C, depending on the plasma size, much higher 
acceleration voltages are needed, still not accessible by 
current technologies. Limits to the maximum acceleration 
voltage could thus limit the penetration of the fast particles 
and this would mean that the radial extent of ion 
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temperature, rotation and current density profiles etc. 
would be rather limited. Also here, new measurement 
techniques need to be developed and tested in actual 
devices. More general, backscattered neutrons will affect 
the signal to noise ratio of practically all the diagnostics 
and their associated electronics and proper shielding or 
transfer of the information to a safe distance from the 
plasma using optical systems will be required [41]. But the 
reduced transparency of optical fibres under neutron 
irradiation should be strongly reduced. More general, the 
influence neutron irradiation on all optical elements used in 
various diagnostics, as well on the reflectivity of mirrors 
will need to be studied, maybe in the new high energy 
neutron generation facilities like IFMIF (see Section II.B) 
On top of this we have to consider the difficulties related to 
the acquisition of data in discharges that are lasting for 
days or weeks, compared to the current maximum 
discharge time of several tens of minutes. One important 
consequence of long pulse operation will be the need for a 
regular calibration of the diagnostics, e.g. to be triggered 
on demand. Indeed, the hostile environment in a fusion 
reactor is expected to cause severe drifts of the electronics 
and accelerated aging of various diagnostic components 
used for detection. This would imply for example 
calibration sources of various kinds to be permanently 
installed on the tokamak and remotely manipulated. 
 
Progress in fusion energy science is strongly linked with 
diagnostic developments in order to measure the necessary 
data needed for checking the theory. Diagnostics are thus 
essential to further improve our understanding of the 
physical mechanisms and properties of the plasma. 
Because of the challenges sketched above, it could well be 
that unfortunately, we are forced to accept that only a 
limited number of diagnostics in DEMO will be present.  
This then has an immediate and important consequence for 
feedback control of the plasma: indeed diagnostics are the 
sensors that are providing real time information required 
for the plasma control systems to steer the different 
actuators (heating power, current drive systems, fuelling, 
plasma positioning, etc). Controlling in real time the 
DEMO plasma to maintain a safe and reliable plasma 
performance is thus becoming a challenge with a limited 
set of sensors. Most importantly, it is questionable whether 
plasma profile control, necessary for advanced tokamak 
scenarios [42] can be achieved in DEMO due to the rather 
high number of sensors needed for the real-time 
reconstruction with sufficient spatial resolution of the 
plasma equilibrium [43]. One potential solution that needs 
to be tested in actual devices (preferably in ITER) is to 
develop and validate interpretative and predictive 
modelling tools that could be used for the control systems. 
This then requires the development of synthetic diagnostics 
to validate the reconstruction through comparison with the 
limited set of diagnostic measurements on a DEMO device. 
In ITER such techniques should be developed, tested and 

optimized. In any case, even if limited, robust diagnostics 
will have to be implemented. The development of 
diagnostics providing simultaneously several informations 
on the plasma behaviour should be encouraged. A typical 
example could be the SXR diagnostic cited previously 
which could possibly be used to study impurity transport 
and MHD instabilities but – if combined with tomographic 
reconstruction – could provide information about the 
plasma shape, magnetic axis, photon temperature etc…  It 
is clear that there is a huge need for an extensive R&D 
programme focused on the specific problems of 
implementing diagnostics in the harsh environment of a 
fusion reactor. 
 
III. Physics Needs for DEMO  
 
III.A High Density Operation and Plasma Fuelling 
 
High density operation is an evident advantage for any 
fusion reactor but it is challenging. There are several 
density limiting mechanisms, but there is no 
comprehensive theory. One of the main limits is the so-
called Greenwald limit [44] which is based on the 
empirical observation that it is difficult to run the device 
above a line integrated density defined by ne = Ip/(πa2), 
with ne the line-averaged central density (in 1020 m-3), Ip 
the plasma current (in MA) and a (in m) the minor radius 
(or minor axis of the elliptic cross-section). Moreover, in 
H-Mode the density profile is usually rather flat. To arrive 
at a peaked profile, pellet injection may provide a possible 
option that should be explored. For application to DEMO, 
optimization of the size and the speed of the pellets will be 
needed in order to penetrate the plasma sufficiently to fuel 
beyond the pedestal region of the plasma profiles.  
 
III.B MHD Stability  
 
Reactor requirements for high β values arise from two 
major considerations: high fusion power and high bootstrap 
current fraction.  In advanced scenarios, it is generally 
assumed that operation is possible near the ideal magneto-
hydrodynamic (MHD) limit (the so-called “no-wall limit”), 
usually stated as βN = 4 x li with βN the so-called 
normalized beta value (i.e. the value of β normalized to the 
Troyon limit value for β [45]) and li the internal inductance 
of the plasma current. However, the real β limit could be 
significantly lower, due to the presence of neoclassical 
tearing modes (NTMs) or resistive wall modes (RWM). To 
mitigate this, a stabilizing wall and active feedback would 
be required [46, 47]. In the hybrid regime, the assumption 
is usually made that βN values up to 3.5 can be sustained, 
thereby not exceeding the “no-wall limit”. Also here 
neoclassical tearing modes could cause limitations, and 
control using localized electron cyclotron current drive 
(ECCD) would be needed.  
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III.C Alpha particle physics studies 
 
ITER will be the first fusion experiment where a large 
amount of fusion alphas will be present during the high 
performance deuterium-tritium experiments. A simple 
formula relates the fraction of self-heating f by alpha 
particles to the Q value of the plasma : f = Q/(Q+5). With 
Q=10 in ITER, we find f = 66%; with Q=30-50 as expected 
for DEMO, f = 85-90%.  In a tokamak plasma there exists 
a series of discrete Alfvén eigenmodes, in the frequency 
gaps of the Alfvén wave continuum [48]. These gaps can 
be due to toroidicity, elongation, triangularity, helicity 
etc… Frequency gaps are important because radially 
extended, weakly damped modes that are not subject to 
continuum damping can exist in these gaps, resulting in the 
so-called Toroidal Alfvén Eigenmodes (TAEs), Helicity-
induced Eigenmodes (HAEs) etc…). Alfvén modes can 
become unstable if resonances occur between the velocities 
of the energetic particles above the Alfvén velocity vA = 
c/√(µ0ρ) (where c is the speed of light, µ0 the magnetic 
permeability of vacuum, and ρ is the mass density of the 
charged particles in the plasma) and the wave phase 
velocity. These Alfvén modes can lead to the loss of the 
energetic alphas with possible serious damage to the first 
wall as a consequence.  
 
Detection of alpha particles in a burning plasma is another 
important topic to be developed. A clever method is not to 
detect directly the alpha particle but physical effects of its 
presence. In JET this has been demonstrated using γ rays 
originating from nuclear reactions between the fast alphas  
and intrinsic plasma impurities. In the period when JET 
was still equipped with the carbon inner wall (i.e. before 
May 2011), there were always traces of Be present in JET 
due to a Be evaporation technique used to condition the 
wall. Gamma rays from the reaction 9Be(4He,nγ)12C were 
used to indirectly detect the alpha particles [49]. With the 
Be wall now installed in JET, this is an evident reaction to 
use, and the same is true for ITER. For DEMO, one has 
likely to choose another reaction as Be is not an 
appropriate wall material for a reactor device. Using a two 
dimensional set of γ ray cameras around the device one 
would be able to perform 2D tomographic reconstructions 
of the alpha population in the plasma. However, the γ ray 
detectors should be shielded against the severe neutron 
emission in ITER and DEMO with special neutron filters 
[50]. 
 
III.D Confinement and Operational scenarios 
 
By modifying in a clever way the current profile using 
current drive or by freezing the current profile in a non-
relaxed state by heating the plasma early in its evolution 
after the plasma breakdown, some confinement 
improvement can be obtained. A sketch of the resulting 
profiles of the safety factor q are shown in Fig. IV. Profiles 

with strongly reversed shear s = (r/q) dq/dr correspond to 
advanced modes, those with a flat q profile in the center to 
the so-called hybrid mode. Confinement enhancement 
factors up to 1.4-1.5 have been obtained for the hybrid 
mode, and higher values for the advanced modes. 
However, advanced modes have a tendency to be unstable, 
as they are characterized by peaked pressure profiles, often 
leading to an excess of the β limit in the plasma centre, 
which then leads to triggering of instabilities.  
 

 
Fig IV. Profiles of the safety factor for H-Mode, hybrid-
mode and advanced mode operational scenarios.  
 
DEMO should deliver 500MW net electrical power to the 
grid, as discussed in the introduction of this paper. This can 
be done in a pulsed way or in steady-state. In many 
previous studies a steady-state DEMO was a primary goal. 
This is of course the most attractive way of operation, but it 
remains very challenging and requires values for e.g. β and 
bootstrap fraction that are hardly attainable in existing 
tokamaks. Advanced modes are also natural candidates for 
steady state operation, as the strong density gradients lead 
to large (non-inductive) bootstrap currents. However, they 
also need substantial active real-time control, which could 
be problematic, especially if only a limited set of 
diagnostics would be possible on DEMO, given that only a 
fraction of the power and the current is controllable in a 
reactor. More recent studies therefore also envisage a 
pulsed DEMO, with the hybrid mode as operational 
scenario, demonstrated by the ongoing PPP&T work in 
Europe (See Table 1). Advantage of pulsed operation is 
that the underlying operational scenarios have a much 
broader physics base. A major disadvantage of pulsed 
operation is the thermal fatigue of the first wall and 
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structural material and the bigger size of the machine 
(mainly due to the larger central solenoid needed), hence a 
more costly device.  
 
Both in JET and ASDEX one finds that in a majority of 
discharges with metallic walls confinement in H-Mode is 
reduced by ~20% compared to the same scenario with a 
Carbon wall and a similar reduction holds for the L-H 
threshold [51]. The reduction in confinement with respect 
to carbon devices can be (partly) overcome by seeding of 
nitrogen [52]. The reasons for these changes are not yet 
understood and are subject of future research. Note 
however that most of these discharges are obtained at a low 
to moderate heating power level and at rather high gas 
fuelling, a fact that could play a role in the observed 
confinement reduction. This example alone shows again 
that one has to be careful with straight extrapolating the 
current understanding to a fusion power reactor.  
 
III.E Disruption mitigation 
 
A disruption is defined as a sudden loss of thermal energy 
and particle confinement, due to a global MHD instability. 
It leads to a rapid decay of the plasma current, and is often 
preceded by a triggering MHD instability. Plasma 
disruptions lead to a fast and irreversible loss of thermal 
and magnetic energy. The energy stored in the plasma is 
promptly released to the surrounding structures. Large 
toroidal loop voltages can accelerate run-away electrons, 
which may hit the vessel walls, causing metallic 
components to melt. Elongated plasma configurations can 
lose vertical stability; if this occurs at full plasma current 
and thermal energy, it is called a vertical displacement 
event (VDE). When the plasma loses its equilibrium 
vertical position and comes in contact with the wall part of 
its current (known as a halo current) can flow through the 
wall. The average poloidal halo current contributes to the 
vertical force on the vessel, while the magnitude of the 
local halo current density puts additional requirements to 
the mechanical design of in-vessel components. Currents 
induced in conductive in-vessel components, due to the 
plasma displacement and/or the plasma current decay, also 
produce local and global forces. The deposition of energy 
on plasma-facing components during disruptions can have 
a major impact on the lifetime of these components, and it 
is one of the main factors that have been taken into account 
for the determination of the divertor plasma-facing 
materials in ITER [53]. 
 
The importance of avoiding disruptions in ITER and 
DEMO is clear: the electromechanical forces induced by 
disruptions scale roughly with the square of the plasma 
current; the runaway electron energy scales very strongly 
with plasma current.  
 

The challenge for ITER and DEMO will be to limit the 
number of disruptions to an absolute minimum. As 
disruptions are unavoidable, they can be mitigated if their 
approach is known with sufficient warning. To this end a 
disruption predictor needs to be developed, which can be 
continuously trained, starting with a very small number of 
events. The most effective mitigation technique at the 
moment is massive gas injection [54, 55]: several bar*l of a 
noble gas (Ar and Ne preferred) are injected at high 
pressure. This is used to precipitate the quench via a 
radiative collapse. This results reliably in short disruptions, 
with consequently less opportunity to develop 
electromechanical loads, whereby most of the energy is 
lost fairly uniformly by radiation, rather than locally 
conducted to the wall as it would if the radiation was low 
both during the thermal quench and the current quench. 
Massive gas injection might also prevent or suppress the 
generation of runaway electrons, however this has not been 
experimentally demonstrated yet [56].  
 
Another option is to inject a so-called large shattered 
deuterium-neon mixture pellet [57]. This technique 
consists of injecting a large cryogenic pellet (in DIII-D 15 
mm diameter and 20mm long, with speeds up to 600 m/s) 
and shattering it into sub-millimeter fragments by 
impacting it on metal plates or using a curved tube. 
Shattering the pellet is necessary to protect the inner wall 
from damage by impact of a large remnant of the originally 
injected pellet.  Shattering also helps to increase the global 
pellet surface area and also generates a ‘spray’ of smaller 
pellet particles thus increasing the ablation rate. This 
technique has been successfully applied to terminate 
plasma discharges and may be useful for suppression or 
dissipation of runaway electrons [58]. Before being 
applicable for DEMO, further work is needed. Questions to 
be solved are: the optimal material mixtures, size and speed 
of the pellets, and in how far can this can be realized with 
existing technology. Indeed, a fast response time could 
mean a close proximity to the plasma. This poses many 
engineering challenges to the injector technology for both 
Massive Gas Injection and Scattered Pellet Injection, due 
to the presence of strong magnetic fields and high radiation 
levels.  
 
III.F ELM Mitigation 
 
Operating ITER in the reference H-Mode scenario at 
15MA and Q=10 requires good confinement, accompanied 
by a sufficient pedestal pressure. The strong gradients that 
occur in the edge region often drive strong MHD 
instabilities that lead to Edge Localized Modes (ELMs). 
The plasma energy from the pedestal region is expelled 
from the pedestal region in very short timescales during 
ELMs (~ 100µs) and can cause serious damage to the 
plasma facing components. In ITER it is expected that 
ELM energy losses could correspond to 20% of the 
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pedestal energy, or an energy loss ΔWELM of ~ 20MJ per 
ELM, equivalent to a power loss in the range of 
100-200 GW. In DEMO the power losses will be even 
larger. Mitigation of the power losses caused by these 
ELMs is thus mandatory. Two techniques are being 
pursued: (i) keeping the plasma edge conditions such that 
good confinement is reached, but with pedestal pressure 
below (but close to) the stability limits. This could possibly 
be achieved by applying external magnetic perturbations or 
could be reached in confinement regimes with small 
ELMs; (ii) destabilizing the plasma edge, by triggering an 
ELM (using external means) before the stability limit is 
reached. This can be done by applying a perturbation to the 
edge such that the ELM instability is triggered at a lower 
pressure than the stability limit. This technique is based on 
the experimental observation that the energy loss during an 
ELM, ΔWELM, is inversely proportional to the ELM 
frequency [59]. Faster ELMs lead thus to a lower energy 
loss per ELM.  
 
Techniques that are currently investigated to reduce the 
ELM energy loss are: (i) working in a confinement regime 
with small ELMs [60] (ii) shallow pellet injection from the 
Low Field Side [61], (iii) moving the plasma up and down 
on a short timescale (“plasma kicks”) [62] and (iv) 
Resonant Magnetic Perturbation (RMP) coils [63]. All of 
these need further research before being applicable to 
DEMO; questions are: (i) are confinement regimes with 
small ELMs transferable to DEMO? (ii) pellet injection has 
to be made compatible with strong neutron irradiation and 
handling of tritium; (iii) in how far are fast kicks a 
possibility, if this requires coils that are close to the 
plasma; (iv) the results with RMPs up to now are not very 
conclusive with respect to ELM mitigation, even for 
application to ITER; much more work will be needed there 
before such a system will be ready for use on DEMO; in 
addition it is likely that these RMP coils should sit close to 
the plasma to be effective, and then neutron irradiation 
constraints could cause difficulties to implement this 
method.  
 
III.G Exhaust Pumping Systems 
 
A fusion reactor can only successfully be operated if the 
ash of the fusion reaction (He) can be successfully 
removed. Because of the fact that the T burn-up is rather 
low (a few percent), the exhaust gas will consist largely in 
D-T fuel that has not undergone a fusion reaction plus 
possibly other gases used to reduce peak heat loads to the 
plasma facing components by edge radiation. Extrapolation 
of the ITER pumping systems to DEMO is not 
straightforward. Indeed, although they have extremely 
large pumping speeds, can be made tritium compatible, 
work under high magnetic fields and neutron loads and 
require relatively low maintenance (a minimum of moving 
parts), they have also important drawbacks for a reactor: 

they build up (large) hydrogen inventories with the 
consequent risk for explosions and thus require regular 
regenerations; this interferes with long pulse or continuous 
DEMO operations. A review of the various options 
indicates the need for diffusion and liquid ring pumps, 
together with a new type, the metal-foil pump, based on 
super-permeation of hydrogen and its isotopes through 
metallic foils, pioneered by Prof. Waelbroeck and his team 
(IPP, KFA-Juelich) [64]. As the metal foil pump works 
only for hydrogen and its isotopes it could be used to 
separate directly the hydrogenic fraction close to the torus, 
(where these could be immediately recycled) and thus 
could reduce to a large extent the gas throughput to the gas 
exhaust system [65, 66]. Such a combination of pumps is 
currently under investigation in the THESEUS facility in 
KIT, Karlsruhe [67]. An excellent overview of the current 
state of work can be found in [68]. 
 
 
CONCLUSIONS 
 
This paper tries to illustrate the physical and technological 
developments that are needed before the construction of a 
fusion power reactor can take place. ITER will contribute 
to enhance our knowledge on several important aspects, 
but still a large step has to be taken from ITER to DEMO. 
The increase in size of the device a main factor driving the 
development needs: disruptive forces are much higher, 
ELM loads will be much larger, the heat load on the wall 
will increase, the size of the plasma is such that e.g. NBI 
particles need much higher energies to penetrate, etc… 
These are only a few examples which show that further 
developments are needed for currently available systems 
before becoming ready for use in a reactor. The need for 
new components, materials or systems is another factor. 
New physics phenomena (like the presence of a large 
population of fast alpha particles from fusion reactions) is a 
third factor contributing to continued R&D. These points 
clearly demonstrate that every step in fusion science is 
pushing the limits of what is currently known in physics 
and technology. In some cases even new, purpose-built 
laboratories have to be constructed, as illustrated in the 
paper.  
 
We all know that fusion is a challenging undertaking and 
that patience will be needed, but it is more than worth the 
effort given the difficulties we are facing in the future with 
our current energy supply and its suspected influence on 
climate. It will be evidently up to you, young researchers, 
to tackle these interesting and very important problems. If 
successful, this will be your very important contribution to 
the benefit of all people on earth.  
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Fusion would deliver a new source of energy from 

the mid of this century. But the fusion research has now to 

make an important step forward by switching from pure 

plasma physics, based on Hydrogen and Deuterium 

plasma, to burning plasmas, implying the use of 

radioactive fuel (the Tritium) and the production of 

intense neutron flux. These aspects bring with them the 

change of fusion devices from laboratory (or industrial) 

facilities to nuclear facilities, with all the necessary 

precautions which are involved. The nuclear aspects of 

fusion reactors and power plants have an impact on 

various domains of the facilities: the approach of safety, 

security and radioprotection, the resistance of materials 

to neutron bombardments, the activation of material and 

the needs of remote handling, the effects of radiations on 

instruments and functional components, and last but not 

least the impact on radioactive waste production and 

recycling. All these aspects will be handled shortly in this 

first approach of the “nuclearization” of fusion reactors 

and facilities..  

 

 

I. INTRODUCTION 

 

Fusion has been developed since several years in 

various countries in the world to be able to propose a new 

source of energy for mankind. Fusion being the process 

driving the sun and stars has demonstrated to be able to be 

a very important source of energy. But its control and 

confinement on Earth proved to be much more difficult 

than foreseen. The very high temperature or very high 

densities to be reached drove the focus of the research up 

to now on these aspects of high temperatures (for the 

magnetic confinement facilities: tokamaks and 

stellarators) or high densities (like in the inertial 

confinement fusion)
1
 , and not on the nuclear aspects of 

the machines. Nevertheless, now that we are approaching 

the construction of reactors allowing “burning plasma”, 

i.e. facilities which will produce large amount of fusion 

power, the nuclear aspects of the installations are 

                                                           
1
 We will mostly base our analysis on magnetic 

confinement fusion, as this one is probably more 

advanced and closer to the production of energy, but the 

main data and information are valid also for inertial 

confinement, once D-T  mixture will be used. 

becoming more and more important and have to be taken 

into account in the design and operation of such facilities. 

This lecture will focus mostly on the impacts of the 

nuclear character of the future machines and will thus 

consider that the reader has already a sufficient 

knowledge of fusion facilities, and in particular of 

tokamak type installations. One considers also that a 

sufficient basic knowledge of nuclear physics is present, 

although some of the main phenomena will be reminded 

or shortly introduced.  

Finally, this lecture is only an introduction to a very 

broad domain, which is currently studied and developed 

by a lot of scientists among the World. For further 

information or deeper analysis of the different areas 

which will be only superficially approached, the reader is 

sent to the literature on the different areas. The nuclear 

aspects of a fusion power plant are surely important 

features which need to be taken into account when one 

intends to design and build such a future source of energy. 

 

 

II. THE REASONS OF THE NUCLEAR APPROACH 

 

Fusion reaction is a nuclear process, involving the 

nucleus of the atoms; this is already a first reason to 

consider fusion as a nuclear process (the actual name of 

fusion being in fact “thermonuclear fusion”). 

Nevertheless, if the process did not involve radioactive 

materials, several aspects of the nuclearization would 

have been strongly simplified. Unfortunately, as in most 

nuclear processes and reactions, the fusion reaction 

implies the presence of radioactive isotopes and materials. 

In fusion reactors, the presence of radioactive 

materials can be seen as having three main origins: 

- the use of tritium as fuel, tritium being a 

radioactive species, with a rather short half-life; 

- the activation of the materials facing the plasma or 

being exposed to neutrons coming from the plasma 

and the fusion reactions; 

- the transport of radioactive contamination through 

the cooling fluids and in the air of the auxiliary 

buildings and areas. 

The third origin is in fact more a consequence of the 

two other ones, but it brings the needs of precaution 

sometimes far away from the source of the activity. 
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Let us try to have some facts and figures about the 

different nuclear aspects mentioned above and let us start 

with the tritium. 

Tritium is an isotope of Hydrogen; but unlike the 

Deuterium (one proton, on neutron) which is a stable 

species to be found in seawater, tritium (1 proton, 2 

neutrons) is radioactive, i.e. it disintegrates naturally by 

emitting a beta radiation (an electron) having a rather low 

energy (5.7 keV), to become an 
3
He nucleus (2 protons 

and 1 neutron).  The half-life of tritium (i.e. the time after 

which half of the original atoms have disintegrated) is 

about 12.32 years.  

It is good to remember that after 5 half-lives the 

activity has decreased by a factor 32 (2
5
), while after 10 

half-lives the activity has decreased by a factor close to 

one thousand (2
10

), and 20 half-lives divides the activity 

by a factor close to one million (2
20

). 

The mass of tritium is about three times the one of 

Hydrogen and 1.5 the one of Deuterium. This can play a 

certain role in the particles kinetics within the plasma. 

Finally the fact that tritium decays in Helium has also two 

important impacts: it creates He in the material in which it 

can diffuses, and it creates another source of He within 

the plasma, after the one of the fusion reaction itself: 

D + T  
4
He + 

1
n0    (1) 

Another important aspect is the high diffusivity of 

tritium, which follows here the properties of its main 

element, hydrogen. Thus such an isotope can diffuse 

through solid materials (like steel or other metals) easily if 

the temperature is high. 

Finally, for the aspect of safety and health effects, it 

is important to know the ratio between the tritium activity 

and the induced dose in the human body. This figure is 

very small and in the order
2
 of 10

-11
 Bq/Sv:  

  

Dose factor (radiotoxicity) of [1]:  

 

Tritium (gaseous)  = 1,8.10
-15

 Sv/Bq 

Tritiated water (aqueous) = 1,8.10
-11

 Sv/Bq  

Organically bound Tritium (OBT)  = 4,1.10
-11 

Sv/Bq  

 

This very small figure shows the low health impact 

of tritium on the body. Nevertheless, as for any other 

radioactive isotope, the ALARA principle must apply and 

the irradiation (mostly internal irradiation, by inhalation 

or ingestion) should be kept as small as reasonably 

possible. To have an idea of the activity content of tritium 

mass, one can also remember that 1g of T2 gas represents 

about 10 000 Ci or 3.7 10
14

 Bq 

                                                           
2
 For those not very familiar with the Sievert, let us 

remind that the natural background of radiation fluctuates 

between 0.5 and tens mSv per year (thus around  1 µSv/h) 

and the max. occupational planned dose for a nuclear 

worker is set at 20 mSv/y [2]. 

The table 1 below gives a summary of the principal 

properties of tritium. 

 

Property Value Unit 

Half – life 12.32 year 

Beta energy 5.7 keV 

Atomic mass 3,0160492 a.m.u. 

Tritiated water dose factor 1,8.10
-11

 Sv/Bq  

 

Table 1: main properties of Tritium 

 

Let us now look at the activation aspect of materials 

facing the plasma or able to get some neutrons coming 

from the reaction. An important aspect is the neutron 

energy and the neutron flux (or better the so-called 

fluence, i.e. the integrated neutron flux over the time the 

material is exposed to the neutrons) which hits the various 

components of a fusion reactor. The most exposed 

components are indeed the plasma facing components or 

PFC. But as one can see on fig.1 (giving a developed view 

of the facing components of the research tokamak JET), 

the PFC can be very diverse, and one should not only 

focus on the blanket and first wall; heating antenna 

shields and limiters (if any), diagnostic windows or first 

mirrors, viewing systems, etc. are all facing the plasma, in 

a neutronic sense. If for plasma physics, a small 

geometrical recede changes strongly the plasma wall 

interaction, for neutrons, not influenced by the magnetic 

fields, this does not play any role. 

 

 
 

Figure 1: Outer wall of JET (developped) 

 

The neutrons have several types of interactions with 

matter, which gives different macroscopic effects on 

components and systems. Neutrons can have elastic and 

inelastic interactions, knocking atoms from their original 

positions (often one single neutron induces a cluster of 

knocked atoms, and loses his energy by several elastic or 

inelastic interactions). Neutrons can also be absorbed by 

some atoms inducing transmutations of the original 

atoms. When the neutron is absorbed, it normally 

disappears, or can lead to an instable atom re-emitting one 

or several other neutrons. The transmuted nuclei are often 

radio-active, and their radioactivity can lead to the 

emission of a proton (leading to Hydrogen formation in 

the material) or to the emission of an alpha particle, 

leading to the creation of Helium inside the material. 

Finally the created radioactive species are often emitting 

gamma (or beta) rays leading to ionization and thus 
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important influence on chemical bounds. The neutrons, by 

knocking atoms, by absorption or by the induced 

radioactivity are also producing heat in the material, 

(called “nuclear heating”) which could be very significant 

for materials directly exposed to the neutron source. This 

is also the main route of transporting the created energy to 

the cooling fluid and subsequently to the turbine. Further 

analysis on this aspect will be done in the chapter IV. 

 

Let us just still make a short comparison with fission 

neutrons, for having some ideas of the orders of 

magnitude and to feel a bit the importance of this aspect. 

In fission, each reaction creates about 200 MeV of energy, 

from which 2.5 neutrons are created in average, taking 

with them energy of around 2 MeV. This means that the 

neutrons take away about 2% of the total energy created, 

the remaining 98% being left in the fuel material by the 

recoils of the fissioned atoms. In fusion the situation is 

rather different! Each reactions produces around 17 MeV, 

from which the created neutron takes away around 14 

MeV, or 82% of the total energy (the remaining 18% 

being transported by the alpha particle which stays in and 

gives its energy to the plasma). Comparing both 

situations, for the same overall energy production of the 

plant, the energy deposited by the neutrons is 33 times 

higher in fusion! The energy per neutron being about 7 

times higher for fusion neutrons, the total number of 

neutrons for the same power is thus almost 5 times larger 

than in fission… Thus the total surface of the first wall of 

a fusion reactor gets 5 times more neutrons with an 

energy 7 times higher
3
. This gives only an idea of the 

issue at stake.  

Finally, we should not forget the transport of 

activated materials through the cooling fluid and even by 

the atmosphere during maintenance and opening of the 

vacuum vessel. This transport, which is common and 

rather well known in fission reactors, depends  a lot on the 

fluid physico-chemical conditions (temperature, pressure, 

purity, pH, oxygen content etc…) and is probably the 

main cause of activity dispersion in the plant. Moreover 

the transport and deposition of radioactive species induces 

exposition of workers to radiations, and is thus an 

important factor to consider. This topic will be analysed 

in chapter IV below. 

 

 

III. THE NUCLEAR SAFETY AND CONFINEMENT, 

THE SECURITY AND THE RADIOPROTECTION 

 

One of the first impacts of the presence of 

radioactive materials and species in a fusion power plant 

is surely the safety aspect and the radioprotection. Nuclear 

safety is of prime importance in a fusion power plant 

                                                           
3
 To be more scientifically correct, we should speak about 

the neutron flux, for which the ratio is more complicated. 

This comparison is only given here to have some taste of 

the difference. 

although the absence of fission fuel and its radioactive 

content reduces strongly the risks and source term in case 

of an accident compared to fission plant.  

Nevertheless, the confinement of the radioactive 

species, present in a fusion reactor, in all cases of 

operation (up to the less credible accident) has to be 

assured in order to avoid any spread of radioactive 

contamination in the environment and to avoid absolutely 

any need of evacuation of the population in the 

surrounding of the plant in any case. This is probably one 

of the main objectives of the safety approach of a fusion 

power plant design. The aspects of radioprotection of the 

workers and operators will be analysed further. 

The basis of the safety approach for a fusion power 

plant can be taken from the ITER Generic Site Safety 

Report [3]. Let us thus first define the safety objectives: 

“ITER's safety objectives address the potential 

hazards in ITER from normal operation, accidents and 

waste: 

(1) ensure in normal operation that exposure to 

hazards within the premises is controlled, kept 

below prescribed limits, and minimised;  

(2) ensure in normal operation that exposure to 

hazards due to any discharge of hazardous material 

from the premises is controlled, kept below 

prescribed limits, and minimised;  

(3) prevent accidents with high confidence;  

(4) ensure that the consequences, if any, of more 

frequent events are minor and that the likelihood of 

accidents with higher consequences is low;  

(5) demonstrate that the consequences from internal 

accidents are bounded as a result of the favourable 

safety characteristics of fusion together with 

appropriate safety approaches so that there may be, 

according to IAEA guidelines [IAEA96], technical 

justification for not needing evacuation of the 

public (external hazards are site dependent, but are 

considered for a generic site);  

(6) reduce radioactive waste hazards and volumes.” 

 

One can also consider the safety principles used for 

the ITER GSSR [3], as basic principles for a fusion power 

plant (although the experimental character of ITER has 

also some specific aspects, which are not taken into 

account here): 

 

Defence-in-Depth 

All activities are subject to overlapping levels of 

safety provisions so that a failure at one level would 

be compensated by other provisions. Priority shall be 

given to preventing accidents. Protection measures 

shall be implemented in sub-systems as needed to 

prevent damage to confinement barriers. In addition, 

measures to mitigate the consequences of postulated 

accidents shall be provided, including successive or 

nested barriers for confinement of hazardous 

materials. 
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Passive Safety 

Passive safety shall be given special attention. It is 

based on natural laws, properties of materials, and 

internally stored energy. Passive features, in 

particular minimisation of hazardous inventories, 

help assure ultimate safety margins. (…)” 

 

Potential safety concerns that must be considered 

during the design process to minimize challenges to the 

public safety function of confinement of radioactive 

and/or hazardous materials include, but should not be 

limited to the following [4]: 

a. ensuring afterheat removal when required; 

b. providing rapid controlled reduction in plasma 

energy when required; 

c. controlling coolant energy (e.g., pressurized water, 

cryogens); 

d. controlling chemical energy sources; 

e. controlling magnetic energy (e.g., toroidal and 

poloidal field stored energy); 

f. limiting airborne and liquid releases to the 

environment. 

 

Tritium 

From the DOE Guidance [5], Tritium system design 

should include features which minimize the 

environmental release of tritium and exposure of 

personnel, minimize quantities of tritium available 

for release during accidents or off-normal events, 

and minimize the unintended conversion of 

elemental tritium to an oxide form. Consistent with 

facility safety analysis, design features should 

include: 

1. Segmentation of the tritium inventory such that 

release of all tritium from the single largest 

segmented volume has acceptable 

consequences; 

2. Confinement barriers to reduce tritium 

environmental release to an acceptable level; 

3. Materials and equipment which are tritium 

compatible and minimize exposure of tritium to 

oxygen; and 

4. Cleanup systems to recover gaseous tritium 

released within any confinement barrier or to 

process streams exhausting to atmosphere. 

 

Aspects of Security 

Beyond the safety aspects of a fusion plant, the 

security (i.e. the physical protection against 

unfriendly acts or terrorism) of the installation is 

also an aspect to be developed. The main item to 

defend is probably the tritium inventory (see below), 

but the diversion of activated or contaminated 

materials should also be taken into account as well 

as sabotage actions or even external attacks. 

Fortunately, the “source term” in a fusion plant is 

limited to its activated (and contaminated) 

components and to the tritium inventory. As the 

activated species are mostly bound within solid 

components (first wall and blanket module; divertor, 

etc), except for the produced dust and for the 

components coolant, the main source of easily 

escaping radio-nuclide is the tritium inventory. That 

is why a particular attention is placed towards the 

monitoring and control of the tritium inventory, and 

to the separation of this inventory in small parts not 

possible to mobilize together. 

 

The purposes of requirements placed on tritium 

control, accountability, and physical protection at fusion 

facilities are to [4]: 

a. meet legal requirements for environmental 

releases, waste disposal, and transportation of 

tritium; 

b. prevent the diversion of the material for 

unauthorized use; 

c. gain knowledge of the process efficiency, that is, 

how much tritium is produced and used in 

processes under investigation; 

d. meet the requirements of the safety authorities; 

e. assure operational safety of the facilities by 

providing knowledge of the location and form of 

tritium; 

f. prevent unwanted buildup of tritium within a 

facility; and 

g. protect and control tritium commensurate with its 

monetary value. 

 

Tritium is the predominant nuclear material used at 

fusion facilities. It is of interest because of safety 

concerns, its monetary value, and possible unauthorized 

diversion for other applications. 

Other nuclear material that must be controlled and 

accounted for at fusion facilities includes depleted 

uranium (U-238) and deuterium. Depleted uranium is 

used for storage of tritium, fission chambers, and various 

radioactive check- and calibration-sources. The control 

and accountability of these materials is relatively 

straightforward and does not present significant problems 

for operating facilities. The scope and extent of the 

accountability program for these materials should be 

based on the monetary value of the material and should 

include inventories and some measurements. 

 

ALARA and radioprotection optimization 

The ALARA approach (“As Low As Reasonably 

Achievable”) is not only an acronym but has led to a 

complete approach of the radioprotection optimization. 

Indeed the principle which is behind this acronym implies 

several aspects which should be taken into account. The 

term “Reasonably” for instance is probably one of the 

most important; it translates into ‘reasonably’ regarding 

the economic and social impact and constraints. Therefore 

this principle can almost be opposed to the “As Low As 

Technically Possible”, which should also mean ‘at every 

cost’! And this can have ethical implications. Indeed, one 
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can protect anybody from even not harmful risks with 

high economic impact. But as the overall available money 

is always limited, for any type of project or practice, this 

means that this money (used for nothing) is no more 

available for other means (like e.g. modernizing a hospital 

or promoting R&D against cancer etc…).  

 

On the other hand the radioprotection optimization 

approach under the ALARA principle should also take 

into account the whole lifecycle of the involved 

component or activity. As example, let us take the 

development of low activation materials (for facilitating 

the remote handling of the maintenance); this is good for 

the maintenance activity, but in the overall study one 

should also take into account the effects on the waste 

management and even the final effect after disposal… 

Moreover the ALARA approach can be done at the design 

phase of a facility as it allows to make large gains with 

limited (but smart) investments.  

 

 

IV. THE NUCLEAR “CLEANLINESS” AND 

TRANSPORT OF RADIOACTIVITY 

 

Materials exposed to neutron flux have to present a 

cleanliness above normal industrial standard, as the 

production of activated products often depends on trace 

impurities (in materials) or on traces of impurities on 

materials. In the case of fusion reactors, the components 

and materials situated inside the vacuum vessel and 

exposed to the plasma and to the low vacuum needed for 

operating the system, already imply a sufficient 

cleanliness of the exposed materials. Nevertheless, these 

components are not the only ones exposed to the neutron 

flux, and probably most of the difficulties will happen in 

the cooling circuits and any other loops allowing some 

fluid to circulate for a while in front of the neutron source. 

For instance, in fission power plant, most of the 

occupational dose is due to the contamination of the 

primary loop and the transport of radioactive species from 

the core of the reactor to the surface of the whole cooling 

loops. This will surely also happen in fusion power plant, 

where the exposed surface of the cooling fluid is rather 

important (although the mass of the cooling fluid is 

probably lower than in an LWR where the complete core 

and auxiliary are immersed in the primary water). 

 

A. Contamination and Activated Corrosion Products 

(ACP) 

 

One nuclear aspect, which forms an important factor 

for the exposure of workers and operators, is the 

radioactive contamination of cooling circuits. Moreover it 

can have also an impact on the waste management from 

fusion reactor decommissioning and large maintenance 

works. Therefore, it appears to be important to study this 

topic and take profit of the return of experience from 

fission. 

Areas with large deposition surfaces and strong 

temperature gradients, like the heat exchangers and steam 

generators, constitute often large sources of radiations 

influencing the maintenance of the facilities. The main 

radio-isotope playing a role in fission plants in this 

domain is the Cobalt-60. With a half-life of 5.24 years 

and a double gamma-rays above 1 MeV, this radio-

isotope represents, in fission reactors, one of the most 

important source of radiations originating from activation. 

In fusion reactors, where most of the water cooling loops 

are mostly foreseen in stainless steel, the presence of 

Cobalt in the water chemistry is quasi unavoidable. But 

one big difference is the neutron energy, as the production 

of Co-60 from the stable Co-59 has its largest cross-

section for thermal neutrons. But other threshold reactions 

can happen at high neutron energy (above 1 MeV) and the 

neutron energy spectrum can be degraded when reaching 

the cooling fluids, which can even further slowdown the 

neutron flux. 

Some of the potential radio-isotopes, presenting a 

role in radioactive contamination of the cooling circuits 

are given below. 

 

 
 

Table 2: some of the important radionuclides for 

radioprotection (ORE) and waste management aspects. 

 

The actual rate of erosion/dissolution/deposition 

depends on a lot of other parameters, like the water 

chemistry, the local water velocity, the temperature 

differences, the solubility of various elements etc… which 

makes the modeling of this phenomenon rather complex. 

(see fig.2)  
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Figure 2: the various interactions and transport routes of 

radionuclides in cooling medias [6] 

 

Nevertheless, based on fission experience, several 

aspects should be taken into account: 

- envisage the possibility of decontaminating the 

loop during shutdown and maintenance periods; 

- foresee sufficient shielding (or potential shielding 

space) around large exposed surface components 

(like heat exchangers); 

- avoid spaces with stagnant fluid of with abrupt 

flow changes; 

- keep the water chemistry under good control, and 

filter + purify water sufficiently (often, the 

filtration/purification loop is made on a by-pass of 

the main flow. Consider sufficient by-pass flow 

rate to avoid accumulation of ACP). 

 

B. Airborne contamination and radioactive species 

transport during maintenance. 

 

During shut down and maintenance outages of 

fusion plants, the vacuum vessel will be put at 

atmospheric pressure and can even be opened towards the 

external world for introducing remote handling inspection 

and repair machines. This opening brings the possibility 

of dispersing the existing contamination from the vessel 

internals towards the outside world. The main 

contamination sources being the tritium trapped in the 

metal structures and the dust deposited everywhere in the 

vacuum vessel. This dust is activated and can also contain 

some trapped tritium.  

To mitigate as much as possible this source of 

contamination several processes can be put in place. The 

first one is indeed to collect the contaminants at the 

source; i.e. detriatiating as much as possible the vacuum 

vessel and its internals, and collecting or removing the 

dust as soon as the vessel is open. Nevertheless, none of 

these actions can insure 100% of removal. Therefore, 

when opening the vacuum vessel (including ports and 

neutral beam injectors) one should insure a pressure 

cascade between the outside atmospheric pressure and the 

inside pressure of the vessel, using adapted ventilation 

system. Several levels of the cascade should avoid or 

reduce the risk of contamination spread. 

These effects have an impact on the occupational 

radiation exposure of the operators, but also on the 

consequences of an accident, on the waste management 

and on the needed handling systems for components 

replacement and repairs. 

 

 

V. FUNDAMENTALS OF THE NEUTRONS 

INTERACTION WITH MATTER 

 

Neutrons are, as indicated by their names, neutral 

particles, constitutive of the atom nucleus. Neutrons are 

ejected with high energy from the plasma (about 14 MeV 

or 1.93 10
8
 m/s). But neutrons have various interactions 

with matter. Let us summarize the most important ones 

(see also fig. 3 below): 

- it goes through the material without interactions; 

this can mostly happen as the neutrons are not 

charged, and if they have a high energy (or speed) 

most of them would not “see” the atoms of the 

matter; 

- it can undergo elastic scattering against (mostly) 

light atoms, i.e. like bouncing of billiard balls, and 

sharing its energy between the neutron and the 

knocked atoms. This is for instance what is used 

for the slowing down of neutrons in thermal fission 

reactors; 

- it can undergo what is called inelastic scattering, 

where the neutron is absorbed by the target atom, 

which re-emits another neutron with another 

energy; 

- it can be absorbed by an atomic nucleus, leading to 

excitation and transmutation of the atom, and/or to 

several types of reactions implying the emission of 

other particles (n,p; n,; n,γ; etc…); the n, 

reaction is also called "radiative capture"; 

- or it can induce fission of heavy nuclei (mostly of 

the actinides of the periodic table). 

 

 
 

Figure 3: Various categories of neutron interactions. The 

letters separated by commas in the parentheses show the 

incoming and outgoing particles. [7] 
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The type of interaction strongly depends on the 

energy of the neutrons. Some reactions (mostly of 

absorption and re-emission of particles) have threshold 

energy under which the reaction does not appear; but a lot 

of them have a reaction rate (given in so-called "cross 

section") decreasing as 1/v, thus with much more 

probability at low (and very low) energy. At low energies, 

below 1 MeV, the elastic cross section is nearly constant, 

whereas the inelastic scattering cross section and 

absorption cross sections are proportional to the reciprocal 

of the neutron’s speed  (that is, 1/v).[7] 

 

 
 

Figure 4: ex. of cross sections for Carbon, with elastic 

scattering in 1/v and threshold reactions (Univ. Rochester) 

Moreover, due to the scattering of neutrons, their 

interactions can be spread to rather large volumes, away 

from the first knocked atom (see fig. 5 below). 

 

 
 

Figure 5: example of Monte-Carlo simulation of 

neutrons scattering in various materials [7]  

 

 

These various interactions can lead to different 

macroscopic effects on the materials which are 

bombarded: 

- Changes in mechanical properties by the formation 

of vacancies/interstitial atoms and the 

disorganization of the crystal structure; 

- Activation of the elements and thus induced 

radioactivity (effects on the occupational exposure 

and on the waste management); 

- Generated heat inside the material, often 

proportional to the material density (implying the 

need for cooling); 

- Changes in electronic bonds and thus changes in 

the electric/thermal properties of the materials; 

- Etc. 

 

These effects and their implications for the design 

and operation of future fusion facilities and power plants 

will be shortly described in the following chapters. 

 

 

VI. EFFECTS ON THE MECHANICAL PROPERTIES 

OF STRUCTURAL MATERIALS 

 

The effects of neutrons on the mechanical properties 

of materials are very various and depend on the type of 

materials, on the present nuclei and isotopes, on the 

energy of the neutrons etc. In this chapter we will focus 

on the effects on structural materials, mainly concentrated 

on metallic materials. The effects on other materials, like 

beryllium or tungsten e.g. will also be tackled, mostly for 

the surface properties, as plasma facing components.  

 

Neutrons can displace the atoms from their lattice 

position by elastic or inelastic scattering. This will indeed 

imply direct effects on the mechanical properties as it 

induce local defects that will be analyzed further. On the 

other hand, the n,p and n, reactions involve the 

production of gas (H2 and He) which can then diffuse 

through the material, aggregate and form gas bubbles 

which subsequently induce swelling.  

 

As a general rule of thumb, for most of the metallic 

materials studied till now, the neutron irradiation induces 

an increase in the Yield Strength and the Ultimate Tensile 

Strength of the material with a parallel embrittlement 

(loss of ductility at high stress). At the same time, the 

fracture toughness is reduced and, due to the production 

of gas inside the material, swelling appears (at 

macroscopic level) and some effects on the creep 

resistance are often measured. However, these are only 

general trends, and each material shows specific influence 

depending also on the thermal treatments applied and on 

its crystal structure. These effects depend also strongly on 

the temperature range at which the material will be used 

(e.g. possibility of relaxation of some effects at high 

temperatures), on the physicochemical environment and 

sometimes on the stress or strain rate at which the 

material is submitted.  

 

The in-depth study of the mechanical effects of 

neutrons on metallic materials is a domain of scientific 

knowledge in itself, and is rather complex to understand 
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and model. Most effects models are currently based on 

empirical equations tuned to fit the experimental results 

obtained in various types of irradiations conditions. The 

most known materials for high energy (> 1 MeV) 

neutrons effects, are austenitic stainless steels (type AISI 

304, 316 and specific grades) which were developed for 

the fast breeder reactors and are also used as internals in 

the Light Water Reactors operated today. 

 

Moreover, the effects of neutron irradiation are 

inherently multiscale, in space, time and number of atoms 

concerned. It varies indeed from instantaneous effects (ps) 

to long terms effects (Gs), from submicroscopic effects 

(Å, nm) to large macroscopic effects (m) and concerns 

small clusters from 10
2
 to 10

31
 atoms

 
… [8] 

 

In the figure below are summarized some typical 

effects of irradiation on stainless steels. 

 

 
 

Figure 6: Typical effects of neutrons on austenitic 

stainless steels (example of effects on tensile properties, 

creep resistance, fracture toughness and swelling) [8] 

 

The effects of the microstructure of the metals are 

also important factors to take into account. Metallic 

materials are often constituted of "grains" which consist 

of single crystals (bcc, fcc, hcp, …). The grains present 

different orientations and are separated by grain 

boundaries. Most of the metals used in structural materials 

(and in steels) are alloys which are composed of several 

alloying elements, and some impurities. For the neutron 

effects, even the impurities can have an important impact 

on the microstructure.  Finally, for modeling and 

understanding of the phenomena happening in the 

microstructure of the materials, one has to take into 

accounts the defect structures: dislocations, gas bubbles, 

cavities (voids), vacant lattice sites (vacancies), 

interstitials. 

 

Point defects (vacancies and interstitials) are created 

by the radiations. They undergo reactions and 

aggregations (clustering), as they can move and diffuse in 

materials. The modeling of these effects and of their 

diffusion and effects on the macroscopic properties of the 

materials is currently a subject of a lot of research (see 

e.g. [9]). 

 

 
 

Figure 7: view of the effects of "damages"(dpa)  and gas 

formation in metallic materials (A. Möslang, 2009) 

 

 

Finally, the choice of the alloying elements (and of 

the following impurities) is very important also for the 

activation of the components, with implications on remote 

handling constraints and waste management. Fusion 

reactors being often much larger (in volume) than fission 

reactors, and the replacement of the Plasma Facing 

Components (PFC) being foreseen at rather high 

frequency (e.g. replacement every 3 or 5 years of the 

divertors) this aspect of low activation or reduced 

activation material is very important for the overall 

environmental impact of fusion. Therefore the selection of 

the alloys and alloying elements is also constraint by this 

aspect [10] (e.g. one should avoid Re as alloying element 

as it gives rise to long lived radionuclides). See also the 

chapter IX below. 

The current R&D on structural material in magnetic 

fusion mostly focuses on the ferritic/martensitic steel, 

more particularly to the reduced activation alloy called 

"Eurofer". 

 

A second aspect, which should also be looked at, is 

the effect of neutron irradiation on plasma facing 

components. Here the material challenge is still more 

severe: the material must be compatible with the high 

thermal heat flux (up to 10 MW/m² on the divertor), the 

sputtering and blistering due to particles impacts, the 

compatibility with the plasma (low Z material), together 

with the radiation damages and transformations. 

Moreover, the PFC must present a low tritium trapping 

behavior to avoid tritium inventory buildup in the plasma 

facing materials and in flakes and dust.  

All these qualities together do not lead to a lot of 

remaining materials. For plasma compatibility (low Z) 

and high heat flux (and high temperature) resistance, the 

Carbon composites seems to give the most interesting 

answers, but they show a tendency to have a high tritium 

retention. For plasma compatibility and sputtering, this is 
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the case for Beryllium; but this element has bad sputtering 

resistance qualities and is not very well fitted for high 

heat flux; it is moreover toxic and thus difficult to handle. 

Vanadium and Vanadium alloys seems to present some 

potentiality but their radiation induced damages are 

precluding their use. Finally, today the R&D focuses 

mostly on Tungsten and Tungsten alloys for its high heat 

flux resistance, low sputtering behavior and relatively 

good behavior towards the neutron irradiation which 

compensates for its high Z property. Silicium Carbide 

fibers in Silicium Carbide matrix (SiC/SiCf) seems also 

promising but is far to be developed sufficiently.  

An example is the sputtering rate: for low Z material 

like Carbon, the erosion is of the order of 3mm/burn-year 

while for Tungsten it is around 0.1 mm/burn-year [Wirth]. 

 

 

VII. THE RADIATION RESISTANCE OF 

DIAGNOSTICS AND FUNCTIONAL COMPONENTS 

 

The effects of neutrons on organic or amorphous 

materials is also important for diagnostics, 

instrumentation and remote handling components. 

Changes in the insulation resistance of insulators, 

darkening of glass and optical components, changes in the 

lubricating properties of oils or embritlement of the 

components can play an important role in the design and 

selection of materials for the measuring instruments or 

functional materials of fusion facilities.  

 

Functional components are concerned by the neutron 

irradiation and the impact on their operation and 

"function". We will focus here mostly on diagnostics and 

instrumentation components and equipment. Up to now 

this equipment, to measure the various plasma parameters, 

was designed to resist to the high vacuum and sometimes 

high temperature environment, plus the presence of strong 

electro-magnetic fields.  

 

The nuclear environment adds another difficulty to 

these components. First of all, the presence of neutrons 

and of strong gamma field (due to the radioactive decay 

of neutron activated metallic component in the vacuum 

vessel) precludes the use of most organic materials as 

insulator. In high radiation environment, only mineral 

insulation (like MgO or Al2O3) ceramic insulation 

materials can be used.  

The use of semi-conductors must also be done with 

care, and high electronic circuit integration in high level 

radiation field is not advisable.  

The use of optical components (windows, fiber 

optics, even mirrors) can also be influenced by the 

presence of radiations and the selection of the specific 

materials and assembly process must be done with great 

care and after intensive testing in similar conditions. 

 

Several studies have been carried out during the last 

10 to 20 years to develop and test radiation hardened 

components and systems. Nevertheless, sophisticated 

systems and highly integrated circuits tends to show 

strong sensitivity to radiations. 

 

One can give here some generic and simplified 

trends shown by various components under radiation (but 

for more details, please refer to the literature): 

- In high radiation fields, use mostly mineral; 

insulators instead of organic ones; 

- Semi-conductors can be sensitive to radiations and 

circuits have to be designed fault-tolerant if used in 

semi-hard radiation fields (never directly in the 

strong neutronic field); 

- Optical instruments (and their bonding system) 

tends to be radiation sensitive if not selected 

carefully; the presence of impurities in the glass 

can have dramatic impact on the properties; 

- Fiber optics show in general the same trend as 

optical glasses, but some typical fiber types can 

resist to some radiation levels allowing to use them 

in specific locations. 

 

There is a range of effects on insulating and 

functional materials that one can summarize in the 

following list : 

- Radiation-induced conductivity (RIC); 

- Radiation induced electrical degradation (RIED); 

- Radiation-induced electromotive force (RIEMF); 

- Radiation-induced thermo-electric sensitivity 

(RITES); 

- Radiation induced absorption (RIA) for optical 

components; 

- Radioluminescence (RL or RIE) e.g. in fiber optics 

- Nuclear heating; 

- Change in other properties such as activation, 

transmutation and swelling. 

 

For further details on the impact on diagnostics and 

remote handling, see also the lecture of A. Donné. 

 

 

VIII. THE ACTIVATION OF MATERIALS AND THE 

REMOTE HANDLING 

 

The activation of materials has been described 

above. The very high activation level (giving up to tens of 

kGy/h radiation field) of the plasma facing components 

induces the impossibility to have human intervention in 

the plasma chamber after the D-T reactions. Moreover, 

the rather long distance of actions of neutrons and the 

transport of activated product also preclude human 

intervention in the vicinity of the vacuum vessel and of 

the neutral beam lines. 

The principal elements that are leading to activation 

in the metallic parts (first wall, shielding, divertor, 

blanket,…) surrounding the plasma are the nickel, 

chromium, iron, cobalt and copper leading to the 

production of Co-60, Mn-54, Cr-51, Cu-64…  Other 
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isotopes are also produced, depending on the alloying 

elements used and the impurities present in the metals. 

The activation data is a rather complex topic as it depends 

on the local neutron flux, the operation and exposure data, 

the presence of impurities in the metals etc. The activation 

leads e.g. to high requirements in the purity of the metals 

(removal of several important impurities [10]) but also on 

the potential alloying elements. As example, there is 

currently an optimization study for the tungsten alloy to 

be used for power plant divertors. Beyond the mechanical 

and thermal behavior in irradiated situation, the used 

alloying elements should not lead to high activation for 

handling purposes, but also for waste management and 

environmental impact aspects (see chapter IX below). 

 

Therefore, remote handling has to be used for all 

inspection, maintenance and repair works to be carried out 

in these areas, as well as for decommissioning. Remote 

handling is thus a real challenge for these activities, as it 

has to work in a rather harsh environment (high 

radiations, temperature, vacuum for some case). 

Moreover, the geometry and the available space for 

maintenance and repair are also rather complex and 

limited leading to challenging operations and complicated 

movements. 

 

 
 

Figure 8: remote handling of ITER shielding block  

(ITER.org) 

 

Several R&D works are currently on going for 

developing the needed equipment and testing the 

components in the foreseen environment. A first trial was 

already made at JET, for replacing remotely the complete 

first wall. 

Several aspects need to be taken into account for the 

design of remote handling systems: 

- the accessibility of the component to replace (some 

"tiles" or first wall components in the torus are not 

easily accessible); 

- the weight of the heaviest component or tool to be 

handled by the RH system (some pieces can be 

very heavy: the divertor cassettes in ITER for 

instance are already weighing more than 10 tons); 

- the limited access through narrow ports;  

- the potential contamination by dust (from 

beryllium, tungsten or carbon, with tritium content 

and activated products); 

- the high to very high gamma radiation field (more 

than 30 kGy/h); 

- the unavailability of direct viewing conditions 

(only televisual connection); 

- the ultra-high vacuum and nuclear cleanliness 

requirements. 

 

The main impacts of the nuclear aspects of a fusion 

plant concerns the resistance to radiations of all 

components (actuators, motors, sensors, …) and the 

necessary cleanliness and easiness to wash the potential 

contamination of the manipulators and vehicles. 

The resistance to radiations can lead to special 

developments of the whole systems (like e.g.  the use of 

water instead of oil for hydraulic high payload 

manipulators) [11] , to the use of radiation resistant 

sensors and vision systems (this implying the same 

approach as for the diagnostics systems - see chapter VII 

above) and the development of actuators and motors with 

limited (or even no) organic content and specific 

insulation and lubricant materials.  

The development of such remote handling system, 

with strong request and resistance to severe and harsh 

environment is also a technical challenge for today's 

technology. 

 

 

IX. THE RADIOACTIVE WASTE AND RECYCLING 

 

Even if fusion would not produce long lived 

radioactive waste, regarding the high volume and mass 

surrounding the plasma chamber, fusion will probably 

produce, by far, much more quantity of short lived waste 

than any other facilities. But the quantity and mostly the 

“quality” of the generated radioactive waste (i.e. its 

radioactive lifetime and its possibility to be recycled) 

depends strongly on the individual constituents of the 

materials facing the plasma (incl. impurities).  

 

Therefore, it is of very high importance for the 

design and selection of the materials facing the plasma but 

also likely to be bombarded by neutrons, to take these 

aspects of waste management and recycling into 

consideration.  

 

Several studies have already been carried out in this 

domain (see e.g. [12, 13, 14]) but a lot remains to be done 

to develop  the necessary process and infrastructure 

allowing to dismantle, condition and recycle the materials 

generated by the regular maintenance and replacement of 

a fusion plant. 
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To give some idea of the magnitude of the problem, 

the structural and functional metallic material situated 

around the plasma in one of the European fusion power 

plant conceptual design (PPCS-AB) had a mass of about 

97,000 tons! This represents 13 times the mass of the 

Eiffel tower… And the mass of the replaceable 

components in ITER (divertors and first wall) represents a 

(potentially activated) mass of about 800 tons (above 

2000 with the shielding). 

  

Once again the first mitigation technique of this 

issue is to treat the problem at the source; i.e. developing 

materials without isotopes leading to long-lived 

radionuclides [waste1] and developing materials with a 

strong control on the impurities level (often the 

impurities, even at trace levels, can have an impact on the 

long lived waste stream). Moreover, the design of the 

components has to be such that their dismantling and the 

separation of the different constituents (made of different 

materials) must be easy to carry out remotely.  

 

On the other side, methods and process for 

recycling/reuse of material have to be developed, to avoid 

generating too much waste for disposal. Recycling and 

reuse means to handle, work on and refabricate (slightly) 

radioactive materials into new elements for re-use in 

fusion reactors or recycle within the nuclear industry. 

Clearance and free release is another way of disposing 

materials, if the remaining radioactivity (after decay 

storage) is low enough to have negligible effects on the 

populations and environment.  

 

 The question is whether it is feasible to fabricate the 

complex units of a fusion plant under remote control 

conditions. Indeed, for the higher activity pieces it will 

not be possible to reuse highly activated materials for 

shielding or other “simple” purposes, unless radioisotopes 

are removed during reprocessing. Reuse of these materials 

in a fusion power plant or an advanced fission next-

generation reactor seems the only option. Therefore, 

sophisticated fabrication and testing processes have to be 

looked at in detail and limits must be defined if 

applicable. The use of refractory materials (such as Nb, 

Mo,Ta, W, Re) may need innovative approach. 

This would lead to a material cycle approach, as 

follows, if all the steps can be developed on time and with 

the available technology: 

 

 
 

Figure 9: Fusion power potential material cycle [11] 

 

To summarize this topic, there are still some open 

questions, which have to be solved or answered in order 

to reduce the generated waste amount and tend towards a 

low radioactive waste production (and thus low 

environmental impact) from fusion energy production: 

- Definition of undesirable alloying elements;  

- Assessment of radioactivity build-up by repeated 

reuse of structural materials;  

- Dismantling and separation of different materials 

from complex components: different steps to 

follow and impact on design requirements;  

- Developing processes for the production of 

material suitable for recycling;  

- Fabrication of complex components using recycled 

materials by remote handling and related design 

approach; 

- Acceptable limits for processing of radioactive 

materials in foundries; 

- Study of (Li-Pb) breeder refurbishment by 

chemical process for reuse. 

 

The back end of material re-use is thus an important 

factor in preparing the future of fusion power. 
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X. CONCLUSIONS 

 

The nuclear aspects of a fusion power plant are 

rather new to tackle. Up to now, only very few machines 

(JET, TFTR) in the world have worked in D-T plasmas, 

with very limited amount of tritium (the total amount in 

JET was 20 g, to be compared with the 3 kg foreseen in 

ITER) and a very low neutron flux on the walls and in-

vessel components compared to the ones expected in 

ITER and future fusion power plants.  

The nuclear aspects of a plant are various and must 

be taken into account in parallel with other issues; 

moreover, the experience gained in fission power plant 

can be very valuable for drawing lessons and taking the 

best solutions for different aspects.  

Beside the safety aspects (including the 

radioprotection of the workers and population), one can 

understand that the aspects of materials properties and the 

impact of neutrons and the nuclear environment on these 

materials are of prime importance. 
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