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A HIGHER ORDER FINITE ELEMENT METHOD FOR PARTIAL
DIFFERENTIAL EQUATIONS ON SURFACES

JORG GRANDE* AND ARNOLD REUSKENT

Abstract. A new higher order finite element method for elliptic partial differential equations
on a stationary smooth surface I' is introduced and analyzed. We assume I' is characterized as the
zero level of a level set function ¢ and only a finite element approzimation ¢y (of degree k > 1) of ¢
is known. For the discretization of the partial differential equation, finite elements (of degree m > 1)
on a piecewise linear approximation of I' are used. The discretization is lifted to I'j,, which denotes
the zero level of ¢y, using a quasi-orthogonal coordinate system that is constructed by applying a
gradient recovery technique to ¢y,.

A complete discretization error analysis is presented in which the error is split into a geometric
error, a quadrature error, and a finite element approximation error. The main result is a H!(T)-
error bound of the form c(h™ + hk+1). Results of numerical experiments illustrate the higher order
convergence of this method.

Key words. Laplace Beltrami equation, surface finite element method, high order, gradient
recovery, error analysis

AMS subject classifications. 58J32, 65N15, 65N30, 76D45, 76T99

1. Introduction. In the past decade the study of numerical methods for PDEs
on surfaces has been a rapidly growing research area. The development of finite
element methods for solving elliptic equations on surfaces can be traced back to the
paper [8], which considers a piecewise polygonal surface and uses a finite element space
on a triangulation of this discrete surface. This approach has been further analyzed
and extended in several directions, see, e.g., [9, 10] and the references therein. Another
approach has been introduced in [4] and builds on the ideas of [2]. The method in
that paper applies to cases in which the surface is given implicitly by some level set
function and the key idea is to solve the partial differential equation on a narrow
band around the surface. Unfitted finite element spaces on this narrow band are used
for discretization. Another surface finite element method based on an outer (bulk)
mesh has been introduced in [12] and further studied in [11, 6]. The main idea of this
method is to use finite element spaces that are induced by triangulations of an outer
domain to discretize the partial differential equation on the surface by considering
traces of the bulk finite element space on the surface, instead of extending the PDE
off the surface, as in [2, 4].

Most of the methods mentioned above have been studied both for stationary and
evolving surfaces.

In all the papers we know of, except for [5], the discretization that is studied
is based on piecewise linear finite elements. The paper [5] is the only one in which
higher order finite element methods for partial differential equations on (stationary)
surfaces are studied. We outline the key results of that paper. For a smooth bounded
and connected surface I' C R? we consider the Laplace-Beltrami problem: for given
f e L*() with [, fds = 0 determine u € H}(T') := {u € H'(T') | [uds =0} such
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that
/Vpu~vads=/fvds for all ve HY(T). (1.1)
r r

It is assumed that I' is represented as the zero level of a smooth signed distance function
d. The exact surface is approximated by a quasi-uniform shape-regular polyhedral
surface I, having triangular faces, and with vertices on I'. Based on the distance
function d a parametric mapping, consisting of piecewise polynomial mappings of
degree k, is defined on fh, which results in a corresponding discrete surface f‘ﬁ Using
the same mapping a standard higher order finite element space on '), is lifted to fZ
This lifted space on I'¥ is used for the discretization of (1.1). An extensive error
analysis of this method is presented in [5], resulting in optimal error bounds. For
example, for the H(I') error (where the discrete solution is lifted to I') a bound of
the form c¢(h™ + h**+1) is proved. Here k is the degree of the polynomials used in the
parametrization of hatI'¥ and m the degree of the polynomials in the finite element
space on I'. We emphasize that in this method ezplicit knowledge of the exact signed
distance function to I' is an essential requirement.

In many applications the exact signed distance function to the surface I is not known.
One often encounters situations in which T" is the zero level of a smooth level set
function ¢ (not necessarily a signed distance function) and one only has a finite
element approximation of ¢ available. This paper deals with the question: (how) can
one develop a higher order finite element method in such a setting? We will present
a constructive affirmative answer to this question.

We restrict ourselves to the model problem (1.1) with a stationary surface I'. We
assume I to be sufficiently smooth. Our approach is fundamentally different from the
one in [5], in the sense that we do not need the exact distance function d. Instead,
we only(!) need a finite element approximation QSZ of a level set function ¢, which has
T" as its zero level. The discrete level set function qS’,fL comes from a standard finite
element space on a quasi-uniform triangulation of a bulk domain that contains I'. In
the error analysis we assume that ¢f satisfies an error bound of the form

16 — Bl ey + hllof — bl (o) < kT, (1.2)

where U is a (small) neighborhood of I in R3. The zero level of qbﬁ is denoted by
I'¥. Note that for k > 1, I'¥ cannot be easily constructed. From (1.2) it follows that
dist(I',T'¥) < ch**! holds. The method that we introduce is new and is built upon
the following key ingredients:

e For k = 1 the function qASh = qS,lL is piecewise linear, hence its zero level is
piecewise planar, consisting of quadrilaterals and triangles, and can easily
be determined. The quadrilaterals are subdivided into triangles. The re-
sulting triangulation is denoted by ;. This triangulation is in general very
shape-irregular. Nevertheless, the trace of an outer finite element space or
a standard finite element space directly on ', turns out to have optimal ap-
proximation properties [12, 13]. Such a finite element space on I, is denoted
by Sh.

e We take k > 1. For the parametrization of Ffl we use a quasi-normal field,
as introduced in [14]. Given ¢ we apply a gradient recovery method which
results in a Lipschitz continuous vector field nj that is close to the normal
field n that corresponds to ¢. Using this quasi-normal field, there is a unique
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decomposition x = pp(x) + dp(x)ny(pp(z)) for all z in a neighborhood of
Fﬁ, with pp(z) € Fﬁ and dp € R an approzrimate signed distance function.
It can be shown that pj : I, — I‘fl is a bijection. This pj, is used for
the parametrization of T¥. For given x € I, its image py(z) € TF can
be determined (with high accuracy) using the known field n;, and only few
evaluations of ¢fl.

e Using the parametrization p, the finite element space Sy, on T, is lifted to F’,fL
and used for a Galerkin type discretization of (1.1), i.e. we take (1.1) with T’
replaced by I'f, H'(T") replaced by the lifted finite element space, f suitably
extended, and instead of Vi we use the tangential gradient along F’fL.

e Only evaluations of p, and Dpp can be computed. Hence, quadrature is
needed. The finite element space is pulled back to fh, integrals over FE are
transformed to integrals over ', and quadrature is applied on triangles in Iy
We then (only) need evaluations of pp, Dpy, and of exact normals on '), and
on I'¥. The latter are easily determined using ¢ .

The method is described more precisely in section 5. The implementation is discussed
in section 14.

Apart from the new discretization method outlined above, the main contribution
of this paper is an error analysis of this method. A key point related to this is the
following. On each triangle T of the “base” triangulation fh the parametrization py, is
only Lipschitz. This low regularity is due to the construction of the quasi-normal field
nn. Hence, the bilinear form pulled back to I'j, consists of a sum of integrals of the
form fT Gthﬁh-th@h d$p, with a function G that has very low smoothness (not even
continuous). Due to this the analysis of the quadrature error is not straightforward.
This lack of smoothness is also an important reason why the analysis in this paper
is (even) more technical than the one in [5]. The structure of the error analysis is
outlined in section 6. As a main result, cf. Theorem 13.1, we prove an H!(T') error
bound (where the discrete solution is lifted to I') of the form c(h™ + hF*1). Here m
is the degree of the polynomials used in the finite element space Sh.

2. Preliminaries. Let ¢ be a smooth function with a smooth, bounded and
connected zero level set ' C Q C R3, and let Q1 = {z € Q | ¢(z) < 0} be the enclosed
(compact) region. Furthermore U is a (small) open subset of R? with I' C U C Q.
This neighborhood is sufficiently small such that on U we have a local coordinate
system

z = p(x) + d(x)n(p(x)), (2.1)

with n the normal vector field on I' (pointing out of ©1), p: U — I" and d the signed
distance function to I' (negative in ;). For every x € U the normal field has the
unique value n(x) = n(p(z)). We assume that [|[Vo(z)|| > ¢o > 0 for all z € U holds.

Let {Tn}r>0 be a family of regular quasi-uniform tetrahedral triangulations on Q.
Furthermore V,f denotes a standard FE space on T}, consisting of continuous piecewise
polynomial functions of degree k.

REMARK 1. Some of the assumptions introduced above are used to simplify the
presentation and not essential for the applicability of the method or the validity of
the error analysis. For example, R? could easily be replaced by R”, with n > 2. Also
the extension to a surface I' with a finite number of connected components is straight-
forward. Finally, with minor modifications the analysis also applies if {7}, }r>0 is a
shape-regular (not necessarily quasi-uniform) family of triangulations. The assump-
tion that I is a smooth surface is an essential one.
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Let ¢ € V¥ be an approximation of ¢ that satisfies
|6F — @l Lo vy + hllBf — AlaL ) < chFtt. (2.2)

In the remainder we take a fixed value k > 1. To simplify notation, we write ¢5, = ¢F.
The linear finite element approximation ¢; plays a special role and is denoted by ¢,.
The zero level sets of ¢, and ¢y, are denoted by I'y, and I, respectively. The outward

pointing normal fields on I'y, and I'y, are denoted by 7;, and 7, respectively. From
(2.2) we obtain, cf. [5]:

dist(T,T5) < ch?, dist(D,T'y,) < chF*,

(2.3)

I = finll e,y < ey 0 = finl|Leqr,) < ch®

The two eigenvalues of the Weingarten map H := D?d € R3*3 corresponding to

the eigenvectors orthogonal to n(x) are denoted by k;(x), i = 1,2. These are related

to the principal curvatures of T' by the formula r;(z) = ;(p(z))/(1 + d(z)r:(p(z)).

In [5] it is shown that for the surface measures ds, on I'y, and ds on I' we have the
relation py,(x) dsp(z) = ds(p(x)), with

n (@) = n(z)"n ()

=

Il
-

(1 —d(x)ki(x)), zeTl}. (2.4)

K2

Using this formula and the results in (2.3) one obtains:

ln = Ulzoer,) < clldlloer,) + el = n" il Lo r,) (2.5)
= clldll L= (r,) + cln = anlFo(r,) < kT

Here and in the remainder, ¢ is used to denote different constants, which are all
independent of h.

We need an O(h) neighborhood of I'j,, denoted by Qr, , consisting of all tetrahedra
with distance to I';, smaller than ch, with a given ¢ > 0. We assume that h is
sufficiently small such

Iy C th cU and fh C Qph

hold, cf. (2.3).

3. Quasi-normal field. In this section we define the notion of a quasi-normal
field, as introduced in [14]. Such a quasi-normal field is constructed using a (simple)
gradient recovery technique. Only this field, and not the gradient recovery technique,
is then used in the finite element method further on.

A gradient recovery operator is a mapping G, : V¥ — (V}F)3, which has to satisfy
certain reasonable approximation and stability conditions.

ASSUMPTION 3.1. Let I, be the nodal interpolation in the finite element space
th' We assume that for ¢ sufficiently smooth the gradient recovery method Gy, :
VE — (VF)3 satisfies:

IGL(Ind) = Vol Lo () < ch”, (3.1)
IGronllpewy < cllonllay ey for all vy € vk, (3.2)
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Here U¢ denotes the neighborhood U enlarged with a suitable patch of surrounding
elements.

REMARK 2. In the literature gradient recovery techniques are known and often
used in error estimators, cf. [1]. In such a setting one usually requires a power k + 1,
instead of k, in (3.1). In [14] the polynomial-preserving recovery (PPR) technique
is considered. For the PPR technique, (3.2) and (3.1) with k£ + 1 are shown to hold
in two dimensions in [15]. To indicate that the conditions (3.1) and (3.2) are mild
ones, as an example we describe a very simple gradient recovery technique satisfying
Assumption 3.1. It is used in the experiments in section 14. The set of finite element
nodes is denoted by Nj,. To each finite element node £ € IV}, we assign the set 7¢ of
all tetrahedra containing £. For £ € U*® this 7¢ is chosen such that T' € T = T C U°®.

Let n¢ := |T¢|. The gradient recovery is defined by simple local averaging, namely
(Gup) (&) := n—lg ZTeTg Vupr, (§) for all §. Let ¢ = I be the nodal interpolation of

a smooth function ¢. From standard interpolation theory we get

L5 (Vour©) - Vo))
£ TeTe

k
<c max [[Von = Véllr=r) < ch¥l|g]l g we)-

max |[(Gron)(§) = Vo(E)| = max

EeN,NUe EeEN,NU*®

Hence, using Iy, (Gron) = Gron we get

Gron — VLo w) < Hn(Gron — Vo)l Lo w) + [ In(VP) — V| Lo

<e max [(Grdn)(€) = VOO +chtldllimenwe) < bl menwe),

and thus the condition in (3.1) is satisfied. With similar arguments, using stability
properties of Ij,, one can verify that for this simple recovery operator condition (3.2) is
satisfied, too. Properties of different gradient recovery techniques with respect to the
construction of a quasi-normal field will be analyzed in a forthcoming paper. For the
analysis in this paper it suffices to assume that we use a gradient recovery technique
that has the properties given in Assumption 3.1.

Given the gradient recovery operator Gj, we apply it to ¢, = ¢F and define the
quasi-normal field:

ny(z) = (Gnén)(@)_ x € Qr,. (3.3)

1(Gron) (@)’

Note that this field is only Lipschitz continuous; a main point in the analysis is that
ny can be approximated by a smooth vector field (cf. Lemma 7.1). The result (3.5)
in the following lemma explains why we call n;, a “quasi-normal field”. A proof of this
lemma is given in [14] (where the power k + 1 instead of k is assumed in (3.1)). Since
the lemma is of fundamental importance for the analysis in this paper, we include a
proof. By B(z;r) we denote the ball with center x and radius r.

LEMMA 3.1. Let Assumption 3.1 be satisfied. Let r, > 0 (depending on x) be
small enough such that B(x,ry) C U for all x € Ty. There exist constants ¢ and
ho > 0 such that for all h < hg and all x € T'y, the following holds:

[nn(z) = nn(y)l| < cllz —yl,  forall y € B(z;ry), (3.4)
[{(np(z),z —y)| < chk||CE —yll +cllz—y|?, forall ye TN B(x;ry). (3.5)
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Proof. Take x € T'y, and y € B(x;r,) C U. From the definition of n;, we get

[(Gron)(x) — (Grén) )]l
[(Gron) ()] '

We write Gron = Gr(on — Ind) + (Gh(Ih¢) — V¢) + V¢, and using (3.1), (3.2), (2.2),
IVé(x)|| > co > 0 and an interpolation bound we get

1(Gron) (@) = Vo)l — cllon — Indllmy we) — cllGrInd) = Vol L= ()

1
> ¢ — ch® > 50,

[nn(x) —na(y)l <2 (3.6)

(3.7)

provided h is sufficiently small. The vector function Grvy, € V;2 is Lipschitz continuous
and

1
[(Gron) (@) = (Gron)(y) < /O IV(Grén) (@ + t(x — y))ll dt|z -yl (3-8)
holds. We write z := z + t(x — y) € B(x;r,) and note that

[V(Gron)(2)|| < IV(Gron — In(Ve)) ooy + IVIn(V ) || Loe (1)
Using an inverse inequality and the boundedness of Ij, in H.,, (3.1) and (3.2) we get
IV (Gron)(2)|| < ch™H|Gron — In(V) || L=y + ¢
< ch™M|Gr(dn — In®) | @y + ch ™ |Gr(Ind) — V| e 1)
+ch™ M|V = In(Ve) | Loy + ¢
< ch™Y|¢pn — 19l gy (wey + chF1+e<cehFl1+ce<e

(3.9)

Using this result in (3.8), in combination with (3.7) and (3.6) proves (3.4).
Now assume y € I'j,. The definition of n,, and the lower bound in (3.7) yield

[(nn (@), 2 — y)| < é|<(Gh¢h)($)7fC*y>|~ (3.10)

Since z,y € T'j, we have 0 = ¢p(x) — on(y) = f01<V¢h(z +t(y — x)),z — y) dt, hence,

1
(Ghén) (), 2 — ) = / (Grén)(@) — (Cron) (@ + ty — 7)),z — y) di
0 (3.11)

+ /0 (Gron)(x+ty —x)) — Vén(z +t(y — x)),z —y) dt.

From the Lipschitz continuity estimate (3.8)-(3.9), with y replaced by = +t(y — z) €
B(z,r:) we get

[{(Gron) (@) = (Gron) (@ + t(y — @),z —y)| < cllz —y*. (3.12)
For the second term on the right-hand side in (3.11) we get, using (3.1) and (3.2),
[(Grén)(z+t(y — 2)) = Vén(z +t(y — ),z — y)| < [|Grdn — VoL@ llz -yl
< (||Gh(¢h —Ing) |z~ @) + |Gh(In¢) — Vol L @) + [V — V¢h||L°O(U)) 2 —yll
< c(l6n = Il wey + h*) | — yll < ch*lz =y
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Using this and (3.12) in (3.11) in combination with (3.10) proves (3.5). O

The quasi-normal field can be used to define a local coordinate system similar to
(2.1). Given njy, we define F : T'j, x R = R3, F(z,t) := 2z +tnp(2). In Lemma 3.1 and
Theorem 3.2 in [14] it is proved that from (3.4) and (3.5) it follows that this mapping
is a bijection between I', x [—¢, €] (e > 0, sufficiently small) and a (sufficiently small)
neighborhood of I';, in R3. This neighborhood is again denoted by U. Hence there is
a unique decomposition

z = pp(x) +dp(z)np(pr(z)), =z €T, (3.13)

with the skew projection py : U — I'y, and dj, an approximate signed distance function
to I'y, , |dn(z)| = |Jx — pr(x)||. This decomposition resembles the one in (2.1). In
the latter, however, one needs the exact level set function ¢ (to compute n(p(x))),
whereas (3.13) is based on the quasi-normal field, which can be determined from the
finite element approximation ¢;. Furthermore, dy(x) = 0 iff z € T, holds, and we
have the useful formula dj(x) = (x — pp(x), np(pr(x))).

4. Parametrization of T'y,. We use ', (the zero level of the piecewise linear
function ¢?h) and the quasi-normal field n; for a computable parametrization of I},
(the zero level of the higher order finite element function ¢p). From the assumptions
above, it follows that

Ph|fh3 I, — T, is a bijection.

Note that this bijection is (only) Lipschitz. The Lipschitz manifold I'), consists of tri-
angles and convex quadrilaterals. Each quadrilateral is subdivided into two triangles.
The resulting triangular triangulation of I'y, is denoted by Fy, i.e.,

D =U{T|T e F}. (4.1)

The family {F}r>0 may be quite shape-irregular, but this does not cause problems,
cf. remark 3 below. The mapping py, is used for the parametrization of I'y,. We need
a transformation formula between integrals over T' € T, and over py,(T), which is
derived in the following lemma.

LEMMA 4.1. For T € Fy, let H C R? be the plane containing T, and let &
UZ + u be a parametrization R? — H with an orthogonal matriz U € R3*2. Then,
for any measurable function g: pr(T) — R the transformation formula

T

/ o(y) do(y) = / o(on(@)) fin(@)do () (4.2)
pr(T)

holds, with i, (z) = \/det(UT Dpy,(z)T Dpp,(z)U).
Proof. Let F: R? — R? be an injective Lipschitz-mapping, and let T C R2 be
Lebesgue-measurable. We recall the transformation rule

| swdo) = | a(F@) uw)iota), niz) = \/det(DF @) DF (),
F(T) T

We apply this formula to the parametrization x = F(Z) = UZ + u of H. The surface

measure on H is
do(xz) = 1/det(UTU) dz = dz, (4.3)
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because U is orthogonal. We also apply this formula to the parametrization y =
F(z) := pn(x) = pn(UZ + u). The surface measure on this set is

do(y) = \/det(UT Dpy ()T Dpy (2)U) dit = |/ det(UT Dpy ()T Dpy (2)U) dor(x),
by the result in (4.3). O

5. Finite element discretization. We introduce the finite element discretiza-
tion of the Laplace-Beltrami equation (1.1). Our method has some similarity with
the one presented in [5], but an essential difference is that we (only) need the finite
element approximations ¢, and d;h of ¢. From ¢, the quasi-normal field n; can be
determined.

Let Sh be a finite element space of piecewise polynomials of degree m > 1 on the
triangulation Fj, of L'y, cf. (4.1):

Sy ={tn € C(Ty) | Opjz € Py forall T € Fy }. (5.1)

REMARK 3. We briefly discuss two possible choices for the space Sp. A first
possibility is to use a trace space as introduced and analyzed in [12]. Such a space
is constructed by taking the trace of a standard outer finite element space, e.g. the
space V" used for the approximation of the level set function, cf. section 2. Its
(optimal) approximation properties depend on the shape-regularity of {7p}nr>0 not
on the shape-regularity of the family {Fp}n>o0-

A second possibility is to define standard polynomial spaces directly on the tri-
angulation F,. Although this triangulation is in general very shape irregular, it has
a maximal angle property in three dimensions: in [13] it is shown, that if in the con-
struction of F, the quadrilaterals are subdivided in two triangles in a suitable way,
the maximal inner angles in the resulting triangulation are uniformly bounded away
from 7. Hence, standard finite element spaces on such a triangulation have optimal
approximation quality, cf. [13] for more information.

We lift the space Sj, to ', by using the bijection py, : I — Dp:
Sh ::{’Uhi’[)h Op;1 | Up € Sh } (52)
For the discretization we need a (sufficiently accurate) extension of the data f on I'
to I'p. This extension is denoted by f;, and is such that fr, frnds =0 holds.
REMARK 4. One possible choice for the extension f, is f, = f¢— ﬁ fl“h fedsp,
where f¢ denotes the constant extension along the exact normals on I'. This, however,
is not feasible, since in our setting it is not reasonable to assume that the normals to

T are known. Another possibility arises if we assume that f is a (smooth) function
that is defined in a neighborhood U of I'. As extension we may then take:

fn(x) = f(x) —¢cy for z €Ty withcp = ——

deh. 5.3
Tl ., (5:3)

In the remainder we restrict to the latter choice of the extension. For f we assume
the smoothness property f € HL (U).

The discrete problem is as follows: Determine u, € S with th up, dsp = 0 such that
a(up,vp) =l(vy) for all v, € Sp,

a(uh,vh) = Vphuh . Vrhvh dsh, l(’Uh) ;:/ fhvh dsh.
Fh Fh,

(5.4)
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For the implementation of this method we pull the discretization back to I'j, and apply
quadrature on the triangulation F}, of I'. We first treat the pull back procedure. For
this we derive a relation between the tangential gradient on I', and the tangential
gradient on I',. For this we need several projectors, defined as follows, with 7, (x)
the exact normal on I'j:

Q(@ﬂ—%fzh(xm(yﬁ 6(z) = (@) Tn(y), y=pn(z), zelh (5.5)

P(z) = T—ap(x)in(2)", @ el (5.6)

P(y) :=I1—an(y)nn(y)", y €T,

Note that Q(w), T € f‘h, is an oblique projector which maps into the tangential space
An(y)*t. The following commutation relations hold:

Q(2)P(y) = P(y). P(y)Q(z) = Q(x), P(2)Q(z) = P(z), Q(2)P(z) = Q(a). (5.8)

LEMMA 5.1. For o, € Sy, let vy = op, 0 (ph|1;h)71 € Sp. For the tangential
gradients the relations

thf)h(x) = P(l’)Dph(l')Tth’Uh(y) = W(z)Vr,on(y) with y=pp(z), (5.9)
I

W(z) :=1—Q(z) + P(x)Dpn(z)7,

hold for almost all x € Ih.
Proof. As ph|f“h: 'y, — Iy, is a bijection, we have:
on(x) = vn(pn(x)).
This relation and the ones below hold for almost all z € I). We apply the tangential
gradient on I';, to both sides of the equation to obtain
Vi, (@) = (@) Von(pa(x)) = P(2) Dpn ()" Vr, n (y).
This proves the first relation in (5.9). From

P () Dpn ()" Vi, vn(y) = P(2)Dpn(z) " P(y) Vr, va(y),
P () Dpu(z)"P(y) = W (2)P(y),

we obtain the second relation in (5.9). O

From Lemma 9.1 below it follows that for h sufficiently small the matrix W is in-
vertible. We assume that this condition on h is satisfied, i.e. W is invertible. We
introduce the symmetric positive definite matrix function

Th(x) := W(z)W (). (5.10)

Using the transformation formulas in (4.2) and (5.9) we obtain the following “pulled
back” equivalent formulation of the discrete problem (5.4): Determine 4 € Sy with
ff“h Qpfin, dS;, = 0 such that

GVf} Up, - Vf} Uy, dSp, = / (fh Oph)’f}h ﬂh ds, for all oy € Sh,
L L ), (5.11)

G(&) := Ty (2) Y on(#), & ely.
9
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Clearly, for the implementation of this discretization we need quadrature.

We introduce quadrature along the same lines as in [3]. Let 7" be the unit triangle
in R%2, T € Fj, and My : T — T an affine mapping MrZ = Brz+br =2, € T T €
T.

We consider a quadrature rule on T of the form QT( b) = Zl L&) with
strictly positive weights w; and quadrature nodes & € T. This induces a quadrature
rule on 7"

L
Z 19(&), @ =IT\on, & = Mr(&). (5.12)

Note that, although not explicit in the notation, w;, {Cl depend on T'. We apply quadra-
ture to the discrete problem (5.11) as follows. First we consider the approximation of
the bilinear form a(up,vy). Using the correspondence vy, o pp, = 0, we can represent
a(up,vy) as follows, cf. (5.11):

a(uh,vh): R Gthﬁh~th@hd§h— /GV Up, V ’Uhdsh (5.13)
In TEFn
= Z Z/Gwaruha ’UhdSh,
TeF, 1,5=1
with 9] the ith component of the vector th = PV. Quadrature results in an
approximate bilinear form, given by
ah(uh,vh) = Z QT(Gthth . Vf‘hﬁh)- (514)
TeFn

For the right hand-side functional I(vy,) fF frondsy = ffh (f opn —cy)pfin dsp, we
have the approximation '

vp) = Z QT(fgﬂh@h), for all v, € Sp, On, = vy © pp,
TEFh

fh="Ffopn—c}, cf:= ZQT opniin), A=Y Qrlin

TEJ:h TeFn

(5.15)

The constant shift c‘} is taken such that the consistency condition [, (1) = 0 is satisfied.
The final discrete problem, i.e., after quadrature, is as follows: Determine uj € S,

with 3 e 7 Q7 (4 fin) = 0 such that
an(uf,vp) = lp(vy) for all vy € Sp. (5.16)
REMARK 5. In lemma 9.3 below we show
ap(vp,vp) > 7||Vphvh||%2(rh) for all v, € Sy,

under some conditions on Q7. Recall the Poincaré-inequality ||vp,||z2(r,) < ¢[|Vr, vz ()
for all v, € S;, with fDL vp dsp, = 0. This implies that the variational problem (5.16)
has in Sp a solution that is unique apart from a shift with the constant function on
'y This shift is uniquely determined by the condition Y. » Qr(af jin) = 0, which

is a computable approximation of the standard condition th u} dsp, = 0. Hence, the
final discrete problem has a unique solution.

10



6. Outline of the analysis. In the sections 7-12 we present an error analysis of
the discrete problem (5.16). The analysis is rather technical and contains ingredients
that are not standard in the literature. Therefore we outline the structure and main
ideas of the analysis.

Central in the analysis is the Strang Lemma 9.4, in which the discretization error
is bounded by three different error components, namely an approximation error, a
geometric error and a quadrature error. In the sections 10-12 bounds for these three
components are derived. Preliminaries for the analysis of these error components are
derived in the sections 7 and 8. In these sections, properties of the quasi-normal field
ny, and the skew projection py, which is used for the parametrization of I'y,, are derived.
In the discrete problem (5.16), besides the skew projection py, its Jacobian Dpy, plays
a prominent role. Key estimates for this Jacobian are derived in Lemma 8.2. An
important result in this lemma is that by using suitable projections the error bound
of order O(h¥) in (8.8) can be improved to O(h**1) in (8.9), (8.10).
In section 12 the error due to quadrature is analyzed. As far as we know, such
quadrature errors have not been considered in other papers that treat error analyses
of finite element methods for surface partial differential equations. The quadrature
issue, however, is essential for the analysis of our method. The reason for this is
that the discrete problem before quadrature (5.11) contains an integrand that is not
smooth on the triangles T' € F,.
This non-smoothness is caused by the use of the quasi-normal field, which is only
Lipschitz. Due to the nonsmooth integrand, standard analyses of quadrature errors
as in e.g. [3], do not yield satisfactory bounds. The analysis of the quadrature error
in section 12 is based on the following idea. Consider an integral fT Ggdsy, with a
function ¢ that is smooth on 7" and a function G that is not necessarily smooth on
T. Assume that G*® is a smooth approximation of GG. For the quadrature error we use
the splitting

Er(Gg) == /T Gy dén — Qr(Gy)

= /T(G — G*)gdsy + Er(G°g) + Qr((G° — G)g).

The error terms [.(G — G®)gd3, and Qr((G® — G)g) can be controlled by suitable
bounds for G — G* (as in Corollary 12.3). Since G*®¢ is smooth the term Er(G?®g)
can be bounded using standard quadrature error analysis. A smooth approximation
of the (matrix) function G is derived and analyzed in section 12.1.

One further “nonstandard” ingredient is the following. As expected, in the analysis
of the quadrature error we use the affine transformation between a triangle T' € Fy,
and the unit triangle T’ in R2. We also need the usual relation between norms on T
and on T as given in (12.1). In this estimate a Sobolev norm on T is bounded by
the corresponding norm on 7. In our setting, due to the fact that the triangulation
F1, is not shape-regular (inner angles are not uniformly bounded away from zero), an
estimate in the other direction, i.e., bounding |@|sn (1) by |ﬂ|H;;(T)’ does not hold.

Fortunately, only the estimate (12.1) and not the one in the other direction is needed
in our analysis.
In the analysis different (skew) projections play a key role. For these projections
we use boldface notation. For the readers convenience we summarize these projections
11



and the normal fields that are used:
n: U —R® (exact normal on T'), ny : Qr, — R® (quasi-normal field),

fun s T — R? (exact normal on f‘h), ap T — R® (exact normal on I'y,),

P(z) =I—-n(x)n(z)’, zeU, (6.1)
P(z) =1 —np(x)nn(x)”, zely, (6.2)
P(y) :=T—an(y)nn(y)", y€Th. (6.3)
Q(z) =I— &(133) an(@)an(y)”,  ax) =an(@)  wnly), y=opn(x), v€lTh, (6.4)
Q) =T %x)nh(x)ﬁh(w)T, (@) == nn(2)Tn(z), = €Ty, (6.5)

We use the following notation in many proofs below: For any x € I (sometimes
x € U), we let

y:=pu(x) €0h  z:=p(y) =popn(r) €T, and (:=p(x)ecl.

7. Properties of n;, and pj. In this section we derive some properties of the
quasi-normal field n;, and the skew projection p;, onto I';, that we need in the analysis
further on. We start with a lemma in which it is shown that Dny, is close to a smooth
(matrix) function.

LEMMA 7.1. The following holds for all sufficiently small h:

Vo

[ — w”mmrh) < ch”, (7.1)
Inn —nllLeo(r,) < ch”, (7.2)
Vo _
|| Dny, — (||V¢||)”LOO(QF*") < chF=1, (7.3)

Proof. For the gradient recovery operator applied to the finite element approx-
imation ¢, of the level set function ¢ we write G), = Gp¢,. Using (3.1),(3.2),(2.2)
and standard interpolation error results we get

1Gh = Vol e@w) < Gr(on — Ind)llL= @) + [|Gr(Ing) = Vo L)

7.4
< cllgn = Ind |l ey + ch” < chF. (74)

From this and ny = |G| "1G}, the result in (7.1) follows. Using this result we get,
for x € Op,:

Inn(z) - n(@)] < ch + In(z) — V@w

V()]
e Tob@)  Vel)
a0l ~ Toa"
For x € Ty, we have ||z —p(z)|| < ch**! and thus ||Vé(z) — Vé(p(x))|| < ch*+1. Hence
we get the result (7.2). For the derivatives we have
G | .

Dny, =D = I— GnG; ) DG

" =P = e HGIP K1) DG -
Dv‘b): 1(1 VoVe')D*¢. |
(||V¢|| Vol ||V¢>H2

12



Using an inverse inequality and the result in (7.4) we obtain
1Gr = Vollu ) < N1Gh = In(VO)ll a ) + [ (V) = Vol ur v
< Ch71|‘Gh - Ih(vﬁb)HLm(U) + ch*
< ch ™ (|Gh = Vol o) + IV = In(VO) | oo (1)) + ch”

< ch*1,

From this it follows that || DG}, — D?|| 17y < ch*~* holds. Using this and the result
in (7.4) in combination with the formulas (7.5) proves the result in (7.3). O

The next lemma quantifies how well p;, approximates p and dj, approximates d.
LEMMA 7.2. For h sufficiently small the following holds:

[pn = pllL=(ar,) < ch*, |popn — pllL=(ar,) < chF L, (7.6)
ldn = d| Lo (o, ) < A" (7.7)

Proof. Take = € Qr, and ¢ € T, d € R such that ¢ = x — dn(p(z)) = x — dn(q).
Note that p(z) = p(q) holds. Using diam({2r, ) < ch we get

ldl = llg — =] < lla = p(@)ll + p(x) — || < dist(Ts,T) + |d(x)| < ch. (7.8)

In Lemma 4.1 in [14] is it shown that d}, is uniformly Lipschitz on U, i.e. there is a
constant ¢ such that |dy(z1) — dp(22)| < ¢||z1 — 22| for all z1, 20 € U. Since g € T}, we
have dp(q) = 0. Using this we get

|dn ()| = ldn(z) — dn(@)] < cllo — q]| = c|d] < ch.

From py, () = & — di(x)nn(pr(x)) we obtain py(x) — ¢ = dn(q) — dn(z)ns(ps(z)), and
thus

l[pn(z) — Q||2 = J<"(Q)7ph(z) —q) — dn(z)(nn(pr(z)), pr(T) — q).
For the first term we have, using (7.2) and (3.5),
[(n(q), pr(x) — @) < [{n(q) = na(a), pr(x) — @] + [(nn(a), pr(x) — )]
< ch*||pn(x) = gl + ¢|lpn(e) — glf*.

By (3.5), for the second term:

[{nn (o1 (), pr(@) — @) < ch¥llpn(x) — all + cllpn(z) — gll*.

Hence,

lpr(x) = qll* < ch**pn(x) = qll + chllpn(z) - qlf?,

and thus, for h sufficiently small, ||pn(z) — ¢|| < ch¥*! holds. Using |l — p(2)| =
llg—p(q)|| < dist(T's,T') < ch**! we thus get ||pn(z) —p(z)|| < ch**+1, which proves the
first estimate in (7.6). The second result in (7.6) follows from a triangle inequality:

Ip(pn(2))—p(@)|| < lIp(pn(x)—pn ()| +]pn () —p(@)|| < dist(Tp, T)+chF+H < chFF
13



For the result in (7.7) we use the representation

dn(z) — d(z) = (z — pu(z), na(pn(2))) — (z — p(z), n(p(2)))
= (p(x) = (@), n(p(2))) + (x = pa(2), nn(pr(2)) — n(pn(z)))
+ (= - ( );n(pr(2)) = n(p(x))).

The result in (7.7) follows from this if we use

lp(2) = pr (@)l < k™, |z — pu(2)|| = |dn(2)] < ch,
I (P (2)) = n(pn (@) < ch®, [In(pn()) = n(p(x))|| < ch*H,

which completes the proof O

8. Properties of the Jacobian Dp;. The Jacobian Dp;, plays a key role in the
discretization (5.11) (cf. definition of W and fi5). In this section we derive properties
of this Jacobian that we need in our analysis. First we consider the Jacobian of the
exact projection p onto I' given in (2.1). Differentiating the relation (2.1) and using
n(x) = n(p(x)) we get, for x € U,

(I+d(x)H(p(x))) Dp(z) = P(z), P(z)=I-n(x)n(z)" H(y) = Dn(y). (8.1)

This formula has equivalent representations due to P(x) = P(p(x)) and H(p(z)) =
P(z)H (p(x)) = H(p(z))P(z). We derive a formula for Dpy,, cf. Lemma 8.1 below. It
turns out that we need a skew projection as a substitute for the projection P in (8.1).
This skew projection is as in (6.5):

Q@) = T— —np@)in(@)T, a@) = nn(@)Tan(z), = €T

a(z)
The following relations hold, with P as in (6.3):

QP =P, PQ=Q. (8.2)

LEMMA 8.1. For a.e. x € U, the following relations hold with y = p(x) € I},
(I+ dn(2)Q(y) Dnn(y)) Dpn(z) = Q(y), (8.3)
Q(y)Dpn(x) = Dpn(x) = Dpn(z)Q(y). (8.4)

_ Proof.  Let dp be the exact signed distance function to I',. Differentiating
dn(pr(x)) = 0, which holds for a.e. x € U, yields

an(y) T Dpy(x) = 0. (8.5)
Applying this to the differential of p, = id — dj, - np, o pp,
Dpy, =1 — d, Dny,(y) Dpr, — ni(y)Vdr, (8.6)
yiel;ls 0 = nin(y)T — dnnn(y)T Dnp(y)Dpn — 5in(y) T nn(y)VdE . This can be solved for
vd,,

Vdy, = = (an(y)" — dnin(y)" Dnn(y) Dpy) -

14
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Inserting this into (8.6) and rearranging completes the proof of (8.3). The equation
Q(y)Dpy, = Dpy, follows immediately from (8.5) and the definition of Q. The equation
Dpp(z) = Dpp(z)Q(y) follows from (8.3). O

Below, we frequently use that I+ M, M € R™*"  is invertible if p(M) < 1 and that
I+M)"'=1-1+M)"'M, McR™™ pM)<1. (8.7)

~ LeEmMA B.2. For sufficiently small h, the following holds, with projections P, 15,
P defined in (6.1),(6.2), (6.3):

||Dp - DthLoc(f*h) < Chk, (88)
”P(Dp - Dph)PHLoo(f‘h) < Chk+1, (89)
|(P o pn) (Dp = Do) P oo,y < ch*H (8.10)

Proof. Let z € '), be arbitrary and ¢ = p(z) € . Let i = V¢/|| V|| which
is defined on U. As it = n on I', we have p(z) = x — d(z)n(¢). Differentiating this
relation we obtain the following representation for the Jacobian Dp:

Dp(x) = (I+d(2)P(O)DA(¢)) "P(¢) = (I+ B1)"'P(0), B = d(z)P(¢)Di(0).

From (8.3) we get, with y = pp(z) € T}:

Dpn(x) = (T+dn(2)Q(y) Dra(y)) Q) = (1+B2) "' Q(y), B> = du(2)Q(y) Dra(y).

Using (7.6) we get ||¢ — y| < ch¥*1. Define R; := (I + B;)"!'B;, hence, by (8.7),
(I+ B;)~! =1-R;. From |dy(z)| < ch?, |d(x)| < ch? and the definition of B; we get
||R;|| < ch?. From the definitions we obtain

Dp(x) — Dpp(x) = P(¢) — Q(y) + R2Q(y) — R1P((), (8.11)
P(() — Q) = (@ — 1) () ()"

+ (nay) — () n () + () (nly) — n(Q))" (8.12)
Using (7.2) and (2.3) we get
I (y) — n()ll < ch*, |lan(y) — n(y)ll <

and combining this with |a(y) — 1| = %th(y) — 7in(y)||2, the smoothness of n and
I€ =yl < ch**1 we obtain

IR

]a(y) 1| < ch?, (8.13)
I (y) = n(Oll < nn(y) — n(@)] + In(y) = n()|| < ch”, (8.14)
17 (y) = n(Ol < [7n(y) — n@)|l + In(y) = n(Q)]| < ch”. (8.15)

From these results and (8.12) we get

1Q(y) — P(Q)|| < ch. (8.16)
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Using the smoothness of 7 and the result in (7.3) we obtain:
IDA(C) = Drn(y)ll < IDA(C) — Da(y)|l + | DAly) — Dan(y)|| < b
Combining this with |d(z)| < ch? and |d(z) — dp,(x)| < ch¥*1, cf. (7.7), yields

Ry — Ry = [[(I+ B1) ™" — (I+ By) '|| < ¢|| By — By (8.17)
< cd(@)||P(¢) — Q)| + cld(@)[|DA(C) — Drp(y)l| + cld(z) — di(x)| < chF .

Combining this and (8.16) with the result in (8.11) proves the result in (8.8).
Let P denote either P(x) or P(y). Using (8.11)-(8.12) we get

i)
—
S
=
&
|
$
kS
>
8
=
awh

(z) = MP(z) + RP(x),
M = P((nh(y) - ”(C))ﬁh(y)T - n(C)(ﬁh(y) - ”(Q)T)p<$)a (8.18)
R

= P(R:Q(y) — RiP(Q)) + (ﬁ — )P (y)an(y)".

Combining (8.16) and ||R;|| < ch? with (8.13), (8.17) we get || R|| < ch**1. We finally
consider the term M. From

[ (2) = n ()] < lln(x) = n(2)]| + [In(z) = n()] + [In(y) — 20 (y)]| < ch
we get
17in () P (@) ]| = [P (2) (7in(y) — fn ()| < ch. (8.19)
If P = P(z) then Pn(¢) = Pn(z) = 0 holds. If P = P(y) we obtain from (8.15):

IPr(Q)ll = IP(y) (n(¢) = An ()| < In(¢) = n(y)| < ch*.

Combining these results we get
1M < lInn(y) = n(OIan(y) " P @)l + [Pr()llIan(y) = n(Q < b,

which completes the proof. O

The estimates in lemma 8.2 play a key role in the error analysis of our method. In
Section 14 we give results of a numerical experiment which show that the bounds in
the estimates are sharp. In particular, for obtaining the h**! bounds the projections
in the terms on the left hand-side are essential.

9. Strang Lemma. In this section we derive a Strang lemma. In the analysis
we will need the constant extension of a function w on I' along the normals n to a
function w® on U given by

wé(z) :=wop(x) forall zeU. (9.1

We also use the lift of a function defined on T'j, (or on I';) to a function defined on
I along the normals n. More precisely, for a function w defined on Ty, (or on T'y,), its
lift w’ to I is given by

w' o p(x) =w(x) forallzely (or zely). (9.2)
16



The lifted finite element space is denoted by Sf = {vf | vs € S, }. We need the
following matrix function on I':

Ar(p(z)) = uh(x)P(fE)[f— d(2)H(2)|P(2)[I — d(z)H (2)[P(z), x€Tp, (9.3)

with pp as in (2.4) and the projectors as in (6.1), (6.3). From [5, formula (2.14)] we
have the integral identity
/ thuh . Vphyvh dSh = / AFVFqu . vai ds.
Th r
Using this we obtain that if uy, solves (5.4), then the lifted function uf € Sy satisfies
1
/AWWQWM@=/7ﬁ%@fmwv“ﬁg (9.4)
r r My
We also need the following estimates, which follow from the results (2.11), (2.12) in
[5]:
IVAv° N2y < el Veollzwy, ve HYT),y € {Th, T}, (©.5)
IVrv | ey < ellVyvllzagyy, v € H'(y),7 € {Th, Tu}.

We first derive ellipticity of the bilinear form a(-,-) in (5.14). For this we need
that the matrix G, cf. (5.11), is positive definite. To derive this result, in the next
lemma we first consider the matrix W.

LEMMA 9.1. For h sufficiently small the following holds:

W =Tl oo,y < che (9.6)

Proof. We recall the definition W (z) = I— Q(z) + P () Dpy,(x)T. We drop the -
dependence in the notation. From (8.3) we get due to |dp(x)| < ch?, for h sufficiently

small, Dpp(z) = (I + dp(2)Q(y)Dnp, y)) Q Q(y) + O(h?), with y = pp().
Hence,

W=I-Q+PQy)" + O(h?

holds. Using (7.6) we get ||z —y[| = |lz — pa(2)[| < [lz — p(@)|| + [p(z) — pa(2)]| <
dist(T, ') + chk*t! < ch?. Using this and the results in (2.3), we obtain

[7n () = n (W) < [[An () = ()| + [[n(z) = n@)l + [In(y) — 2n(y)l| < ch.
Hence,
1B (y) | = [P () — (@) < () — (@) < ch.
Using this, the definitions of the projections and Q = QP, cf. (5.8), yields
W —1j < ||(I - QP +[P(Qy)" — 1| +ch®

~Ta |||nhnh( y) Pl + |||Pnh( y)nn(y)" | + ch?

1
a(y)
< c||Pnh(y)|| + ch? < ch,
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which completes the proof. O

~ COROLLARY 9.2. For h sufficiently small the matriz G(x) = Ty(z) ™' fin(z), = €
Ty, is uniformly symmetric positive definite, i.e. there exists a constant Amin(G) >0
such that

2TG(x)z > Anin(Q)||2]|? for almost all x €Ty, and all z € R,

Proof. From lemma 9.1 and (5.10), (5.11), we obtain for all sufficiently small h
and arbitrary z € R? that

" _ (n (x .
G = @)W 2 P e,

We recall the definition fis(z) = +/det(UT Dpy(x)T Dpy(z)U). The matrix U
depends on the triangle T' € F, and satisfies P(2)U = U, cf. Lemma 4.1. For h
sufficiently small we have Dpp,(z) = Q(y) + O(h?), y = pu(z). With ¢ = p(z), we

have P(¢) = P(x). From (2.3) and n(z)n(x) =y, (2)7s (2)T = n(x) (n(m)—ﬁh(a:))T—l—
(n(z) — fn(x)) i (x)T it follows that

P =P s, < ch. (9.7)
Using this and the result in (8.16), we get
Q) - P(@)ll < 1Qy) — PO + [P() - P(x)|| + |P(x) - P(x)|| < ch.
This yields Dpy,(x) = P(z) + O(h) and consequently
UT Dpy ()T Dpy,(2)U = UTP(2)P(2)U + O(h) = UTU + O(h) =1+ O(h).

Thus, for h sufficiently small, we have that

fin(z) =1+ 0O(h), zely, (9.8)

is uniformly (in ) bounded from below by a strictly positive constant. O

Using the result of the previous corollary we can derive ellipticity of the bilinear form
ah(~, )

LEMMA 9.3. Assume that the quadrature rule Q is exact for all polynomials of
degree 2m — 2. There exists a constants v > 0 and hg > 0 such that for all h < hg

ap(vp,vp) > 'YHVFhvhHQL?(Fh) for all vp, € Sp,. (9.9)

Proof. Let h be sufficiently small such that the matrix G is uniformly positive defi-
nite, cf. Corollary 9.2. From this positive definiteness and the fact that the quadrature
weights are strictly positive we get

Qr(GVs, o, - Vi, 01) > coQr (| Vs, 0nll?),

with ¢g = Amin(G) > 0, independent of h. Since the quadrature rule Q4 on T is
exact for all polynomials of degree 2m — 2 and the mapping My between T and T
18



is affine this exactness property also holds for Q7 on T. The functions (9} ;)% are

polynomials of degree 2m — 2 on T', and thus we have

an(vn,vn) = co Y Qr(|[ Ve, onl?) = collVe, 0l 75,y = Ve, vRl 22,
TeFn

with v > 0 due to (5.9) and (9.6). O

Based on this ellipticity property we apply standard arguments to derive the following
variant of the Strang Lemma.

THEOREM 9.4. Assume h is sufficiently small such that ap(-,-) has the ellipticity
property (9.3). Define the data extension error Ef := | f — ifﬁ”[}(r). For the

solution u} of (5.16) the following error bound holds:

IV (= (uf)) 22y

<c Uflﬂeiglh IVr(u—vp)llzewy + (I = Ar)P|| Lo () IV, vnll L2y (9.10)

+ sup a(vp, wn) — ap(vh, wy)
wnesy/R IV, whllL2ry)

l —1 .
i| +c sup w E
wp €SK /R ||thwhHL2(Fh)

Proof. Take an arbitrary vy, € Sj,. We start with a triangle inequality and (9.5):

IV (u = (i) 2@y < Ve (w = o)l 2@y + Ve (o, = () )|z
< 19w = o) l20) + eV, (o8 — ud) oy
We derive a bound for ||V, enl|L2(r,), en := uj, — vn. Let ¢1 be a constant such that
€5, := ey +cq satisfies th ép dsp, = 0. For arbitrary constants ¢, there holds Vr, ¢ = 0.

In particular, by (5.14), we get the consistency property ay(c,é,) = 0. Using this,
(9.9), and the definition of the discrete problems (5.4), (5.16), we obtain

IVr,enlZar,y = IVrienllZar,) <77 anlens én)
=" (In(en) = Uen) + alun, ) — an(vn, én)) (9.11)
=" (a(un — vn,en) + a(vn, én) — an(vn, ) + n(€n) — 1(én)).

We will derive the bound

a(up — vn,en) < c([[Vr(u—op)| 2y + |(I = Ar)P|| Lo (o) [V, vnll 20y

- (9.12)
+ Ef)|IVr,enllL2ry,),

and combination of this with the relation (9.11) and the triangle inequality above
proves the result (9.10). For the derivation of (9.12) we note, cf. (9.4), that for all
wy, € S’f; we have

1 1
/Aprufl.prhds:/—é f;whds:/(7fﬁ—f)whds+/fwhds
r r M r My r

h h
1
:/ (Tfﬁ_f)whd5+/VFu~Vthd5,
r ,u’h T
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Let ¢ be a constant that is chosen below and ép, := ej —¢. From the previous equation,

a(uh — Up, eh) = a(uh — VUp, éh) = Vrh (uh — ’Uh) . VFhéh dsy,
Tn

= / ArVr(uf, —vf) - Vré ds (9.13)
r

1
:/vp(uwﬁ).vpeﬁdw/ (uéff;f)éﬁder/(IAF)PvafL~Vpedes.
T T h T

holds. Now ¢ is chosen as ¢ := %I th prnen dsp such that we have

/éﬁdSZ/edes—/éds:/ uner dsy — |T|e = 0.
r r r n

Hence, the Poincare inequality ||&f|/r2ry < c||Vres||lr2qr) holds. Using this, the

Cauchy-Schwarz inequality and ||Vref, |22y < ||V, enllr2r,), cf. (9.5), in (9.13),
we get the estimate (9.12). O

In the total error there are three different components, namely a geometric error
(approximation of I' by I',), an approzimation error (results from using the finite
element space) and a quadrature error. In section 10 we study the first term on the
right hand-side in (9.10), which quantifies the approximation error. The second term
and the fifth term are related to the geometric error and are analyzed in section 11.
The third and fourth term on the right hand-side in (9.10) arise from the quadrature
and are treated in section 12.

10. Approximation error. For the analysis of the approximation error we
assume the following approximation quality of the finite element space Sy on f‘h,
cf. (5.1): there are m > 1 and an interpolation operator I, : H™t1(T") — S}, such
that for s =0,...,m:

Z [|w® — Ihw||?{5(T) < chQ(mH*S)HwH%mH(F) for all w € H™T(T).  (10.1)
TEFn

Such an approximation property holds for the two possible choices for S, mentioned
in Remark 3. The estimate (10.1) for s = 1 implies

Ve, (W = Thw)| 2,y < ch™|[w]lgm+rqry forall we H™M(T). (10.2)

In the analysis we use the spaces Sj, (on I'y), cf. (5.1), S, (on T'), cf. (5.2), and the
lifted space S;, (on I'), cf. (9.2). The analysis requires smoothness of the solution of

(1.1),
AssUMPTION 10.1. The solution u of (1.1) satisfies u € H™ ()N HZ,(T).
In the analysis below we use the following test function uy . € Sp to prove an
upper bound for the minimum over v, € Sy, in (9.10):

Up, x 1= ’l)h’* Op,zl S Sh, ﬁhy* = Ihu e Sh. (103)

THEOREM 10.1. Let m > 1 be such that (10.2) and assumption 10.1 are fulfilled.
For h sufficiently small the following holds, with up, . as in (10.3):

min [V (= o) 2y < V(= )2y < ™ full oo ey + e fuli oy
Vh h
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Proof. The test functions in (10.3) satisfy

Unw © Pu(®) = (), ufy . 0p(y) = uns(y), y:=pp(x) € Th, x €T,

cf. (5.2), (9.2). Using @, := u® € H'(I',), we define u, € H'(I},), and @ € H'(T') by
e o pu(r) = (@), Gop(y) =u.(y), y:=pn(x) €T, xTh.

Note that @ = uf on I' holds. From (5.9) it follows that ||Vr, (¢ OP;I)HH(DL) <
cl|Vg, 8l 2p,) for all @ € H'(T',) holds. Using this and (9.5) we get

Ve (@ = up )22y = [V (e = wn) 2y < el Vi, (ue = un )l 22,

< |V, (W = tn )l 2, -

Hence, with the triangle inequality and (10.2) we obtain

IVr(u = up)ll2wy < ellVi, (0 = @)l g2,y + Ve (@ = w2y (10.4)
< ch™|ullgm+rry + (Ve (@ — )| L2 (r)-

We derive a bound for the term ||Vr(@ — u)|r2r). Let z € I, be arbitrary, y =
pr(z) € Th, z=p(y) €T, and ¢ = p(x) € T. From (7.6) it follows that
ly = ¢l < eh™, flz = ¢ < b lo — 2| < ch. (10.5)

Our starting point is the identity %(z) = u(¢), which holds a. e. on '), by definition of
u. Taking the tangential gradient on I'j, yields

P () Dpn(x)" Dp(y)" Vri(z) = P(w) Dp(x) " Vru(C). (10.6)
From the smoothness of u and ||z — (|| < ch*!, we get Vru(¢) = Vru(z) + ro, with
o]l < chF+? llul|zr2_(ry- We insert this into (10.6) and rearrange the terms to obtain
P(2)Dpi(2)" Dp(y)" Vr (i(z) - u(2)) 107)

= P(2)(Dp(x)" = Dpn()" Dp(y)")P(2)Vru(z) + P(x) Dpn(w) o =: 71

For the matrix in first term on the right hand-side in (10.7) we have

P(z)(Dp(x)" = Dpi ()" Dp(y)")P(2)
= P(z) (Dp(2)" — Dpp(2)")P(z) + P () Dpp ()T (1 — Dp(y)")P(z) =: Ag + Ay
Using |P(2) — P(2)|| = [|P(2) — P(Q)|| < ¢||z — ¢|| < ch¥*! and (8.9) we obtain
|| Ao|| < ch**1. Differentiating the relation p(y) = y—d(y)n(p(y)) one obtains Dp(y) =
(I+ d(y)H(z))_lP(z)7 with H(z) = Dn(z). From (7.7) one obtains |d(y)| < ch¥*1,
and this yields
Dply) = P(:) + O(h*). (1038)
Thus we get ||A1| < ¢||P(2)(I — Dp(y))|| < ch**+1. Using the bounds for Ag, A; in
(10.7) we get
AVr(a(z) — u(z)) =

T1,
A= ls(x)Dph(x)TDp(y)TP(z).
21

|| < chF 1 |u ,
[l < l[ull 2, (r) (10.9)



We now analyze the matrix A. From (8.3) and |dj ()] < ch? we get
Dpu() = Q) + O(h) (10.10)
Combining this with (10.8) yields A = (P(2)Q(y)T + E1)P(z), with ||Ey| < ch2.
We consider the matrix P(z)Q(y)?. Using (8.19) we get

) T 1
IP@)Q)" - DIl < =0

Using ||P(z) — P(¢)|| < ch*+1, P(¢) = P(z), (9.7) gives ||P(z) — P(2)|| < ch. Hence,

)=
IP@)Q(y)T ~P(2)| < [P@)(Q)T ~ D + [P(x) — P(2)|| < ch.
);

From this we get A = (I1+ E2)P(z), with ||Es|| < ch. Using this in (10.9) we get, for
h sufficiently small,

IV (a(=) — u()l = 1+ Ea) ']l < ellrall < b lul i o)

P ()7 (y)]| < ch.

which implies ||V (@ — )| 22y < ch*+H|ul| g2 (r). Combining this with the result in
(10.4) completes the proof. O

11. Geometric error. We study the terms ||(I — Ar)P||po )|V, vallz2(r,)
and Ef := || f — ﬁfﬁHLZ(F) that occur in the Strang Lemma, cf. (9.10).
h

THEOREM 11.1. Let up. € Sp be as in (10.3). For h sufficiently small the
following estimates hold:

I = Ar )P0Vl < AR e (11.1)

If - thllm ) < h* I f Il (11.2)
h

Proof. Using ||d|| e (r,) < ch**1, ||th — 1| poo(ry,) < ch*HE cf. (2.3) and (2.5), in

(9.3) yields Ap(p(z)) = P(2)P(2)P(x) + O(h* 1), z € T),. From P(p(z)) = P(z) and
the identity PPP — P = P(P — P)(P — P)P we obtain

I = Ar)P| zoe(ry < ¢[PPP —P|[poe(p,) + ch**

_ 11.3
< Ol — Pl + chF < ek, (113)

The last estimate above follows from (2.3). Using (9.5), (5.9) and (10.2) we get

Ve llze ) < el Ve, Inull g2,y < eIV, w2,y + lulla2ery) (11.4)
< c(IVrullezey + lullazry) < cllullmzr).-
Combination of (11.3) and (11.4) yields the proof of (11.1).
We consider the data extension fr(z) = f(x) — ¢, * € T'y, with ¢y as in (5.3).
For the constant ¢ we get, using the smoothness of f, dist(I',T';,) < ch®*!, (2.5), and
Jp fds=0:

lefl < = fopdsh

(f fo p) dsp| +
Ty

< [V fllpoe@yh™ T + (11.5)

Mh
< |V Fllpoo o) B+ CH;@ - 1||L°°(r)||f||L1(r) < DY fllas, w)-
h
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With this we obtain

1
If— //thLz y <ellf = fillezy + ¥ flle
h

< el f* = fulleen) + b fllz@y < ellf€ = Fllzaa,) + elesl + b fll 2y
< ||Vl wllz = p@) Lo, + ¥l @y < e f il w),
which proves the result in (11.2). O

12. Quadrature error. In this section we analyze the quadrature error, i.e.,
we derive bounds for the third and fourth term in the Strang Lemma. Recall from
section 5 the affine mapping from the unit reference triangle T to T € Fp, given
by # = Mri = Bri+bp, & € T, = € T. Note that By € R3*2. Furthermore
|Br|| < ch holds. Correspondence of functions on T and T is given by @(Z) =
@(Br# + br) = a(z). Note that for n € N, & € C*(T) and & € R?, 1 < i < n
we have D"4(Z)(&1,...&,) = D™u(x)(Bré, ..., Bré&,) = Da(2)(Bré,. .., Bré,)
(where Dr denotes the tangential derivative along T'), and thus as in Theorem 15.1
in [3] we obtain, for n € N, p € [1, 0],

|@

In the seminorm || H(T) only the derivatives of order n are involved and these deriva-
tives are the tangential ones along the triangle 7. We note that an estimate in the
other direction, i.e. bounding derivatives of @ by those of u, causes problems, because
the triangle T may have arbitrary small angles. Thus the smallest singular value of
Br cannot be bounded from below by ch with a uniform (w.r.t. T and h) constant
c> 0.

The quadrature error for the quadrature rule (5.12) is defined by

(< <l Brl"IT1 P alay ry < eh™|T)7 P algpery for @€ HY(T).  (12.1)

0= [ 6di-Qr@). Br(d) = [ ddi-Qr(s (12.2)

Note that Ep(¢) = |T|Ez (o 5) holds.

12.1. Smooth approximation of G. In the bilinear form ap, (up, vy) the quadra-
ture rule Qr is applied to the function GVf}L Up - Vi, Op. On each triangle T € '), the
vector functions thﬁh and th Uy, are polynomials and thus have C'*° smoothness.
The matrix G = G(z) = Th(z) " 'fin(z), z € T, however, contains derivatives of the
function py, which is only Lipschitz. Hence, G is not even continuous. In this section
we show that, on T, this matrix function can be approximated with accuracy O(hk‘H)
by a smooth matrix function, denoted by G*. The components T, ' = (WW7T)~! and
iip, of G are treated in the lemmas 12.1 and 12.2 below.

Recall the definition W (z) = I — Q(z) + P(x)Dpy ()7, cf. Lemma 5.1. From
(5.8), (8.2), (8.4), and the definition of W, we get for almost all 2 € ['j:

P(2)W (2) = P(z) Dpy(2)" = P(2)Dpn(2)"Q(y)"

i " (12.3)
= P(2)Dpy(2)"P(y) = W(2)P(y), y=pn(@).
This implies the commutator relations (note that W is invertible, cf. (9.6)):
W ()W (2)"P(x :f’xWxWxT,
()(_1() (@)W ()W (2) B (12.4)

P(z) = P(z)(W(z)W(z)")



The oblique projector Q(z)7 z €Iy, is approximated by:

Q’(x) :=1— = fn(z)n(z)?,  with &°(x) = ap(z) n(z). (12.5)

Note that 7y, is constant on T' € T'; and the normal n is smooth (depending only on
the smoothness of I'). Hence, Q*(x) is a piecewise smooth matrix function. Similar
o (5.8), the following commutation relations hold for x € T'j:

Q' @)P() = P). P@)Q() = Q') o)
P(2)Q%(z) =P(z), Q°(x)P(z) =Q’(x).
We use Qs to define a piecewise smooth approximation of W (x):
We(x) :=1—-Q%(z) + P(x)Dp(x)’, xzely. (12.7)

Note that P(x) is constant on T' € F,, and Dp(x) is a smooth matrix function (de-
pending only on the smoothness of I'), hence, W?*(x) is smooth for z € T. Using (2.3)
and (8.1), we get (for h sufficiently small) W*(z) = I - Q*(z) 4+ P(z)P(z) + O(h?).

An elementary computation yields —Q* + PP = iy, (an — ap)T — L(a*n —ay)nT.
Using |&° — 1| = £[|A — n||* < ch? we thus get
We(z) =1+ O(h), zeTy. (12.8)

In particular, for h sufficiently small, W* is invertible. Similar to (12.3) and (12.4),
we obtain for almost all € I'y,:

P(2)W*(x) = () Dp(2)” = W*(2)P(a), (12.9)
and this yields the commutation relations

W (2)W* (2) TP (2) = P(2)W* (2)W* (@),

. . _ 12.10
(W*@W*(@)") " P(z) = Pa) (W @)W*(2)T) " B

LEMMA 12.1. For h sufficiently small the following holds:
[P (™)™ = (weweT)” )PHLOO(F, < chFrL, (12.11)

Proof. We suppress the argument = in the notation below. We use the matrix
identity A=! — B7! = A=1(B — A)B~! and the commutator relations (12.4), (12.10)
to compute
]_S ((WWT)71 . (WSWST)*I) 15
=Pwwh)t(wwsT —wwT)(ww*T)"'p (12.12)
_ (WWT)fllf)(WsWsT WWT) (WSWST)

From (9.6) and (12.8) we obtain

[V gty S NOVWT) Yy S (1213
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The relations (12.3), (12.9) yield

PW*W*T — WWT)P = P((Dp — Dpn)" Dp + Dpf(Dp ~ Dp) | P

P((Dp — Dpy)"PDp + Dpf P(y)(Dp — Dpn) )P,
where in the last equality we used Dp(z) = P(x)Dp(z), Dpp(x) = P(y)Dpn(z) with
y = pr(x), cf. (8.1), (8.2), (8.4). Using the estimates in (8.9) and (8.10) results in

[PV W T = WWOP| o,y < ™,

and combining this with the results in (12.12) and (12.13) completes the proof. O

For the estimate in (12.11) to hold the use of the projections P on the left hand-side is
essential. Without these projections, only the asymptotically worse upper bound ch*
holds. This difference in the upper bounds is directly related to the different bounds
in (8.8) and (8.9).

For given T' € Fj, let U = Ur be the orthogonal matrix from Lemma 4.1. We
introduce

0°(x) = \/det(UTDp(x)TDp(x)U), zely. (12.14)

Since U is constant on each T and Dp(z) is a smooth matrix function (depending
only on the smoothness of I') we have that (i° is a smooth matrix function on each
T e Fp.

LEMMA 12.2. For h sufficiently small the following holds:

An = 8%l oy <l (12.15)

Proof. Let z € I')y, y = pn(z), ¢ = p(z), and U € R3*? be the orthogonal matrix
from Lemma 4.1. Note that P(z)U = U holds. We define A = Dp(z)U € R3*2 and
B = Dpp(2)U € R3*2 hence ji*(x)? — jip,(x)? = det(AT A) — det(BT B) holds. Using
Dp(x) = P(z) + O(h?) = P(x) + O(h), cf. (9.7), and Dpy(z) = P(z) + O(h), we get
with P(z)U = U that

ATA=1+0(h), BTB=1+0(h) (12.16)

hold. Let M(t) := AT A+t(BT B — AT A) be a matrix valued function, ¢ € [0, 1]. Due
to (12.16) we have, for h sufficiently small,

1
det M(t) ~ 1| < 5. t€[0.1] (12.17)

Hence, M(t) is invertible and has a uniformly bounded condition number. We apply
the mean value theorem to the scalar valued function f(¢) := det M(¢), t € [0,1]:
There exists s € (0,1) with

det BT B — det ATA = f(1) — f(0) = f'(s) = f(s) tr(M(s) " (B" B — AT 4)).
With this we obtain

|det BY B — det AT A| < 3|det M (s)| [|M(s)""|||B"B — ATA|| < c¢||B"B — AT A||.
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Using PU = U, Dpy(z) = P(y)Dpn(x), Dp(z) = P(z)Dp(z) and the estimates in
Lemma 8.2 we obtain

|AT"A—B"B|| < ||(B-A)"B||+||A"(B - A)|
= |UTP(Dpy, — Dp)" P(y)DpyU|| + |UT Dp" P (Dpy, — Dp)PU |
< c(|[P(Dpn — Dp)"P(y)|| + |P(Dpy, — Dp)P|) < ch**1.

Both j°(x) and fip(x) are strictly positive and uniformly bounded away from 0
for h sufficiently small due to (12.16). Hence, we obtain

<c |det BT B — det ATA‘ < chFt+1.

The results in the Lemmas 12.1, 12.2, induce a piecewise (on T' € F},) smooth ap-
proximation of the matrix G(z) = fi(z) (W(ac)W(ac)T)f1
COROLLARY 12.3. Define

G*(x) = (i (x) (W (@)W*(@)T) ', zeTeF

Take m € N, m > 1. Provided T is sufficiently smooth, the entries of the matriz G*
have the smoothness property G3; € H(T),1<i,5 <3, forallT € Fy. Furthermore
the estimates

s < .
%Ig}:)i G ||H;g(T) =6 (12.18)
max ||[P(G - GS)PH < cht+1, (12.19)
TeF, L (T)

hold, with constants c independent of h.

Proof. From (2.1) it is clear that the smoothness of p and n, in a small neigh-
borhood of I', depends only on the smoothness of I'' On T € Fj the normal
fiy, is constant, hence the smoothness of (the entries of) the matrix W*(z)~! =
(I- Qs (x) + f’(x)Dp(x)T)_l depends only on the smoothness of the matrix Dp
and of the vector field n. Similarly, on T' € F}, the orthogonal matrix U = Ur is con-
stant and thus the smoothness of ° depends only on the smoothness of the matrix
Dp. On T € Fy, (higher) derivatives of G7; can be estimated by bounds that depend
only on bounds for (higher) derivatives of p and n. If T" is sufficiently smooth, these
bounds are uniform w.r.t. T € F;. From these observations it follows that for all
entries of the matrix G*, we have G3; € HZ}(T) for all T' € Fj and that the result
(12.18) holds. The result (12.19) directly follows from (12.15) and Lemma 12.1. O

12.2. Bound on the quadrature error in the bilinear form. We derive

a bound for the term sup,,, cs, /& a(l‘)lh'v’lr”hz;ﬁh (;)’“wh) in the Strang Lemma, where we
rWnllL2(r,)

take vy, = up» as in Theorem 10.1. The technique used in the error analysis below is
very similar to the one used in the analysis of the quadrature error in [3].

THEOREM 12.4. Assume that the quadrature rule Q4 is exact for all polynomials
of degree 2m — 2 and that (10.1) and assumption 10.1 hold. For up, . from (10.3), the
following holds for h sufficiently small:

sup a(Un,«, Wh) — ap(Up «, wp)

< ch™||ul| g1y + chF Pl gy
wnESh /R Ve, wall2(r,) @ ®
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Proof. We write vy, 9y, for up . and i .. Note that

GV, Oy Vi by ds), = / PGPV by, - Vi, by, dd,
Fh Fh ) )

holds, and similarly with G replaced by G®. We use the splitting

a(vh, wh) — CLh(’Uh, wh) = x ].S(G — Gs)lsvlah’f)h . th’ﬁ)h déh
I'n

+ Z Er(G®Vy, op - Vi p) + Z QT )PV JOn - Vi wh) (12.20)
TeF TeF
=1 A+ B+,

cf. (12.2), (5.13), (5.14). For the first term in (12.20) we get, using (12.19) and
Fonllrtss = Wttty < Il iy + chlllzragmy < ellullzmcey » . (10.1) and
(9.5),

Al < ™ M|V e, Onll 2oy I Ve, @l 2,y < B Hlullz @y | Ve, whll 2, (12:21)

For the third term, we use the positivity of the quadrature weights to obtain

IOl < Z IP(G* - G)PHL“’(T)vahﬁhHLw(T)vahwhHLOO(T) Qr(1).
TeF,

Clearly, Qr(1) = |T'|. We use the local estimate \/|T'|[| f|| o7y < ¢||f||L2¢ry Which is
valid for finite element functions f on arbitrarily shaped triangles. We again apply
(12.19) and combine this with a Cauchy-Schwarz inequality to obtain

C] < k0> IVp, dnll 2y IV, Bl 2
TeF,

< AV, Bl o, IV, Bl age,) < Bl IV eyl e, (12:22)

In the second term in (12.20) we have smooth integrands G;, 8} o, 9} Wy, on
each T' € F};,. The latter two are polynomials of degree m — 1. For the derivation of
a bound we can apply an analysis as in [3]. The result (28.16) in [3] states:

m—1

Bp(@v)] < e D [l oy 0l ) 18] oy
7=0

for all @ € H’”(T) ¥ € Pp1(T), @ € Py (T). With the result in (12.1) (note that
HI(T) := H}(T)) and using Er(¢) = |T|E;(¢) we get

m—1
(Er(avw)] < chit (3 lal gy ol ) )l 2y
§=0

< Ch?HGHHg;(T)HU”Hmfl(T)Hw”B(T)
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for all a € HZ(T), v € Pp—1(T), w € Pypy—1(T). For the second term in (12.20), we

take a = G7;, v = O b, w = ﬁjrﬁ)h, and using (12.18) we get

3
1B| = ‘ Y ET(ija{@hafwh)‘ <™ 3 Ninllam IV, @nll ey

TeFn i,j=1 TeFn
" R 3 ) (12.23)
<™ (37 Nonllenery ) 195, @l e,
TEF

< ch™||ull gm+r oy Ve, wal L2y -

In the last inequality we used > r¢ 7, H@hH%m(T) = rer, ||Ihu\|%,m(T) < c||u||§1m+1(p),
which follows from (10.1). Combining the bounds (12.21), (12.22), (12.23) with the
splitting (12.20) completes the proof. O

12.3. Bound on the quadrature error in the right hand-side functional.

We finally analyze the term sup,, cg, /r %

idea of the analysis is the same as used above: We replace the Lipschitz functions
fn o pnfun, and fl o py fip, by piecewise smooth ones and split the error into three
terms. As f; and f} only differ by a constant, the estimates are very similar. For the
approximation of i, we use i° defined in (12.14), with error bound as in (12.15). For
the approximation of f opy we introduce f° := fop (= f¢). Using the result in (7.6)
we obtain,

1£5(@) = fopnll ooty < IV F @) 1P =l poo ) < BT f @) (12:24)

Similar to the proof of Corollary 12.3, the smoothness of f* on I', only depends on
the smoothness of f and p and on piecewise constant quantities pertaining to I'j.
Thus, we have

in the Strang Lemma. The

1 Ny < 1 iz (12.25)
Recall the definition f,(z) = f(z) — ¢, ¢5 = |F71h‘ fl“h fdsp, cf. (5.3). Using the

bound for ¢, given in (11.5) and the results in (12.24), (12.15) we get
1(fn o pn)iin = 2%\ ooty < Rl - (12.26)

THEOREM 12.5. Assume that the quadrature rule Q7 is exzact for all polynomials
of degree 2m — 2. Furthermore, assume that f € HX (U) N HZ(T). The following
holds:

! Wn) — lh Wh m
Sup M < ch™ | fllamr) + Chk+1||f||H;o(U)- (12.27)
wp€Sp /R ||VFhwhHL2(Fh)

Proof. Take an arbitrary wy, € Sy, /R and recall the Poincaré inequality

||wh||L2(Fh) <c ||VFhwh||L2(rh) : (12.28)
We use the error splitting

Hwp) = In(wp) = / ((fn o pr)fin — f20°)n dsp,
+ > Br(foatin) (12.29)

+ Y Qr((f*h° = fifm)idn).



For the first term we obtain, using (12.26), (9.8), and (12.28):

(frnopn)in — f20%)wy d§h‘ < " fll e @y 1dnl| g2t
’/fh( ) i (12.30)

< A" flay @) lwnllz2 o,y < DT Fllan @)l Ve, wnllzar,)-

For the analysis of the second term, with the smooth integrand f°a°wy, we use a
result from [3]. From Theorem 28.3 in [3], we have

1B(@0)] < ¢ (Il )91 + (s ) + i) lin)  (12:31)

for all @ € HZ(T), # € Pn(T). Using this with a = f*@°, o = wp, (12.1),
SUPTeF, ||ﬂs||H;g(T) < ¢, and Er(¢) = |T|ET(¢)7 we get

(Br ()| = T| | Bp(F* i)

<clT| (|]ESﬂS|H£(T)|thL2(® + (|fsﬁs|Hg—1(T) + |f~sﬂs‘Hg(T))|wh‘Hl(T))

m 1 S~Ss ~ S~Ss s~s ~
< TR (10 gy [ oy + (13 s oy + 15 i o) ol o )
10 s N

< ch™ T2 || £ e ¢y |00 | e () - (12.32)

Summation over T and (12.25) yield
1, .
‘ > Er(f* ity ’ <ch™ AT gy i o)

TeF, TeF, (12.33)
< ChmeHHg(F)||wh||H1(fh)~
Using [[@nl g1 g,y < cllwnl () (which follows from (5.9), (9.6), and (9.8)) and the
Poincaré inequality (12.28) yields
’ > BEr(foptin) ‘ < ™[ f ) IVe, whll L2, (12.34)
TEFn

Finally, we treat the third term in (12.29). Using

> Qr(linl) < e Y |Tllbnl ey < clinll o, < ellVr,wallws),
TeFn TEFn
we get

‘ > Qr((£7 i — filfm)ion ’ <Ifon* = fiimll e,y Y, @r(ldnl)

TeF, TEF, (12.35)

< cllf* i = frinll poo ) IV wnl L2 r,)-

We derive a bound for the term || f*a° — fﬁﬂhHLm(m). Recall the definitions

ZQT opnitn), A=Y Qr(im

TE]"h TeFn
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from (5.15). Using the results in (12.24) and (12.15), we get

sSn~Ss

1°0° = frimll oo o,y < NFPR° = o priinll poe i) + €3 120N Lo 1

(12.36)
< Y fll e ) + e lehl-
Using ff} (fn o pn)in dsp, = th frndsp, = 0, we obtain the splitting
S Qr(fopnim) = Y. Qr(fopnin— %)+ > Er(fir)
TEF, TEFn TeFn (12.37)

+/ (f°0° — frnopritn)dsy, = I+ II + III.
Tn
Due to (12.24) and (12.15), for the first term in (12.37) we get

| < |lf°p° - fophﬂh”Loo(fh) Z Qr(1) < ch ! ”fHH;C(U) :
TeFn

We insert wp, = 1 into (12.33). The second term in (12.37) can be bounded using this
and (12.25):

= | > Bo(r)

TeEF

< ch™ || fllam -

Furthermore, using the first inequality in (12.30) with @, = 1, we get

11| = ’/ (frnopn)in — f20° dS,
Ph

< ch* Y fll g o)

From (9.8) it follows that [|fin — 1|| e (p, ) < ch and thus, for h sufficiently small we
have |A|~! < ¢. Using this and the bounds for I, II, and IIT in (12.37), we get

[ < k" Ml @) + ch™ 1 fll )

Combining this with the results in (12.35) and (12.36) we finally obtain the bound
for the third term:

| > Qe (o = fifm)ion)| < (kM flawy + ™ 1 F e ) Ve, whll 2,
TeFn

Combining this bound with the estimates in (12.30) and (12.34) completes the proof.
0

13. Main theorem. Combining the results derived in the previous sections with
the Strang Lemma we obtain a discretization error bound. This main result and the
key assumptions are summarized in the following theorem. We assume that I' is
sufficiently smooth, but do not specify the required smoothness.

THEOREM 13.1. Assume that the finite element level set function ¢F satisfies
(2.2). For the construction of a quasi-normal field we apply a gradient recovery method
to (;SZ that satisfies Assumption 3.1. On T, (zero level of ¢} ) we use a finite element
space Sy, that has the approzimation property (10.1), with m > 1. Assume that [ €
H™(T)NHL (U) and that the solution u of (1.1) has reqularity u € H™ 1 (T)NHZ (T).
We consider the discrete problem (5.16) with data extension fp as in (5.3) and with
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a quadrature Tule Qr that is exact for all polynomials of degree 2m — 2. Then there
exist constants ho > 0 and ¢ such that for all h < hg the error in the solution uj of
(5.16) is bounded by

HVF (u— (“Z)K)Hm(r)
< ch™ ([ull gmer ey + 1 1irm ) + " (lull gz oy + 1o @)

14. Numerical experiment. As surface we take the unit sphere I' = {z € R3 |
|z|l2 = 1} embedded in Q = (—2, 2)3. This surface is characterized as the zero-level of
the level set function ¢(x) := ||z|| — 1. A family {7;};>0 of tetrahedral triangulations
of (1 is used. We triangulate €2 starting with a uniform subdivision into 48 tetra-
hedra with mesh size hg = /3. Then, an adaptive red-green refinement-algorithm
(implemented in the software package DROPS [7]) is applied; in each refinement step
the tetrahedra that contain the (approximate) surface are refined such that on level
1=1,2,...there holds hy < v/3 27! in a small neighborhood of T'. The family {Ti}i>o0
is consistent and quasi-uniform (in a neighborhood of the interface). As piecewise lin-
ear approximation of ¢ we take (ﬁh := ¢p = I'(¢) where I' is the standard nodal
interpolation operator on 7; for piecewise linear finite elements. The piecewise lin-
ear interface is given by I', := {z € Q| ¢p(x) = 0}. For the approximation of
¢ two choices are considered below. A piecewise quadratic approximation of ¢ is
taken as ¢p = (;5,21 := I?(¢) where I? is the standard nodal interpolation operator
on 7; for piecewise quadratic finite elements. The higher order interface is given by
I = {z € Q| én(x) = 0}. This choice satisfies (2.2) for k = 2. We also consider the
choice ¢, := ¢n, hence I}, = I'),, which satisfies (2.2) with & = 1. The point in taking
I}, = fh is to show the dependence on both m and & of the bound in Theorem 13.1.

For the case ¢ = zj)i (k = 2) the quasi normal field ny, is a vector-valued, con-
tinuous, piecewise quadratic finite element function. It is computed as described in
remark 2. The skew projection y = py(x) € I}, x € U, is computed as in [14, Sec. 5].
Given z and y, one can compute ny(y), Dnp(y), and dp(z) = (x —y,nx(y)). Further-
more, the exact normal on I'j, can be determined from 7y, (y) = ||[Vén(y)|| " Von(y).
Hence, the Jacobian Dpy,(z) can be computed using the relation (8.3), and fij, can be
computed as in lemma 4.1.

Experiment 1. We perform an experiment to show that the estimates in lemma
8.2 and lemma 12.2 are sharp. These estimates are crucial in the error analysis for
bounding the errors resulting from variational crimes by O(h¥*1) instead of O(h*)
terms. For the unit sphere, one computes Dp(z) = |z|~Y(I — z2?/||x||?). For
given z € I, the Jacobian Dpp(x) can be determined as explained above. The
corresponding error ||[Dp, — Dpl| Loo(Py) 18 approximated by taking the maximum of
|Dpn(x) — Dp(x)|| over the vertices x of all triangles T' € F,. In Table 14.1 this error
is given. The results show the O(h?) behavior as proven in (8.8).

The projected error |P(Dpy, — Dp)15||Loo(fh) (approximated in the same way as

explained above) is also given in Table 14.1 and shows a O(h?) behavior as proven in
(8.9). Finally, in Table 14.2, we give the error quantity ||fin — ﬂSHLoc(fh) which has

an O(h3) behavior, as proven in lemma 12.2.

Experiment 2. We apply the discretization method to the Laplace-Beltrami
equation (1.1), with two different surfaces T’ (as used in [12]). As a first example
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level I ||Dpn — Dpllpep,) factor [[P(Dpy — DP)PHLoo(fh) factor

1 0.09229 - 0.02021 -

2 0.02704 3.4 3.584e-3 5.6

3 7.004e-3 3.9 4.645e-4 7.7

4 1.722e-3 4.1 6.837e-5 6.8

5 4.579e-4 3.8 8.919e-6 7.7

6 1.148e-4 4.0 1.141e-6 7.8
TABLE 14.1

Error of the (projected) Jacobian.

level I [|fin — fi*|| oo p,)  factor

0.02880 -
4.851e-3 5.9
6.441e-4 7.5

9.422e-05 6.8
1.239e-05 7.6
1.585e-06 7.8

TABLE 14.2
Error of the functional determinant.

ST W N

we take the unit sphere I' = {z € R? | ||z||2 = 1} embedded in Q = (-2, 2)3. The
right-hand side f is such that the solution is given by

—_— (3x%x2 - :L'g) , = (x1,22,23) € Q.

The function w is an eigenfunction of the Laplace-Beltrami operator, —Aru = 12u =:
f. The right-hand side f satisfies the compatibility condition [, fds = 0, likewise
does u. Note that u and f are constant along normals of I", that is u = u®, f = f°.

The triangulations 7; and q@h are the same as explained above. For the finite
element space 5';“ cf. (5.1), we use the trace of the outer piecewise quadratic finite
element space, as explained in Remark 3. Thus, we have m = 2 in (10.1). For
¢ = ¢F we consider the choices with k € {1,2} as explained above.

We outline the approach used for the evaluation of the bilinear form ayp, in (5.14)
and the right-hand side I; in (5.15). For the quadrature rule Qr, cf. (5.12), we use
a fifth order accurate quadrature rule with positive weights on the reference triangle.
Given x € fh, the functional determinant /i, (z) can be evaluated as described above.
With these data, I, can be computed as in (5.15). For ay, lemma 5.1 and (5.10) are
used to obtain an expression for G in (5.14). The computed solution ] is normalized
such that >, 7 Q7 (4 opn fin) = 0. The discrete problem is solved with a standard
CG method with symmetric Gauss-Seidel preconditioner to a relative tolerance of
107,

We start with the case k = 1 where I}, = [',. From theorem 13.1, we know that,
for m = 2, k = 1, the H(I},)-error is bounded by ch? + ch? = O(h?). This can
clearly be observed in Table 14.3. Since the geometric errors are of the order O(h?)
we expect that the L?(T',)-norm of the discretization error is dominated by this term
and does not scale better than O(h?). The L?*(T';,)-norm discretization error is also
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level | [[u® —uf |2, factor |[|Vp (u®—uf)lr2m,) factor

1 0.1431 - 0.6911

2 0.03239 4.4 0.1636 4.2

3 7.986e-3 4.1 0.04219 3.9

4 1.968e-3 4.1 0.01054 4.0

b) 4.935e-4 4.0 2.689%e-3 3.9

6 1.230e-4 4.0 6.685e-4 4.0
TABLE 14.3

Sphere, m = 2, k = 1: Discretization errors and error reduction.

given in table 14.4 and clearly scales like O(h?).
The number of iterations needed on level [ = 1,2,...,6, is 21, 40, 68, 147, 272, 588.

level I [Ju® —ulll 2,y factor |[|[Vp,(u®—ujf)|r2m,) factor

1 0.03910 - 0.5615

2 4.541e-3 8.6 0.1319 4.3

3 6.197e-4 7.3 0.03452 3.8

4 7.772e-5 8.0 8.647e-3 4.0

5 1.006e-5 7.7 2.224e-3 3.9

6 1.243e-6 8.1 5.444e-4 4.1
TABLE 14.4

Sphere, m = 2, k = 2: Discretization errors and error reduction.

We finally considr the case k = m = 2, i.e. a higher order approximation. From
theorem 13.1, we know that H'(I},)-error is bounded by ch? + ch® = O(h?). This
order can be observed in Table 14.4. Since the geometric errors are of the order O(h3)
we expect, cf. the analysis in [5], that the L?(I';)-norm of the discretization error
is of the order O(h®). The L?(I';)-norm discretization error is given in table 14.4.
These results clearly show that this error indeed scales like O(h3). Hence our method,
based on piecewise quadratics both for the surface approximation and for the Galerkin
discretization of the Laplace-Beltrami equation, has third order convergence.

The number of CG iterations needed on level [ = 1,2,...,6, is 21, 39, 68, 147, 272,
588, which is almost identical to the previous experiment.

As a second example we take a torus instead of the unit sphere. Let

qﬁ(m):\/ﬂc§+ (,/xgﬂg_R)z_r, = (e ()= 0}

We take R =1 and r = 0.6. In the coordinate system (p, ¢, #) with

cos ¢ cos ¢ cos 6
x=R|sinp | +p | sinypcosh
0 sin 6

the p-direction is normal to I, g—ﬁ 1L T for x € T. Thus, the following solution u and
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corresponding right-hand side f are constant in normal direction:
u(zx) = sin(3¢) cos(360 + ¢),
f(z) =r7%(9sin(3¢) cos(30 + ¢))

2 : . (14.1)
— (R4 rcos(8)™*(—10sin(3¢) cos(30 + ) — 6 cos(3¢p) sin(30 + ¢))

— (r(R+rcos(f)) " (3sin(0) sin(3¢) sin(30 + ¢)).

Both u and f satisfy the zero mean compatibility condition. In the discretization

level I |lu® —ul||z2(r,) factor

0.4567 -
0.05133 8.9
0.006674 7.7
9.053e-4 7.4
1.194e-4 7.6
1.468e-5 8.1

TABLE 14.5
Torus: Discretization errors and error reduction.

SOk W N

all components are the same as in the example with the unit sphere above. We only
present the results for k = m = 2. The L?(I',)-norm discretization errors are given
in table 14.5. Again we observe the expected O(h?) behavior.

[14]

[15]
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