IZA DP No. 8217

Are Teams Less Inequality Averse than Individuals?

Haoran He
Marie Claire Villeval

DISCUSSION PAPER SERIES

May 2014




Are Teams Less Inequality Averse than
Individuals?

Haoran He
Beijing Normal University

Marie Claire Villeval
Université de Lyon, CNRS, GATE
and I1ZA

Discussion Paper No. 8217
May 2014

IZA

P.O. Box 7240
53072 Bonn
Germany

Phone: +49-228-3894-0
Fax: +49-228-3894-180
E-malil: iza@iza.org

Any opinions expressed here are those of the author(s) and not those of IZA. Research published in
this series may include views on policy, but the institute itself takes no institutional policy positions.
The IZA research network is committed to the IZA Guiding Principles of Research Integrity.

The Institute for the Study of Labor (IZA) in Bonn is a local and virtual international research center
and a place of communication between science, politics and business. IZA is an independent nonprofit
organization supported by Deutsche Post Foundation. The center is associated with the University of
Bonn and offers a stimulating research environment through its international network, workshops and
conferences, data service, project support, research visits and doctoral program. IZA engages in (i)
original and internationally competitive research in all fields of labor economics, (ii) development of
policy concepts, and (iii) dissemination of research results and concepts to the interested public.

IZA Discussion Papers often represent preliminary work and are circulated to encourage discussion.
Citation of such a paper should account for its provisional character. A revised version may be
available directly from the author.


mailto:iza@iza.org

IZA Discussion Paper No. 8217
May 2014

ABSTRACT

Are Teams Less Inequality Averse than Individuals?”

We compare inequality aversion in individuals and teams by means of both within- and
between-subject experimental designs, and we investigate how teams aggregate individual
preferences. We find that team decisions reveal less inequality aversion than individual initial
proposals in team decision-making. However, teams are no more selfish than individuals who
decide in isolation. Individuals express strategically more inequality aversion in their initial
proposals in team decision-making because they anticipate the selfishness of other
members. Members with median social preferences drive team decisions. Finally, we show
that social image has little influence because guilt and envy are almost similar in anonymous
and non-anonymous interactions.
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1. INTRODUCTION

Social comparisons are widespread in human sosiéflest individuals compare their performance,
their wealth, and their opportunities to thoseadévant others, and differences affect their wtilit
While a fraction of individuals enjoy outperforminthers, many other individuals are inequality
averse. In economic models such as Fehr and Sckr(i809) and Bolton and Ockenfels’ (2000),
which have refined Bolton’s (1991) model of fairaemequality aversion captures the fact that
people care not only about their own material pBlyof also about the distribution of payoffs
between them and others. To date, the literatuieenuality aversion has almost exclusively
considered individual preferences. Yet, groups tédgo suffer from guilt and envy when
comparing themselves to other groups. This podsilsl particularly relevant when a group feels
discriminated against by another group or whepétspectives are lower compared to others’. This
issue is important because inequality aversion éetvwgroups may lead to social conflicts.

If teams may be inequality averse, it is uncleaethbr this social preference is stronger or
weaker than in individuals. We explore this issye@tdressing three main questions. First, we
analyze whether guilt and envy in various allocatasks differ between individuals and teams.
Second, we investigate whether individuals’ inithbices, that will be aggregated in a team
decision, differ from choices made in isolatiornyaaling the role of the decision-making context.
Third, we study how social image concerns affeattelecision-making when interactions within
teams are no longer anonymous.

The first research question relates to measuriagliffierence in preferences between
individuals and teams. Many previous studies uaingriety of games have found that teams
behave more rationally and selfishly than individaee Charness and Sutter, 2012), while others

find that the difference depends crucially on ta&ure of the task and on the decision-making



procedured.g, Kocher and Sutter, 2007). These studies digxplore inequality aversion. A

recent exception is Balafoutasal (2014), who show that unitary teams expressadheesgyuilt as
individuals; they are more benevolent than indiidun the domain of disadvantageous inequality,
and they are more efficiency-oriented. Our hypdthissthat individual decisions reveal more
inequality aversion than team decisions given #haiore inequality averse individual in a team
imposes a sacrifice on all team members. Howekier process may depend on the decision-making
procedure and, in particular, on whether the anadgtyyofi team members is preserved or not during
the aggregation process.

Our second research question examines the aggregdtindividual preferences to form the
team’s decision. We compare the individual allamatiecisions made in isolation and those made
in a team environment in which unanimity is reqdite form the team decision. A purely selfish
person should make the same individual decisio®ih an isolated and a team context. However,
pro-social individuals may submit more inequalityeese proposals within a team than in an isolated
context if they believe that they are matched wéliish members to increase the degree of equality
in the team’s final decision.

The thirdquestion investigates how the degree of anonynfiié¢i individual initial proposals
in teams and their adjustment during the aggregatiocess. In real settings, collective choices by
juries, boards, and families usually result fronmiamonymous interactions. When it is common
information that a proposal emanates from a spet@im member, allocation choices are expected
to express more inequality aversion than when @sodce made anonymously, due to social image
concerns (see.g.,Benabou and Tirole, 2006) because team memberasségn personal
responsibility to a specific member. Social imagaaerns may also slow down the convergence to

a team decision, as people may be more reluctaetise their proposals in the direction of



selfishness. In contrast, anonymity may facilisdavergence to the group norm because of
deindividuation (Reichest al, 1995).

To address these questions, we have designed ratatyoexperiment that allows us to compare
inequality aversion between individuals and teas.elicit inequality aversion at the individual
level by means of allocation tasks introduced bgriBbet al (2011), specifically an Ultimatum
Bargaining Game and a Modified Dictator Game. Btegical (2011) used these tasks to test the
model of Fehr and Schmidt (1999) using a withinjsatdesign. Our contribution is to adapt this
design to elicit advantageous and disadvantage@ggiality aversion at the team level when all
team members receive the same payoff. Pairs cé{bleeyer teams perform the same allocation
tasks. The team decisions result from votes maderumunanimity rule: under a time limit, voting
is repeated until unanimity is reached. Using d&wisubject design allows us to compare
individual's decisions made in isolation and theitial proposals within a team. Thus, we
contribute to the literature on how individual pnefnces are aggregated in groups (Zhang and
Casari, 2012; Ambrust al, 2013). Another contribution is studying how sdamage affects team
preferences. Using a between-subjects design, mpae a treatment in which individual
proposals in teams are anonymous and a treatmeutitialh subjects can identify team members’
specific proposals. Furthermore, we test the pteg@izalue of our estimated guilt and envy
parameters by means of the Production Game deskgn¥dnget al (2013) both in its original
individual version and in our team environment.

We have five primary findings. First, although thigperiment was conducted in China, we find
estimates for envy and guilt at the individual lesienilar to those found in Blancat al (2011),
which was conducted in the U.K. Finding no diffezern inequality aversion between a communist

country and a traditionally market-oriented econasiyteresting because of the huge differences



in cultural and political backgrounds. Second, wd fio within- or between-subject differences
between individual and team advantageous and dasaalgeous inequality aversion. Third, the
initial proposals made by individuals in a teamteahshow more inequality aversion than the
individual proposals made in isolation by the samigjects. This effect is not driven by social image
concerns, as we find no difference between propasalle anonymously and non-anonymously.
This result stems from the fact that in the abseri¢eformation about team members’ preferences,
inequality averse individuals adjust their iniggbposals strategically in the direction of higher
inequality aversion, probably anticipating mordisblbehavior or more pressure from team
members. Fourth, the higher heterogeneity of teamipers in terms of guilt and envy increases the
number of iterations until convergence. Consistatit Ambruset al (2013), we find that in the
aggregation process, individuals with median pesfees drive the team decision, while selfish and
more inequality averse individuals converge mooabl to the proposals made by the median
members. Finally, if the guilt parameter preditis advantaged team’s behavior in the Production
Game when choices are not anonymous, the envy psgashows no predictive power in any
configuration of this game. This result suggesas this parameter captures a mixture of inequality
aversion and other motives that do not influendesb®r in the Production Game. Alternatively, it
might be that preferences are not stable acrosegam

The remainder of this paper is organized as foll&extion 2 briefly reviews the related
literature. Section 3 presents the experimentafjdesnd procedures. Section 4 analyzes the results,

and Section 5 discusses these results and concheleaper.
2. RELATED LITERATURE

Our paper connects the literature on inequalitysiga and on team decision-making. Tests of

individual inequality aversion models are first dmped at the aggregate level (Fehr and Schmidt,



1999; Bolton and Ockenfels, 2000). Then, severpkamental studies attempted to elicit inequality
aversion preferences at the individual level (&eggelmann and Strobel, 2004; Bolton and
Ockenfels, 2006; Dannenbeggal, 2007; Guttet al, 2009; Bartlinget al, 2009; Blanceet al,

2011; Yanget al, 2013). For example, using a within-subject desRjancoet al. (2011) elicit the
advantageous inequality aversion (or guilt) anddisadvantageous inequality aversion (or envy)
parameters in Fehr and Schmidt’'s model by meang@mMultiple price lists based on a Modified
Dictator Game and an Ultimatum Game. They comgagerformance of the model at both the
aggregate and the individual levels and concludeith predictive power is limited at the individua
level. Yanget al. (2013) show the robustness of the inequalitysigarmodel to efficiency concerns
and variations in payoff scales.

Some studies have further conducted within-suligsts of the predictive power of the
estimates using mixed evidence. In particular, Eingen and Strobel (2004) find no support for
either Fehr and Schmidt’s model or Bolton and Of&shmodel in a simple distribution game. In
contrast, Dannenberg al (2007) show that the guilt parameter has somé&aeajory power for
individual behavior in social dilemmas. These téstge used sequential-move prisoner’s dilemma
games (Blancet al.,2011) or public good games (Blanebal,, 2011; Dannenbergt al, 2007).

The novel production game introduced by Yan@l (2013) has the advantage of providing precise
normative standards in a rich environment offenmaye than binary choices and leaving no room
for risk attitudes. Our contribution is adjustifgetgames used in Blanebtal (2011) and the
production game of Yangt al. (2013) to elicit inequity aversion in teams.

We also contribute to the literature on group denisnaking. Many have found that teams

behave more selfishly than individuals in varioasngs (Kugleet al, 2012)%? This behavior may

1 This result holds for dictator games (Luketral, 2009), sequential games such as ultimatum (Ralner Carnevale,
1997; Bornstein and Yaniv, 1998), trust (Cox, 20Qdgleret al, 2007; Song, 2009), centipede (Bornsttial, 2004),
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be due either to the fact that people behave difihy in groups, to the higher persuasiveness of
selfish people, or to the skewness of the distidioubf preference$ Teams also behave more
rationally in non-strategic interactiohStudies have examined how inequality aversioeamts
affects the design of contracts (Bartling and vantens, 2010; Rey-Biel, 2008), sharing rules (Gill
and Stone, 2012), peer pressure (Mohetesd.,, 2008), sanction and cooperation (Masclet and
Villeval, 2008; Kdlleet al, 2011). However, the comparison between inegualiersion in
individuals and in teams has remained almost umegg@l One exception is Balafouttsal (2014),
who use a double price-list technique under batividual and team regimes. They find that teams
eliminate choices consistent with inequality avemsand spitefulness and they favor choices that
increase efficiency. They also find that efficierarjented team members are more assertive in the
bargaining process. In contrast to these authars;amnot isolate a preference for efficiency, bet w
can identify the role of image concerns in teaniggezces and we measure the predictive power of
Fehr and Schmidt's model for teams in a Produagi@mme>

The individual-team differences may depend crugiail the decision-making procedure. Most

studies use face-to-face decision-making with uricéed communication (Kocher and Sutter, 2005;

and power-to-take games (Bosntral.,2006), as well as simultaneous games such ascmydudids (Van Vuget al,
2007), beauty contests (Kocher and Sutter, 2005hKket al.,2006; Sutter, 2005), and auctions (Cox and Ha38e6;
Sutteret al, 2009; Sheremeta and Zhang, 2010; Cadai, 2011; Cheung and Palan, 2011).

2 Exceptions are as follows. Cason and Mui (1997 fhat teams of two act less selfishly than irdliils in a dictator
game. This group polarization is due more to samahparisons (which give more weight to pro-soridlviduals) than
to persuasion. Miller and Tan (2013) find lessislelfeam choices in sequential market games. KaateiSutter (2007)
find mixed evidence in a gift-exchange game. Fraraa Pointner (2013) find no difference in a dmtgame with
communication.

8 Ambruset al. (2013) argue in favor of the third explanatiangroups, median members have a stronger influence
because extremes on both sides neutralize each Bttiee median member’s preference is below tleamin terms of
pro-social preferences, it drives the group chadeeard greater selfishness.

4 Teams make fewer mistakes (Fahr and Irlenbusdt,)28uffer less from hindsight bias (Stahlbetgl, 1995),
myopic loss aversion (Sutter, 2007), and overcemii@ (Sniezek, 1992), are more risk averse (Betkalr, 2008;
Shupp and Williams, 2008) or closer to risk neitygHe et al.,2012) or take better risks (Rockenbattal, 2007).

5 There are other differences with our design. Felftk Schmidt’s experiment consists of two sessions for individual
decisions and one for team decisions. In our adkthe games are played in a single session, andlternate the order
between team and individual decision-making. Inrttesign, unanimity must be reached in five roumdsimum,
while in our case, we apply a time constraint.



Kocheret al, 2006; Kugleet al, 2007; Sutteet al, 2009; Ambrut al, 2013). Bosmast al.

(2006) find that the combination of the decisiolerand the distribution of players’ types
determines the differences. Kocher and Sutter (28I0Gw that groups behave more selfishly than
individuals in an anonymous computerized procethutenot in a face-to-face unrestricted
communication protocol. We use the unanimity rike Balafoutast al. (2014), but we do not

allow free communication. Moreover, we manipulateraymity because it may affect the process of
deindividuation within team%.

3. EXPERIMENTAL DESIGN AND PROCEDURES

3.1. The games
Individuals’ inequality aversion
To estimate the individuals’ disadvantageous anéaichgeous inequality aversion parameters as
defined in Fehr and Schmidt's model, we replicate 6f the games used in Blanebal. (2011)/
Each game consists of 21 decision problems, asrshoWwable 1. The games are played under the
veil of ignorance using the strategy metfod.

The Ultimatum Game (UG, hereafter) involves a pegg@nd a responder. The proposer must
share a pie of 400 points between himself anddbpander. He makes an offgto the responder,

keeping (400 9) to himself. If the responder rejects the offex (flnooses option A), both players

& Anonymity as a key factor of deindividuation hash extensively studied in social psychology. Téiedividuation
theory of Festingeet al (1952) predicts that the anonymity of individuads group may lower their sense of personal
identity and reduce compliance with the group ndmtontrast, the social identity model of deindivation (Reicheet
al., 1995) suggests that anonymity facilitates tignahent of the individual with the group’s prefeces.

7 Fehr and Schmidt define utility as follows; = x —le max(x, - x,0) —le max(x, - X, 0), assuming that
n-1 n-1
0< B <a, and g <1, with a representing the disadvantageous inequality avepsaoameter anflthe advantageous

inequality aversion parameter, and witandx, representing the payoffs of playémndk, respectively. In a two-player
game, utility is thus defined ddi (xi,xj) =X, (xj —xi) if X< X; andUi (xi,xj) =X —,G’i(xi —xj) if
X > X

8 Brandts and Charness (2011) survey the literdtucempare the strategy method and the direct-respmethod. A
total of 16 out of the 29 comparisons show no défifiee, four find differences and nine find mixedlence.
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earn zero. If the responder accepts the offer lfloeses option B), the share is implemented. The
proposers’ offers are restricted to multiples of [2@ding to 21 distributions from (400, 0), (380,
20), ... to (0, 400). Subjects make their 21 decsioneach of the two roles sequentially on two
separate screens to minimize interactions betweetwio decisions.

Table 1.The Ultimatum Game and the Modified Dictator Game

Ultimatum Game Modified Dictator Game
Decision Proposer's Responder’s decision Dictator’s decision
problem  decision  Option A OptionB  Option A  Option B
(400, 0) Reject Accept (400, 0) 0, 0)

(380, 20) Reject Accept (400, 0) (20, 20)
(360, 40) Reject Accept (400, 0) (40, 40)
(340, 60) Reject Accept (400, 0) (60, 60)
(320, 80) Reject Accept (400, 0) (80, 80)
(300, 100) Reject Accept (400, 0) (100, 100)
(280, 120) Reject Accept (400, 0) (120, 120)
(260, 140) Reject Accept (400, 0) (140, 140)
(240, 160) Reject Accept (400, 0) (160, 160)
10 (220, 180) Reject Accept (400, 0) (180, 180)
11 (200, 200) Reject Accept (400, 0) (200, 200)
12 (180, 220) Reject Accept (400, 0) (220, 220)
13 (160, 240) Reject Accept (400, 0) (240, 240)
14 (140, 260) Reject Accept (400, 0) (260, 260)
15 (120, 280) Reject Accept (400, 0) (280, 280)
16 (100, 300) Reject Accept (400, 0) (300, 300)

O©CoO~NOOOPR~WNEPE

17 (80, 320) Reject Accept (400, 0) (320, 320)
18 (60, 340) Reject Accept (400, 0) (340, 340)
19 (40, 360) Reject Accept (400, 0) (360, 360)
20 (20, 380) Reject Accept (400, 0) (380, 380)
21 (0, 400 Rejec Accep (40C, 0) (40C, 400

Note The first numbers in parentheses display thegseps payoffs, the second numbers the receivengffs.

In the Modified Dictator Game (MDG, hereatfter), tietator also receives a pie of 400 points
and she must decide how many of these points shidlirgg to pay to equalize payoffs between
herself and the receiver. There are 21 decisiohlenas with two options. The left option always
pays 400 points to the dictator and nothing tordoeiver. The right option gives equal payoffs to
both players and varies from (0, 0), (20, 20), ..(4@0, 400). Each subject makes a choice in the

role of a dictator.



In both games, we impose the restriction of sisgigching between the two options in the 21
problems? Specifically, in the UG, responders choose thelmmof the decision problem from
which they accept all of the proposer’s offersthe MDG, dictators select the number of the
decision problem from which they always choose kgjoaring. It was made clear to the subjects
that they could switch from the first problem ahdttthey were also allowed not to switch at all.
This ability gives each responder in the UG a singinimum acceptable offer that determines the
envy parametep. In the MDG, this ability reveals the maximum ambthat the dictator is willing
to sacrifice to implement equal sharing, whichwaBalis to estimate the guilt parameteiThese
parameters are calculated as in Blaetal, using non-linear monotonic conversidn.

The actual role in each of these games was randassigned at the end of the session, and

only one of the 21 decision problems in each game randomly selected for payment.

% Imposing single switching is in contrast with Btaret al. Of course, rational players with monotone prefees
should switch only once from Option A to Option Bdause their payoff becomes larger in the UG fladedision
problems beyond the switching point; similarly ietMDG, the egalitarian outcome is always cheapgohd this point.
However, approximately 15% of subjects switchedesaitimes in Blancet al. Imposing single switching rules out
inconsistent choices and facilitates team decisiaking. The same procedure has been applied iit¢hature to elicit
risk preferences and time consistency (see Taet#h 2010).

19 As explained by Blancet al, to determine a near point estimategnf for each individual, we can suppose thiais
the minimum offer respondéis willing to accept and’;- 20is the highest offer thatrejects. A responder is indifferent
between accepting an offq D[s - ZO,S{] and rejecting it. Thug, (3 ,400- 3) =5-a, (400—3 —3) =0, which
gives , _ § .

" [2(200-5)]
Determining a near point estimateﬁ for each individual requires identifying the déais(x;, %) for which the
dictator in the MDG is indifferent between sharegually and keeping her 400 points. If she swit¢che=qual sharing

at (Xl,xl) she prefers (400, 0) ovéb(i' - 20,Xi' - 20) but (Xl,xl) over (400, 0). Thus, she is indifferent between

(400, 0) an((fcl.,fci), where %, e[x,'-20,x,'] and X D{ 0,_,,,40(). So, 3, is estimated from the equation

U,(400,0)=U,(x,,%,) iff 400-4008 =%, , which givesﬁizl_zt%_

We assumg = s -10 and ¥, = x,'-10. For the responders who accept asi#200 in the UG, we only know that
a2 4.5, and therefore we consider arbitrarily tmaltz 4.5, and ifs’i= 0, we setq; = 0. Similarly, we set3 =0
for subjects who prefer (400,0) to (400,400) bubwglerhaps would havg <0, and we set,Bi = Ifor subjects who
prefer (0,0) over (400,0) but who perhaps wouldehgv>1 because we cannot observe a switching point.

10



In addition, we used the Production Game (PG, lim®af Yanget al (2012} to test the
predictive power of the inequality aversion estiesdrom the UG and the MDG for individuals and
teams. The PG involves two workers, A and B, wieiarcharge of departments 1 and 2,
respectively. Each worker chooses an effort lezeliteger between 0 and 100, multiple of 10) that
determines the production of his department,

pi(e;) = 4e; —e?/100,i = A, B

The effort of each worker in his department cowdisi both his payoff and his co-worker’s
payoff. Indeed, the total income in this game idained by four elements. (1) A’s fixed salasyy,
is 200 points for A and 0 points for B. (2) Bonudelpends on A’s production in department 1: this
production is equally divided between A and B.B8hus 2 depends on B’s production in
department 2: this production is also equally sthéwetween A and B. (4) Effort is costly: each unit
of effort in one’s department costs 2 points tondl & point to B. The total income is therefore équa
to the sum of the basic salary and half of Bondsasd 2 minus the cost of effort, that is,

mi(eq ep) = s; + %Zj=A,B pj(e) —eici,i = A,B.

Because worker A always earns more than B regardiethe combination of efforts, the
prediction is that worker A’s effort should depguukitively on his degree of guilt, while the effort
of worker B should depend negatively on his degifesnvy.

Subjects must make two simultaneous effort decssiorthe role of A and B, as indicated in
Figure Al in Appendix 2. For each decision, thejsciis can use a calculator on their screen to

explore the consequences of any possible combmafieffort exerted by A and B before

11 Wwe are grateful to the authors for sharing theiree code for the PG with us.
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validating their two effort choice’.As before, the actual roles in the pairs are ramgassigned

only at the end of the session.

Inequality aversion in teams
To elicit team inequality aversion, we paired tearhthree individuals who play a collective
version of the previously described Ultimatum anddified Dictator Games. We also implemented
a team version of the Production Game to study drdeam inequality aversion elicited with the
UG and the MDG has predictive value. We use theesables as for individual decisions. To hold
the players’ monetary incentives comparable adraigidual and team conditions, the payoffs
achieved in the team games are paid to each teanbeneFor example, if the selected decision in
the DG pays 400 points to the dictator team andeleaothing for the receiver team, each of the
three dictator team members earns 400 points astd@dhe three receiver team members receives
0. The actual role of a team in each game was ralydassigned at the end of the session, and one
decision problem in each of the UG and the MDG raaslomly selected for payment.

The unanimity of team members is required to fdmmteam decisiot? All of the members of
a team must agree on i) the offer proposed todgbpander team in the UG; ii) the number of the
decision problem from which the team accepts athefproposer team'’s offers in the UG,; iii) the
number of the decision problem from which the dmtéeam always chooses equal sharing in the
MDG; and iv) the efforts of working teams A andrBthe PG. Precisely, in each game, the team
members must simultaneously submit their individaraposal for the team decision. Once the three

proposals have been submitted, they are displayd¢kdeoteam members’ screens. If they are not

12 A subject’s screen displays his effort level, biomus from his department, his effort cost anddtisl income. The
bonus from the other department cannot be displbgeduse it depends on the other worker's efftw.consequences
of this other effort could be explored in the riglanel of the screen.

13 Many papers on group decisions impose unanimity,(8utter, 2005; Kocher and Sutter, 2005, 200p$ and
Williams, 2008; Luhan et al., 2009; Sutter et 2009). Some use the majority (Baletral,, 2008; Harrisoret al, 2012)
or the median (Bischoff and Krauskopf, 2013). Ostedlow for unrestricted deliberation (Cason and,M@97;
Bornsteinet al, 2004; Bosmaet al., 2006; Schupp and Williams, 2008; Ambeisl., 2013).

12



identical, a new round starts and each member sulshit a new proposal. It is made clear that
members are allowed to submit the same proposaltas previous round. This procedure is
repeated until all team members submit identicappsals. The number of rounds is unrestricted
within the limit of 10 minutes for each team’s d&an. In case unanimity has not been reached after
the 10 minutes have elapsed, it is common infownatiat the computer selects one of the possible
decisions at random.

One advantage of our design is that for each syhjecare able to observe his individual
decision made in isolation, which should revealitger preference, his initial proposal in the team

bargaining, and his final decision as aggregatetierteam decision.

3.2. Treatments and matching protocol

The experiment consists of three main treatmenigyusbetween-subjects design. Each treatment
includes five parts that allow us to make withifjget comparisons across parts. In all of the
treatments, Parts 1 and 2 correspond to the ond=8h@nd MDG played individually, whereas
Parts 3, 4 and 5 differ across treatments.

The I-I (I for Individual) treatment involves only individual decision-magiParts 3 and 4
replicate Parts 1 and 2 (UG and MDG) and Part Sistsof the individual PG.

The I-AT (AT for Anonymous Teantdeatment introduces collective decision-makin@arts 3
and 4 (UG and MDG) and in Part 5 (PG). Playersatdknow whom they are interacting with, and
there is no possible identification of team members

The I-NAT (NAT for Non-Anonymous Tegrireatment is identical to the I-AT treatment with
two exceptions. First, we lift anonymity within tkeam: at the beginning of Part 3, players are told
that the three participants seated in the samésdang to the same team, with identification

numbers |, 1, and Il assigned to the playerseeai the left, middle and right of the row,

13



respectively. Second, the number of the player agpeext to his proposals so that teammates can
trace the evolution of a player’'s proposals acrosads. In contrast, players receive no information
on the composition of the team they are paired wa#ith on the proposals made within the other team.
This treatment is designed to measure whethealessymity in social interactions affects guilt and
envy.

We also conducted a reverse-order control treatndenbted as the NAT-I treatment. Its
content is similar to the I-NAT treatment, excdpdttthe appearance order of Parts 3 and 4 and Parts
1 and 2 is reversed. Comparing decisions in teettnent and in the other treatments indicates
whether the sequence of tasks in either an indafidua team context mattefsin particular, we
can identify social influence or persuasion by ging whether decisions made in isolation after a
team decision differ from those made before thetbargaining.

In each treatment, the appearance order of therdiGhee MDG was randomized across
sessions, but the appearance order of the two gaasekeld constant in Parts 1 and 2 and in Parts 3
and 4 in the same session. A perfect stranger magtgiotocol rules out reciprocity and reputation
building across parts. Each team was paired witififerent team and each individual was paired
with a different player across parts. In contrdst,composition of each team was kept constant
across the parts with collective decisions.

Table 2 summarizes the key features of our expetiaheesign.

14 For example, Bakest al. (2008)conduct a three-stage individual-group-individuedisenced lottery-choice
experiment and find that the individual decisioresda in the first and the third stages differ. Hoarethe effects of
group decision-making and learning cannot be disggied. To avoid this problem, we replace thisdfpbase process
with three two-phase sequences (I-I, I-NAT and NIAT-
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Table 2. Summary of the experimental design

Treatment Part 1 Part 2 Part 3 Part 4 Part 5
-1 Individual Individual Individual Individual Individual
UG/MDG MDG/UG UG/MDG MDG/UG PG
AT individual ~Individual 1547 Team MDG/UG  Team PG
UG/MDG MDG/UG . Anonymity Anonymity
Anonymity
I-NAT Individual Individual U-Grfh‘jllgG Team MDG/UG Team PG
UG/MDG MDG/UG . No anonymity  No anonymity
No anonymity
Team Team L L
Individual Individual Team PG
NAT-I UG/MDG MDG/UG UG/MDG MDG/UG No anonymity

No anonymity No anonymity

Note UG for Ultimatum Game, MDG for Modified Dictat@ame, and PG for Production Game.

3.3. Procedures

The experiment was conducted at the laboratoryegfrig) Normal University. A total of 336
volunteers were recruited via announcements obuhetin board system and in teaching and
accommodation buildings of local universities. Tdegere split into 24 subjects participating in
each of 14 sessions (2 sessions with I-1 and 4 eatth of the I-AT, I-NAT and NAT-I treatments).
In total, we obtained 48 individual observationstfte I-I treatment and 32 team observations (96
subjects) for each of the I-AT, I-NAT and NAT-I &tnents. Due to an inability to reach unanimity,
we lost a few team observations either in the obléne dictator in the MDG (1 in both I-AT and
NAT-I) or in the role of the proposer in the UGifdl-AT and 2 in NAT-I).

The experiment was computerized using z-Tree (Beciher, 2007). Upon arrival, the
participants were assigned randomly to a compaternihal. Each part was introduced sequentially
after completion of the previous one. Instructitorseach part were not distributed until the
beginning of that part and questions were answiarpdvate (see Appendix 1). Subjects were given
no information about the number of parts and tleegived no feedback on the outcome of any part
until the end of the entire experiment.

Sessions lasted approximately 90 minutes. Partitsp@ceived in cash the sum of their

earnings for all parts from an assistant who wasam@re of the content of the experiment. This was
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common information offered in the instructions.tlRgrants earned on average 82.70 Yuan (about

$13.65), including a 10-Yuan show-up fee.

4. RESULTS

First, we report descriptive statistics on the efamersion to disadvantageous inequalijyand

guilt (aversion to advantageous inequajfyparameters in individuals and teams. Second, we
compare inequality aversion for individuals andrisacross treatments. Third, we explore the
process that leads to unanimous team decisions.\wadest whether the guilt and envy parameters
predict behavior in the Production Game.

4.1. Guilt and envy in individuals and teams

Table 3 displays for each treatment the distrilbutbthe two parameters using the same intervals as
Fehr and Schmidt (1999) and Blaretcal (2011) based on the individual decisions, théviddal
initial proposals in team decision-making, andtéaan decisions.

At the extreme ends of the distribution, we fin@dddf subjects witlx=0, 10% of subjects with >

4.5, 8% of subjects with=0 and 5% of subjects wiffr1.

Table 3. Distribution of the: andp parameters for individual and team decisions,nbgrvals and
treatment

Envy parameterd Guilt parameter )
0<0.4 0.40<0.92 0.920<45 450 p<0.235 0.2358<0.5 0.5

Fehr and Schmid1999) 30% 30% 30% 10% 30% 30% 40%
Blancoet al. (2011) 31% 33% 23% 13% 29% 15% 56%
Our data
Individual Al o 0 0 0 0 o o
decisions  treatments 35% 24% 31% 10% 23% 23% 54%
Individual I-AT 26% 18% 37% 19% 16% 18% 66%
initial I-NAT 25% 19% 45% 11% 15% 20% 66%
proposals NAT-I 30% 18% 37% 16% 27% 32% 41%
Team [-AT 21% 29% 39% 11% 13% 19% 68%
decisions I-NAT 22% 25% 47% 6% 16% 25% 59%

NAT-| 33% 23% 40% 3% 29% 32% 39%
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Using point estimates, Mann-Whitney rank-sum t@€k8N hereafter)'® indicate no significant
difference between the valuesooéndp calculated from individual decisions in our expegithand
those reported in Blanaat al (2011) p=0.594 fora andp=0.878 forp).16:1’Kolmogorov-Smirnov
tests indicate that the distributions of each patamn the two samples are similpr(.234 fora
andp=0.562 forp). Table 4 reports the mean values of the guiltemd/ point estimates based on
the same three types of decisions, by treatment.

Table 4 reveals an inverted U-shaped trend of tranian botha andg from individual
decisions to individual initial proposals, and framitial proposals to team decisions in all
treatments with team decision-making, regardlegshebrder of decisions. Indeed, the mean values
of o andp are always higher in the individual initial proptsseompared to both the individual and
the team decisions. Individuals appear to makevernage more inequality-averse initial proposals

in teams than when they decide in isolation.

15 All the reported non-parametric tests are twoethilunless specified otherwise. Each individuaggione independent
observation in the individual decisions and inipabposals, while each team gives one independmsreation for the
team decisions. It should be noted that consideyirgj-10 and;cl_ =x,-10 in the calculation of the envy and guilt

parameters is an approximation that does not impaatesults of the non-parametric statistics beedley are based
on ordinal rankings (see Blanetal.,2011).

18 In the UG, the mean individual offer is 40% of thie (the same in teams) and 32.74% of the sub{@8t83% of
teams) chose the equal split. In Blamtal., these percentages are respectively 40% and BB&anedian and mean of
both the individual and team acceptance threshmicespond to decision problem #6 (300, 100). InMiXG played in
isolation, the average switching point is at decigiroblem #12 (220-220) (the same in teams) ant4382 of the
subjects (27.27% of teams) switch to the egalitaoiption before decision problem #10. In Blaet@l., where subjects
must share a pie of £20, the mean was also degsalilem #12 (£11-£1ds £20-£0), but 43% of the subjects switched
in the range (£0-£0) to (£9-£9). This comparisatidates some but no dramatic differences betwedividual and

team decisions in our experiment and between iddalidecisions in our data and those reported am&jet al

17 In the absence of individual data to compare Withr and Schmidt (1999), we conducted Chi-squarss tike
Blancoet al. with the aggregate data for the distributionatpatages in the different categories. We findigaiicant
difference between the distributionscofindg in our experiment and those reported in Fehr aroirdt (1999)
(p=0.785 fora andp=0.140 forp).
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Table 4. Mean values of tlheandf parameters for individual and team decisionsyégtment

Treatments Individual decisions  Individual initial proposals Team decisions
Mean S.D. Obs. Mean S.D. Obs. Mean S.D. Obs.
Envy parameterd()

-1 1.07 1.43 48 - - - - -
I-AT 129 1.53 84 1.68 1.67 84 1.34 143 28

I-NAT 1.04 1.29 96 1.49 1.46 96 1.29 126 32
NAT-I 1.10 1.40 90 1.47 1.59 90 1.12 1.27 30

Guilt parameter )
[-1 0.45 0.28 48 -

I-AT 051 029 93 0.54 0.28 93 051 o020 31
I-NAT 045 027 96 0.53 0.26 96 050 021 32
NAT-I 0.36 0.29 93 0.39 0.24 93 035 022 31

Note S.D. stands for standard deviations. The numbé&gamn observations is different famndg because the number
of teams reaching unanimity differs in the UG amgl MDG.

The joint distributions of the andg parameters in each treatment and for each typeas$ion
are displayed in Figure A2 in Appendix 2. Spearmmamelation coefficients indicate thatandg
are not correlated in either individual decisiangjal proposals or team decisions in any treatimen
(p>0.100 in all cases). This result is consistenh\Bilancoet al but in contrast with Fehr and
Schmidt’s assumption. Finally, when pooling treattsegogether, we find that 40% of the subjects
violate Fehr and Schmidt’'s assumption thatp when making individual decisions. This violation
occurs for 33% of the team decisions in I-AT, 34%-NAT and 28% in NAT-I. Wilcoxon signed
rank tests (W, hereafter) on the difference in rsdaneach treatment indicate that teams are not
significantly more or less likely than individuatshavea > g (p>0.100).

We state our first results as follows:
Result 1. Despite exposure to different cultural, politieald economic institutions, our subjects in
China exhibit levels of advantageous and disadgaotas inequality aversion similar to the

European subjects in previous experiments.

Result 2: There is an inverted U-shaped trend in bodndg from individual decisions to
individual initial proposals within teams and tame decisions.

We next turn to a statistical analysis of the défeces across subjects and treatments.
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4.2. Within- and between-subject comparisons
Within-subject comparisons in each treatment
The I-I treatment shows no significant differenceahe values o#& (W testsp=0.453) ang?
(p=0.929) between the two sequences of individualkd®ts. In the other treatments, the only
significant difference between individual and tedacisions is found in I-NAT for the guilt
parametep, which is higher in team$£0.059). These results differ from the common firggiin
the literature stating that teams behave moresédjfthan individuals. This result does not mean,
however, that team decisions are simply the meamdofiduals’ preferences. Indeed, individual
initial proposals differ from both decisions madasolation and from the final team decision.
Comparing the individual decisions made in isolatmd the individual initial proposals in
teams reveals significant negative differencedfith parameters. RegardingWilcoxon signed
tests indicat@-values of 0.005 in I-AT, 0.001 in I-NAT and 0.0tONAT-I. The respective-
values forg are 0.033, 0.001 and 0.588. Thus, in most casesnitial proposals in teams reveal
more envy and guilt than the individual decisioredmin isolatior® This result can be attributed to
two reasons. Inequality averse individuals maycgpdie that other team members are more selfish
(recall that subjects receive no information alibetpreferences of their team members). Thus,
inequality averse individuals may strategicallymitimore inequality averse proposals to
compensate for the expected more selfish decisibathers, whereas selfish subjects can adjust
their proposals toward only one direction. Alterally, behavior may be driven by social image
concerns because proposals are shown to team neerflibe second interpretation is correct, then
we should observe significantly larger differenbesveen individual decisions and initial proposals

in I-NAT and I-AT. However, Chi-squared tests reéje difference between the two coefficients

18 This result is largely confirmed by the randomeet§ interval regressions and Tobit regressionsrteg in Table Al
in Appendix 2 in which we study the sensitivitys&indp to the type of decision by treatment. Detailed tssfuiom the
post-regression tests are shown in Table A2.
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for botha (p=0.729) ang’ (p=0.148). This result provides stronger supporhtodtrategic
interpretation.

Finally, comparing the individual initial proposalad the final team decisions reveals
significant positive differences forin I-AT (p=0.010) and NAT-11§=0.023), but not in I-NAT
(p=0.158). In most treatments, the aggregation peoges/es teams towards less envious decisions.
In contrast, aggregation does not significantly ifyotthe guilt parametef (p=0.196 in I-AT, 0.282
in I-NAT and 0.394 in NAT-I).

Between-subject comparisons across treatments

We can first rule out the possibility that the difnces between treatments are due to sample
specificities. Pairwise comparisons show no sigaiit difference in the guilt and envy parameters
derived from individual decisiond.There is no significant difference either when paning the
second set of individual decisions in |-l and tham decisions in I-AT (M-Wp=0.142 fora, 0.266
for p) and I-NAT (=0.110 fora, 0.398 forp). In contrast and consistent with the within-sabje
analysis, M-W tests indicate significant differeat®tween the second set of individual decisions in
I-I and the individual initial proposals in I-AT£0.036 fora, 0.068 fors) and I-NAT (©=0.032 for

a, 0.080 forp). Because we find no significant difference bemveAT and I-NAT as regards both
the individual initial proposals (M-W tess50.719 fora, 0.834 forf) and the team decisions
(p=0.940 fora, 0.754 forp), it is unlikely that social image motivates thigtter inequality aversion
in initial proposals within teams.

Finally, we compare the I-NAT and the NAT-I treatmteeto explore order effects. Starting a

session with team decision-making reduces peoglelsin initial proposals and in team decisions

19 M-W tests give the following-values fora: 0.673 for I-lvs. I-AT, 0.841 for I-lvs. I-NAT, and 0.650 for I-ATvs |-
NAT. The respective values f@rare 0.277, 0.942, and 0.221. Using instead Fislexact tests for categorical
outcomes gives the same qualitative conclusiongslkal-Wallis tests for I-¥s. I-AT vs. I-NAT indicatep=0.867 fora
and 0.386 fop.
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(M-W tests,p<0.001). Guilt in individual decisions is also lawehen individual decisions follow
team decisiongp€0.031) than when they precede them. We cannoteveryconclude with

certainty that this result stems from social infation or persuasion when others’ preferences are
revealed by the aggregation process. Indeed,iguilitial proposals in NAT-I is also lower than

that in individual decisions in the treatments imet team decision-making follows decisions made
in isolation. In contrast, the degree of envy réegdy individual decisions, initial proposals and

team decisions is not affected by the order oftbasions (=0.990, 0.613, and 0.455, respectively).

An econometric analysis of envy and guilt in indiingls and teams

Table 5 reports Tobit regressions (because dateessored) that investigate the determinants of the
envy parametex (models (1) to (4)) and the guilt paramegtémodels (5) to (8)) as determined by
the individual decisions from all treatments, bg thdividual initial proposals and by the team
decisions in the I-AT, I-NAT and NAT-I treatmentdodels (4) and (8) pool the data from the
individual decisions and individual initial propds@ teams and include an independent dummy

variable for individual decision-makirt§.

20 We also estimated interval regressions (see Tabla Appendix), which provide qualitatively similaesults.
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Table 5. Tobit regressions of the envy and guitapeeters, by treatment

Envy parameterd) Guilt parameter £)
Indiv. Ind. initial Team P(;):(I)gesqolgdév. Indiv. Ind. initial Team P(;)OI?Q |nd8|Lv.
decision proposal decision indi ISl itial decision proposal decision decision
1) @) 3) indiv. initia ) ) 7 indiv. initial
proposal (4) proposal (8)
Team decision first 0.024 -0.103 -0.158 -0.145 -0.120**  -0.069*** -0.088** -0.152%**
(NAT-I treatment) (0.158) (0.165) (0.221) (0.186) (0.034) (0.027) (0.039) (0.033)
Non-anonymity - 0.032 0.230 - - 0.004 0.060 -
(0.171) (0.399) (0.027) (0.065)
Individual decision- - - - -0.435* - - - -0.080*
making (0.232) (0.042)
Number of males in the - - 0.150 - - - -0.016 -
team (0.225) (0.035)
Number of males in the - - -0.056 - - - -0.023 -
team * Non-anonymity (0.268) (0.042)
o in individual decision - 0.644** - - - - - -
(0.036)
£ in individual decision - - - - - 0.635*** - -
(0.032)
Team meam in - - 0.817*** - - - - -
individual decision (0.086)
Team meaf in - - - - - - 0.831*** -
individual decision (0.085)
Male -0.004 0.202 - 0.119 -0.059* -0.032 - -0.063**
(0.152) (0.144) (0.172) (0.033) (0.023) (0.031)
Rural register -0.160 0.073 - -0.052 0.038 0.072** - 0.078**
(0.159) (0.154) (0.180) (0.034) (0.024) (0.032)
Number of close 0.029 0.050 - 0.063* 0.015** 0.008 - 0.016**
friends (0.031) (0.030) (0.035) (0.007) (0.005) (0.006)
Acquaintances in the -0.090 -0.174 - -0.279 -0.035 0.044* - 0.012
session (0.155) (0.148) (0.175) (0.034) (0.023) (0.032)
Boarding school 0.184 0.175 - 0.360* 0.021 0.018 - 0.042
(0.167) (0.158) (0.188) (0.037) (0.025) (0.034)
Other controls Yes Yes No Yes Yes Yes No Yes
Observations 318 270 90 318 330 282 94 330
Chi-squared test 0.976 0.000 0.000 0.249 0.095 0.000 0.000 0.000
Log-likelihood -564.107 -427.932  -129.671 -582.510 -125.663  34.909 35.454 -87.571

Notes Marginal effects are reported and standard ewrioesin parentheses. *** indicates significancehat 0.01 level, ** at the 0.05 level, * at the 0l&el.
The other control variables include age, Han ethpniciumber of siblings, importance of social imadeving already participated in an experiment,
occupational activity while studying, being a membithe Communist party, studying economics, yedmsducation, family size, number of siblings,dnte.
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The independent variables include a dummy varisbt®ntrol for order effects between
individual and team decision-making and a dummyalde to capture the influence of
anonymity (except in the regressions on individiedisions). In the regressions on initial
proposals, we include the respective point estisnate (model (2)) angt (model (5)) from
individual decisions. In the regressions on teanisitens, we include the respective mean value
of a (model (3)) angt (model (6)), as determined by the three teammaitdg/idual decisions.

We control for the gender composition of the teauth imteract this variable with the non-
anonymity of the proposals. Finally, except for tegressions of the team decisions, we control
for various demographic variables detailed belowable 5, and we only report those that reach

significance.

Table 5 confirms that individuals express moretqnid envy in their initial proposals
within teams than when they decide in isolatiore (s@dels (4) and (8)). Naturally, more
inequality aversion in individuals increases the-pociality of teams (see models (3) and (7)).
Table 5 also reveals that anonymity within teanigedrneither guilt nor envy is lower when
team decisions are made at the beginning of thererpnt rather than later and when decisions
made in isolation follow team decision-making. Hiyyeonly a few demographic variables are
significant. In particular, males express lesstgailndividual decisions than females, whereas
being a rural resident, attending a boarding scfroekning living in a dormitory) prior to
entering university, having acquaintances in ttesis& and more close friends all increase
advantageous inequality aversion.

This analysis is summarized in the following result

Result 3: The envy &) and guilt f) parameters are similar for individual and teamsiens.

Result 4: Individual initial proposals in teams reveal mgrelt and envy than individual
decisions made in isolation. This result is dribgrstrategic reasoning in the absence of
information about others’ preferences rather thasdzial image or social desirability.
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4.3. Aggregation of individual choices in teams
We now explore the aggregation of preferencesamgeby means of two measures. The first
measure is the number of proposal rounds neededh unanimity, which captures the tension
in the team. The second measure is the converggees from an individual's initial proposal
to the team decision, which describes how fastritiidual proposals were aggregated into a
team decision. The speed is given by the mean atiestistance (described by the number of
decision problem) between an individual’s initiabposal and the team decision divided by the
number of rounds. A high value for this variableame a quick adjustment between more
divergent decisions. We exclude four teams for whine initial proposals were already
unanimous and eight teams that did not reach unignim

When we pool the three team treatments, it takesverage 4.44 rounds (S.D.=3.77) to
converge to a team decision on the acceptancéhtticem the UG and 4.14 rounds (S.D.=2.11)
to converge to the dictator’s decision in the MBI@hese values do not differ significantly (W
test,p=0.327). The mean convergence speed is 0.89 smitqgiuint per round in the UG
(S.D.=1.49) and 1.37 (S.D.=2.07) in the MDG. Thigedience is significantp<0.001): dictators
adjust more quickly than responders in the UG, sstygg that guilt is a weaker preference than
envy. Comparing the I-AT and I-NAT treatments rdse® significant difference based on
either the number of rounds or the convergencedspeehe responders’ acceptance threshold in
the UG (W test$p=0.85 and 0.91, respectively) or the dictatorsisiea (p=0.29 and 0.50,
respectively).

Table 6 reports four regressions in which the ddpehvariable is either the number of

rounds until convergence (Tobit models (1) and?¢3)) the convergence speed at the team level

2! For the team acceptance decision in the UG, thabeu of rounds is 4.74 in I-AT, 4.19 in I-NAT and4 in
NAT-I, and the convergence speed is respectivél$,10.81 and 0.85. For the team dictator decisithrespnumber
of rounds is 3.68 in I-AT, 4.13 in I-NAT and 4.61 NAT-I, and the convergence speed is respectivé&ly, 1.41
and 1.18.

22 Using negative binomial count data models inste#fatie Tobit models delivers the same qualitatesuits.
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(OLS models (2) and (4)). Models (1) and (2) adsitbe responder team’s acceptance threshold
in the UG and models (3) and (4) address the dictaam’s decisions in the MDG. The
independent variables include the mean, variandesk@wness of the three individual initial
proposals in the team. They also include contiaigte order of the conditions (equal to 1 for
NAT-I and O for the other treatments), the non-gmaity of proposals, the number of males in
the team and a variable interacting the last twaalbées.

Table 6. Determinants of the number of proposalndsuand convergence speed in team
decisions

Envy parametery Guilt parameter £))
i Number of Convergence Number of Convergence
Variables proposal v dg 5 proposal rounds v g 4
rounds (1) speed (2) 3) speed (4)
Mean of initial proposals -0.155 -0.011 0.114* -0.058*
(0.159) (0.031) (0.062) (0.030)
Variance of initial 0.077*+* 0.039*** 0.015* 0.022**
proposals (0.029) (0.006) (0.007) (0.003)
Skewness of initial -1.407*** 0.102 0.405 -0.005
proposals (0.610) (0.115) (0.320) (0.154)
Order of conditions 0.445 -0.033 0.301 -0.040
(0.802) (0.158) (0.485) (0.236)
Non-anonymity -1.894 0.117 1.770** -0.273
(1.387) (0.271) (0.794) (0.378)
Number of males in the -0.531 -0.008 1.260*** -0.308
team (0.803) (0.153) (0.413) (0.198)
Number of males in the 1.178 -0.214 -1.106** 0.190
team* Non-anonymity (0.945) (0.183) (0.509) (0.244)
Constant - 0.613* - 1.775%*
(0.301) (0.433)
Observations 86 86 94 94
Left-censored obs. 29 - 16 -
Chi-squared test 0.014 - 0.002 -
F-test - 3.30e-07 - 3.23e-07
Pseudo-R/R? 0.045 0.415 0.058 0.386
Log-Likelihood -187.579 - -184.648 -

Notes The regressions include only teams that reachadimity with at least two rounds of proposals.
Models (1) and (3) are Tobit regressions and Mo@@Isand (4) are OLS regressioMarginal effects a
reported and standard errors are in parenthesemditatessignificance at the 0.01 level, ** at the O
level, * at the 0.10 level.

Table 6 reveals that a higher variance in theahgiroposals increases both the number of
rounds needed to reach unanimity and the conveeggmeed in both games. The skewness of
the initial proposals reduces the number of rododsonvergence but only for the envy

parameter. Higher mean initial proposals.(lower guilt) marginally increase the number of
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rounds and decrease the convergence speed oftctatods’ decisions. Table 6 also shows that
abandoning anonymity increases the number of ronedded to converge to the dictator choice.
Because initial proposals were not higher in tloisdition, this result suggests that people are
less prepared to make concessions when their chareemade visible to others, which supports
the deindividuation theory of anonymity of Reicle¢al (1995). This effect is primarily driven

by females, as it is largely reduced when the teahndes more males. In contrast, when
decisions are anonymous, having more males inm ireereases the number of rounds.

Finally, we study who, among the selfish or thegunaity averse subjects, are converging
more rapidly to the team decision. In each team¢hlassify the players based on the median of
the initial proposals, and we calculate for eacy@t the number of rounds until this player
proposes the team decision. We find that, on aegithg median member needs 1.48 and 0.87
fewer rounds to reach the team decision than tgeplwhose initial proposal is the least
inequality averse in the team for th@andg parameters, respectively (M-W tegis0.001 in
both cases). He also needs, respectively, 1.02 &2dfewer rounds than the player whose initial
proposal is the most inequality averpe@.001 in both cases). This result indicates thatnt
decisions are driven by the median players, wighrtiore extreme players in terms of inequality
aversion neutralizing each other. We also conglitiemean absolute distance between the initial
proposal and the team decision. This distanceyrgfsiantly smaller for the median player
(0.398 fora and 0.048 fop) than for the player who made the least inequaligrse initial
proposal in the team (0.940 ferand 0.235 fop) or for the player who made the most inequality
averse proposal (1.828 ferand 0.273 fop) (p<0.001 in all comparison tests). This result
indicates that members with a higher degree ofuakiy aversion make more concessions than
the others, possibly because we have seen thatehdyo inflate the inequality aversion of their
initial proposals compared to their individual dgens. Finally, the move toward more selfish

team decisions can be partly explained by thetfattmedian team members make on average
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less inequality averse initial proposals than tleam at least for theparameter (mean
difference=0.110p=0.064) if not fors (mean difference=-0.00p=0.401). These results are
consistent with those of Ambres al. (2013).

This analysis supports the following results.
Result 5: A higher heterogeneity of team members’ prefeesnn both games slows down the
convergence to unanimity, while anonymity accekssdhe convergence for the dictator team
choice.
Result 6: The aggregation process is driven by the teamlmeesrwith median preferences, as

the most and the least inequality averse subjextalize each other. More inequality averse
individuals make larger concessions than the others

4.4. Predictive power of the inequality aversiomgraeters in the Production Games

In the last section, we examine the predictive paf®ur inequality aversion measurkeandf
in the Production Games. Yaergal (2012) predict that because worker or team A ybnearns
more than worker or team B in the PG, effort shalddend exclusively and positively on the
degree of guilt (witke, = 2008,). We find that worker A’s effort levels (mean=57,71
S.D.=31.09), initial proposals (mean=59.27, S.D.53Pand team effort levels (mean=58.95,
S.D.=29.75) are all significantly higher than 0 {&¢ts p<0.001), providing evidence of guilt.
The model predicts that the effort of worker omteld should depend negatively on the degree of
envy (witheg = 100 — 100ag). We observe that worker B’s effort levels (mea®33,
S.D.=19.93), initial proposals (mean=86.81, S.D.82Pand team effort levels (mean=93.54,
S.D.=12.65) are all significantly lower than 100 {#$tsp<0.001), showing evidence of envy.
In contrast to worker A, worker B agrees on higéiéort in the team compared to the initial
proposals (W test<0.001).

Table 7 reports various Tobit regressions. The et variable is the effort levels of
worker A,ea (model (1)), and worker By (model (2)), in the individual PG. The independent
variables include the individualandg parameters. Models (3) and (4) for the team PGuael
the teanu andg parameters and dummy variables for each treatri®NAT being the reference
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category). Models (5) and (6) augment models (8) (@, respectively, with interaction terms

betweenx andp and each treatment because their impact mightrditfeoss treatments.

Table 7. Determinants of effort levels in the indival and team Production Games

Individual Production Game

Team Production Game

ea(l) es(2) ea(3) es (4) e (5) es (6)
Envy parameterd) - -1.139 - -1.279 - -1.090
(1.852) (1.031) (1.733)
Guilt parameterf) 23.575 - 43.308*** - 18.839 -
(15.305) (12.974) (21.388)
I-AT treatment - - -8.705 1.800 1.075 2.306
(6.876) (3.193) (17.217) (4.809)
NAT-I treatment - - -7.923 1.229  -39.215%* 1.536
(7.194) (3.101) (13.973) (4.547)
o*1-AT treatment - - - - - -0.346
(2.436)
o*NAT-I treatment - - - - - -0.223
(2.511)
F*1-AT treatment - - - - -18.466 -
(31.870)
L*NAT-I treatment - - - - 81.006*** -
(29.438)
Observations 48 48 94 20 94 90
Right-censored obs. 9 28 18 64 18 26
Pseudo R 0.006 0.002 0.017 0.006 0.031 0.006
Log-likelihood -201.773  -118.300 -392.174 -158.208 -386.707 -158.197
Chi-squared test 0.137 0.540 0.003 0.593 0.000 0.860

Note These regressions are Tobit models. Marginakeffare reported and standard errors are in passgh***
indicates significance at the 0.01 level, ** at thé5 level, * at the 0.10 level. Teams that did m@ach unanimity

are excluded.

Table 7 reveals thatandp fail to predict behavior in the individual PG. Te®’s effort is

also not affected by (see models (4) and (6)). In contrast, model i@\s that the guilt

parametep has significant explanatory power for team A’s gffrovision, although its

magnitude is merely close to half of the theoréticadiction. Model (5) reveals that this effect

is driven by the NAT-I treatment. Team effort insttreatment is significantly lower than in I-

NAT, but the dominant effect gfin NAT-1 makes effort in the two treatments congide,

which supports our last result.

Result 7: The guilt parametef predicts the advantaged teams’ behavior in thdutmn Game,
but only when choices are not anonymous. The eavgmetew fails to predict behavior in any

configuration of the Production Game.
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5. DISCUSSION AND CONCLUSION

Charness and Sutter (2012) write that teams ass fiehavioral than individuals” because they
are more likely than individuals to make decisifwibowing standard game-theoretic predictions.
This claim does not reflect our findings here. Canmpg behavior in an Ultimatum Game and in
a Modified Dictator Game when people make individiecisions and when they are part of a
team does not reveal significant within- or betwsahject differences in the degree of envy or
guilt between individuals acting in isolation arddiag in teams. If teams express less inequality
aversion than their members’ initial proposalss ot because bargaining makes people more
self-oriented; it is because socially oriented peapflate the degree of guilt and envy in their
initial proposals compared to their choices madsaiation in anticipation of the influence of
more selfish teammates. The team members who aeimeguality averse make more
concessions than the others in the aggregatiorepsod his finding suggests a possible bias in
the studies comparing individual and team decistbasassume that initial proposals reveal
individuals’ inner preferences. Initial proposaigter than decisions made in isolation are
motivated by strategic reasoning in the absenaefofmation about the others’ preferences
rather than by social image. During the aggreggtimeess, the individuals with median
inequality aversion preferences impose the teansioec

We acknowledge that the absence of major differentéhe degree of inequality aversion
between teams and individuals may be driven bymalbaun of features in our design. First,
individuals bargain in teams without being abledonmunicate freely with their teammates.
Therefore, the pressure of the group and grougkitignare probably less intense than when
verbal deliberations are possible. The lack obakdeliberation may explain the difference
between our results and those of Balafoetas. (2014), who give their subjects the opportunity
to chat. An extension of our experiment could esplarious modes of communication within

teams. Second, another extension could explore otbdes of aggregation for individual
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proposals, notably the majority rule. Third, wedfithat individuals strategically increase their
degree of envy or guilt at the onset of the aggregarocess to compensate for the expected
influence of more selfish teammates. This resuly bedriven by uncertainty about others’
social preferences. A natural extension would ctrdiinforming team members about the
individual preferences of each teammate before mga&ny proposal to reduce uncertainty.

We have conducted our experiment in China. Interglst our participants express levels of
inequality aversion similar to those seen in paréints in experiments conducted in Europe,
despite their exposure to different political almdreomic institutions. It would be interesting to
explore whether individual and group thinking arerensimilar in collectivist societies than in
more individualized societies. Addressing this gessuggests replicating this experiment in
other countries.

Finally, we found that the envy parameter predieisher individual nor team behavior.
Blancoet al (2011) also found no correlation between the uiadity aversion parameters at the
individual level and behavior in a public goods gaamd a sequential prisoners’ dilemma game.
This finding suggests that these parameters ajstii@aother social preferences (like negative
reciprocity) that do not play the same role infmeduction game. Alternatively, this lack of
correlation could result from the fact that preferes are not stable across games and over time.

Further investigations are needed to explore Hsisq.
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Appendix 1. Instructions for the I-NAT treatment (translated from Chinese: instructions
for the other treatments available upon request)

Welcome to this experiment. You have already eafiieduan for showing up on time. During today’s eripent,
you and the other participants will be asked to endécisions. If you read the following instructia@sefully, you
can earn a considerable amount of money dependitigeodecisions you and other participants makis.titerefore
important that you take your time to understand ith&ructions. Please do not communicate with theero
participants during the experiment. Should you hawg questions, please raise your hand. The expetars will
come to you and answer your question in private.

The experiment consists of several parts. In eachywu will be asked to make one or more decisidta will
receive specific instructions before each part iegihe instructions for different parts are diéfe; please read
them carefully. Your decisions and answers will agBmanonymous unless explicitly specified.

Note that your final earnings from the experimeiit e the sum of payoffs from all parts. All paynis in the
experiment are denoted in points. At the end ofekeeriment, points will be exchanged to Yuan aate ofl
points = 0.03 Yuan

Your experimental payoff plus the show-up fee w#l paid to you in cash in private in another rodrtha end of
the experiment, by an assistant who is not awatkeofontent of this experiment.

Please do not touch the computer before you ark ¢0] and please do not fold the screen duringetitee
experiment.

If you have finished reading these instructions dadiot have any question, please wait quietly e@tise, please
raise your hand and the experimenters will comgtoand answer your questions in private.

Part 1
In this part, there are two roles: Player A and/@ia.

Player A is asked to choose between two possilsigiltlitions of money between himself/herself analy@t B in
each of the 21 different decision problems.

Player B knows that A has been asked to make tthesisions, and there is nothing s/he can do bugpat¢bhem.

The role of each participant will be randomly detegred as Player A or Player B by the program atetin@ of the
experiment. Which role a participant plays will l@@manonymous.

Decisions

The 21 decision problems will be presented in atcligach decision problem will look similar to tfi@lowing
example:

Option X Option Y Player A’s decision
Player A's Payoff Player B's Payoff Player A's#thy Player B's Payoff (Choose X orY)
400 0 100 100 X Y

You will haveto make a decision in therole of Player A.

Hence, if in this particular decision problem ydwose Option X, you decide to keep the 400 poiotsybu, so
your paired Player B's payoff will be 0 points. Slanly, if you choose Option Y, you and your pairethyer B will
receive 100 points each.

The 21 rows will be displayed on the computer stsess illustrated in the below chart. The payaff©ption X are
always 400 points for Player A and 0 point for RlaB in all decision problems, while the payoffsOption Y are
the same for both Player A and Player B and thefigyary from 0 to 400 points in increments of @dints, in
decision problems #1 to #21.
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The 21 decision problemsfor Player A (Payoffsin point)

Decision Option X Option ¥ Player A’s decision
problem # Player A's Player B's  Player A’'s Player B's (Choose A or B)
Payoff Payoff Payoff Payoff
1 400 0 0 0 X Y
2 400 0 20 20 X Y
3 400 0 40 40 X Y
4 400 0 60 60 X Y
5 400 0 80 80 X Y
6 400 0 100 100 X Y
7 400 0 120 120 X Y
8 400 0 140 140 X Y
9 400 0 160 160 X Y
10 400 0 180 180 X Y
11 400 0 200 200 X Y
12 400 0 220 220 X Y
13 400 0 240 240 X Y
14 400 0 260 260 X Y
15 400 0 280 280 X Y
16 400 0 300 300 X Y
17 400 0 320 320 X Y
18 400 0 340 340 X Y
19 400 0 360 360 X Y
20 400 0 380 380 X Y
21 400 0 400 400 X Y

At the end of the experiment, the computer progvalirandomly assign you as the role of Player ARdayer B. If
you are assigned the role of Player A, your payalifbe determined as the amount you have chosePRlfoyer A.
If you are assigned the role of Player B, your fiaydll be determined as the amount your pairedipgrant has
chosen for Player B.

You will have to decide the number of the decigiooblem until which you choose Option X and aftdiich you
choose Option Y. You will have to enter an intelgetween 1 and 21 into one of the two boxes on gouarputer
screen as indicated below, to specify your decision

| choose Option X from decision problem# 1 todecision problem#[ __|.
| choose Option Y from decision problem#]| _ |to decision problem# 21 .

Once you enter a number in the range 1-20 in thd@rbthe first line, you must fill in the box inghsecond line with
the number equals to one plus the number in theitdke first line. This means that once you starchoose
Option Y in a decision problem, you are not allovtedwitch to choose Option X again in any decigooblems
occurring after this one.

You are also allowed to make the same choice f@latlecision problems.

If you always choose Option X, you enter the nunitiein the box in the first line. You must keep thex in the
second line blank.

If you always choose Option Y, you enter the nunibér the box in the second line. You must keephite in the
first line blank.

Examples
If you enter 21 in the box in the first line, idicates that you decide to choose Option X in &ld2cision problems.

If you enter 9 in the box in the first line and ih0the box in the second line, it indicates thah ylecide to choose
Option X from decision problem #1 to decision pehl#9 and Option Y from decision problem #10 toislen
problem #21.

If you enter 1 in the box in the second line, itlicates that you decide to choose Option Y in alld2cision
problems.

After you have made your choices, please validate gecision by clicking the “Validate” button oowr screen.

Payoff determination
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At the end of the experiment, the computer prognalirandomly pair you with another participanttime room and
will randomly assign the two roles. The computeygsam will randomly choose one of the 21 decisicobfems,
and the decision outcome in the chosen decisioblgmowill then determine your earnings. The matghand role
assignment will remain anonymous. You will make thexision as Player A, but the computer programhinig
assign you the role of Player B when determiningpffa. The assignment of roles is random and datslepend
on your decisions as Player A.

If you are assigned the role of Player A, you witeive the amount that you have chosen for PlAyar the
randomly selected decision problem, and the pepsdamed with you will receive the amount that yowd&a@hosen
for Player B.

If you are assigned the role of Player B, you wélteive the amount that the Player A whom you aieed has
chosen for Player B in the randomly selected dewiproblem.

Before this part begins, a few control question e asked to make sure that you have fully urtders these
instructions. If you have finished reading thesdrinctions and do not have any questions, pleagequigtly. The
control questions will be displayed on your screenn. Otherwise, please raise your hand and theriexgnters
will come to you and answer your questions in geva

Part 2

In this part, there are two roles: Player A and/@ia.
Player A is asked to choose one of 21 possibleiligtons of 400 points between her and Player B.

Player B knows that A has been asked to make ttlesisions, and may either accept the distributiossen by A
or reject it.

If Player B accepts A's proposed distribution, tHistribution will be implemented. If B rejects tlodfer, both
receive nothing.

The role of each participant will be randomly detered as Player A or Player B by the program atete of the
experiment. Which role a participant plays will @manonymous.

Decisions

The 21 decision problems for Player A and PlayaviBBbe presented in a chart. Each decision probhgthlook
similar to the following example:

Distribution chosen by Player A . . Player B’s decision
Player A’s Payoff  Player B's Payoff Option X Option ¥ (Choose X orY)

300 100 Reject Accept X Y

Y ou will have to make decisionsin theroles of both Player A and Player B.

In the latter case, you will have to decide whetlyeu reject or accept each of A’s possible 21 psepo
distributions. In this example, if you choose Opti, it rejects your paired Player A’s proposedriisition and
both of your payoffs will be 0 points. If you ch@®©ption Y, A’s proposed distribution is acceptgdy will
receive 100 points and your paired Player A witleige 300 points.

The following chart showing the 21 decision proldewill be displayed on your computer screen. Thel@dision
problems illustrate the 21 possible distributioris460 points proposed by Player A, respectivelyr Becision
problems #1 to #21, the payoff distributed to Ptafgeduces from 400 to 0 in increments of 20 pxinthile the
payoff distributed to Player B increases from @@ in the same increments of 20 points.

36



The 21 decision problemsfor Player B (Payoffsin point)
Distribution proposed by

Decision Player A , . Player B’s decision
pro#blem Player A's Player B's Option X Option Y (C)P/mose XorY)
Payoff Payoff
1 400 0 Reject Accept X Y
2 380 20 Reject Accept X Y
3 360 40 Reject Accept X Y
4 340 60 Reject Accept X Y
5 320 80 Reject Accept X Y
6 300 100 Reject Accept X Y
7 280 120 Reject Accept X Y
8 260 140 Reject Accept X Y
9 240 160 Reject Accept X Y
10 220 180 Reject Accept X Y
11 200 200 Reject Accept X Y
12 180 220 Reject Accept X Y
13 160 240 Reject Accept X Y
14 140 260 Reject Accept X Y
15 120 280 Reject Accept X Y
16 100 300 Reject Accept X Y
17 80 320 Reject Accept X Y
18 60 340 Reject Accept X Y
19 40 360 Reject Accept X Y
20 20 380 Reject Accept X Y
21 0 400 Reject Accept X Y

In therole of Player A, you will have to decide how to distribute 400rsipayoff between Player A and Player B
as stated in one of the 21 decision problems. Yitihave to enter an integer between 1 and 21 énbitix on your
computer screen as indicated below, to specify gegision.

| decide to distribute the 400 points payoff between me and my paired Player B as the way stated in
decision problem #[ __|.

In the role of Player B, you will have to decide whether you reject oregatceach of A’s possible 21 proposed
distributions. You will have to decide the numbértlee Player A’s proposal until which you rejectajtr A's
proposals (i.e., choose Option X) and after whigh siccept Player A’'s proposals (choose Option Bu Will have

to enter an integer between 1 and 21 into one ®ftfo boxes on your computer screen as indicatémivbéo
specify your decision.

| rgject the distribution (choose Option X) as shown from decision problem # 1 to decision problem
#

| accept the distribution (choose Option Y) as shown from decision problem #[ | to decision problem #
21.

Once you enter a number in the range 1-20 in thd@rbthe first line, you must fill in the box inehsecond line with
the number equals to one plus the number in therbthe first line. This means that once you starccept Player
A’s proposal in a decision problem, you are nobvatd to switch to rejecting the proposals agaiang decision
problems occurring after this one.

You are also allowed to make the same choice f@latlecision problems.

If you always reject the proposals of Player A, ymier the number 21 in the box in the first lifeu must keep
the box in the second line blank.

If you always accept the proposals of Player A, gater the number 1 in the box in the second Nuoal must keep
the box in the first line blank.

Examples
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If you enter 21 in the box in the first line, itdicates that you decide to reject Player A’s prafogchoose Option
X) in all 21 decision problems.

If you enter 9 in the box in the first line and ib0the box in the second line, it indicates thati yiecide to reject
Player A’'s proposals (choose Option X) from decigiwoblem #1 to decision problem #9 and accepptbposals
(choose Option Y) from decision problem #10 to dieci problem #21.

If you enter 1 in the box in the second line, illicates that you decide to accept Player A’'s pralsoéchoose
Option Y) in all 21 decision problems.

After you have made your choices, please validate gecisions by clicking the “Validate” button gour screen.

Payoff determination

At the end of the experiment, the computer prognalirandomly pair you with another participanttime room and
randomly assign the two roles. The assigned raidsdacision outcomes of the two matched particgparnll then
determine your earnings. The matching and theasséggnment will remain anonymous.

If you are assigned the role of Player A at the @ntthe experiment, you will receive the payoff yioave chosen for
yourself only if your paired person B accepts yofier. Otherwise, both will receive nothing.

If you are assigned the role of Player B at the @hthe experiment, you will receive the payoffitlyaur paired
Player A has chosen for B, only if you accept fiaticular offer. Otherwise, both will receive niity.

Before this part begins, a few control questiont e asked to make sure that you have fully urtdecs these
instructions. If you have finished reading thesstrimctions and do not have any question, pleasequaétly. The
control questions will be displayed on your screeon. Otherwise, please raise your hand and theriexgnters
will come to you and answer your questions in geva

Part 3

This part isidentical to Part 1, with one exception. The only difference from Part 1 is that you aoevra member
of a team, and your team must make team decismntyj as one decision-maker. Your team consistshofe
participants in this room.

Please note that your team consists of membersthéthD numbers I, II, and Ill. The other two memrdba your
team are seated next to you in the same row. Mesripdrand 11l are seated at the left, middle aigtht of the row,
respectively. For example, if you are seated afahéght of your row, the two persons to yout igbm left to right
are members | and Il, respectively. If you are eg@ the middle of your row, the persons to yaiir &nd right are
members | and Ill, respectively. If you are seadethe far-left of your row, the two persons to yaght from left
to right are members Il and Ill, respectively. Theach member’s proposal will be identified by the other
members by his ID number.

In the role of Player A, your team has to make léective team decision on the number of the denigmblem
until which you choose Option X and after which ythoose Option Y.

Player B makes no decisions.

At the end of the experiment, the computer progwalinrandomly assign your team the role of Playeothe role
of Player B.

The three members of the team must propose indilidtoposals and to enter them on their computeress
independentlyUnanimity isrequired for the three membersto reach a collective team decision. The following
procedure determines the team decision:

- The three individual proposals will be simultandgulsplayed on all members’ screens.

- If the three proposals are not identical, a newppsal round starts. Each member must enter a new
proposal. Each member may choose the same pragosaprevious rounds or make a different proposal.

- This team decision-making procedure must be regeatgil all team members propose an identical
number. This proposal will be automatically conedrinto the team’s decision.

- Members have unlimited number of rounds to entev peoposalsn a 10 minute window. Proposals
made by each member during previous rounds carbbereed in the proposal history box on the right-
hand side of the screen.

- If team members have not reached an identical gadpafter 10 minutes, the computer program will
randomly select one of the possible decisions esethm decision.
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Please note that members are not allowed to conuatenorally during the entire experiment.

Payoff determination

The rules of payoffs determination are identicahtat inPart 1

Please note that each member of the team willvedbe determined payoff rather than sharing thisunt. That is,
for the selected decision, each member in your w@aineceive this amount.

If you have finished reading these instructions dodnot have any questions, please wait quiethe dacision-
making screen will be displayed soon. Please gmter proposal as if you were Player A for this p&therwise,
please raise your hand and the experimenters @vitlecto you and answer your questions in private.

Part 4

This part is identical to Part 2, with one exception. The only difference from Part 2 is that now yoill e
teamed up with the same two other members witlséngee ID numbers as Fart 3, and your team must make team
decisions jointly as one decision-maker.

In the role of Player A, your team will make a eclive team decision for the distribution of 400n® payoff
between Player A and Player B as stated in onleeo?1 decision problems.

In the role of Player B, your team will make a eotive team decision on the numbetlé Player A’s proposal
until which you reject Player A’s proposals (cho@3ption X) and after which you accept Player A'sgwsals
(choose Option Y).

At the end of the experiment, the computer progratinrandomly assign your team the role of Playeothe role
of Player B.

The three members of the team must propose indiVidtoposals and to enter them on their computeress
independentlylUnanimity isrequired for thethree membersto reach a collective team decision.

The procedure to determine team decisions is idanto that inPart 3. In the role of Player A, members have
unlimited number of rounds to enter new proposala L0 minute window. If team members have nothredan
identical proposal after 10 minutes, the computeggam will randomly select one of the possibleisiens as the
team decision.

In the role of Player B, the same procedure applieasm members have again 10 minutes maximum th raa
identical proposal, otherwise the computer progvdalrandomly select one decision as the team d&tis

Payoff determination

The rules of payoffs determination are identicahtat inPart 2

Please note that each member of the team willvedbe determined payoff rather than sharing thisunt. That is,
for the selected decision, each member in your weaineceive this amount.

If you have finished reading these instructions dodnot have any questions, please wait quiethe dacision-
making screen will be displayed soon. Please gmar proposals as if your team was Player A angdr|,

respectively, for this part. Otherwise, pleaseeaisur hand and the experimenters will come to god answer
your questions in private.

Part 5

You are a member of the same team with the twor atteenbers with the same ID numbers aPants 3 and 4In
this part, your team will participate in a prodoctigame.

The production game involves two working teams,ni@aand Team B, who are in charge of DepartmerasdL2,
respectively. Each team chooses an effort levelirf{ggger between 0 and 100 that is a multiple ofi®), 0, 10,
20, ..., 100), which will determine the productiditie department the team is in charge of. A teaotal income
from this game consists of four parts: (1) Baslarya (2) A bonus dependent on the production gb@ement 1; (3)
A bonus dependent on the production of Departmel{2Effort cost, which is dependent on team’s os¥fort
level. We introduce each part in turn.

1. Basicsalary. The basic salary is 200 points for Team A andidtfor Team B.

2. Bonus 1. The production of Department 1 will be equallyided between Team A and Team B as Bonus 1.
Production is wholly determined by Team A'’s efflael. The higher the effort level Team A choodhks,
more Department 1 produces, and, hence, the |B@yars 1 received by both Team A and Team B .

39



3. Bonus 2. The production of Department 2 will be equallyided between Team A and Team B as Bonus 2.
Production is wholly determined by Team B'’s effiertel. The higher the effort level Team B chooglks,
more Department 2 produces, and, hence, the |1B@aus 2 received by both Team A and Team B .

4. Effort cost. A team bears the cost of each unit of effort tripto the department’s production. Each unit
of effort in Department 1 costs Team A 2 pointscheanit of effort in Department 2 costs Team Boinp

For each team, the total payoff from the productiame is represented by the following equation:
Total income = Basic salary + Bonus 1+ Bonus 2 - Effort cost.

Please note that, because Team A’s basic sal&@0spoints while Team B’s is 0, total income foraiie A is
always higher than Team B regardless of the elfoetls chosen by Team A and Team B. Of courseglifiference
varies with different effort levels chosen by thetteams.

After you enter an effort level, you can immedigtelew the corresponding potential amount of boand effort

costs displayed. You may test different effort lewe observe the corresponding variation in totabme for Team
A and Team B. When make your final decisions, emsluat the numbers in the boxes are correct, agsbgSubmit”
at the bottom of the page.

In this part, you will be randomly paired and assig the role of Team A or Team B. The results ef fidindom
pairing and role assignment will remain anonymauc w&ill not be revealed until the end of the expmmt. For this
reason, every participant is asked to make a adeciss Team A and Team B. At the end of the expaeimeur
decisionfor Team A'’s effort level will only apply if you arassigned the role of the Team A, otherwise, if goe
assigned the role of Team B, your decision for T@&sreffort level will adopted.

Team decisions

The three members of the team must propose indiligmoposals and to enter them into their computers
independently.Unanimity is required for the three members to reach a collective team decision. Team
members must propose individual proposals simuttaslg in both the roles of Team A and Team B onshme
computer screens. The procedure to determine teaisions is identical to that Parts 3 and 4

In the roles of Team A and Team B, members havanited number of rounds to enter new decisioms 20
minute window.

If team members have not reached identical dedsionthe roles of the two types of working teamteraR0
minutes, the computer program will randomly setewt of the possible decisions as the team decisiorieam A
and for Team B, respectively.

Payoff determination

Each of the members will receive the determinedfidgr a working team rather than sharing this amo That is,
for the selected decision, each of the membersim feam will receive this amount.

If you have finished reading these instructions dodnot have any questions, please wait quietlye d@écision-

making screen will be displayed soon. Please eydar proposals as if your team was Team A and T&m
respectively, for this part. Otherwise, pleaseeaisur hand and the experimenters will come to god answer
your questions in private.
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Appendix 2. Tablesand Figures

Table Al. Influence of the type of decision andtaf treatment on the disadvantageous and advantsgeo
inequality aversion (envy and guilt) parameters

Variables Envy parametero) Guilt parameter £)
(2) (2) 3) 4)
Ref.: First individual decision in || - - - -
Second decision in |-l -0.036 -0.033 0.008 0.007
(0.219) (0.159) (0.036) (0.032)
Individual decision in I-AT 0.111 0.111 0.062 0.055
(0.327) (0.242) (0.053) (0.048)
Initial proposal in I-AT 0.622* 0.485** 0.095* 0.085*
(0.326) (0.241) (0.053) (0.048)
Team decision in I-AT 0.583 0.487* 0.043 0.039
(0.380) (0.279) (0.061) (0.055)
Individual decision in I-NAT -0.121 -0.079 0.001 0.001
(0.318) (0.236) (0.053) (0.047)
Initial proposal in I-NAT 0.338 0.308 0.088* 0.079*
(0.318) (0.236) (0.053) (0.047)
Team decision in I-NAT 0.281 0.285 0.087 0.078
(0.365) (0.269) (0.061) (0.054)
Individual decision in NAT-I 0.016 0.0305 -0.099* -0.089*
(0.321) (0.238) (0.053) (0.047)
Initial proposal in NAT-I 0.379 0.301 -0.071 -0.063
(0.321) (0.238) (0.053) (0.048)
Team decision in NAT-I 0.063 0.120 -0.144** -0.129**
(0.370) (0.272) (0.062) (0.055)
Constant 0.905*** - 0.471*** -
(0.260) (0.043)
Observations 726 77276 754 76504
Left-censored observations - 83 - oc
Right-censored observations - 318 - 330
(N:ﬁ_mber of subjects 318 <0.001 330 <0.001
i-squared test - -
Log-likelihood i - -128.100
1209.036

Notes Regressions (1) and (3) are random-effects iatengression models. Regressions (2) and (4)aadom-effects
tobit models based on point estimates. Reportagegadre marginal effects. Standard errors arerenfizeses. ***
indicate significance at the 0.01 level, ** at ;@5 level, * at the 0.10 level.
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Table A2. Comparisons among individual and teamst®mts based on the estimates of Table pd (
valuefrom Chi-squared tests)

Envy parameterd) Guilt parameter £)
(1) (2) (3) (4)

TDvs ID in I-AT 0.067* 0.043** 0.635 0.634
TDvs ID in I-NAT 0.092* 0.034** 0.028** 0.028**
TD vs ID in NAT-I 0.846 0.609 0.267 0.266
[IPvs ID in I-AT 0.003*** 0.002*%** 0.207 0.206
[IP vs ID in I-NAT 0.003*** 0.001*** 0.001***  0.001***
[IP vs ID in NAT-I 0.023** 0.019** 0.283 0.282
TD vs lIP in I-AT 0.878 0.990 0.193 0.192
TD vs.lIP in I-NAT 0.810 0.893 0.974 0.977
TD vs IIP in NAT-I 0.196 0.306 0.071* 0.070%
(TD-ID) in I-AT vs (TD-ID) in I-NAT 0.841 0.962 0.060* 0.059*
(TD-ID) in I-NAT vs (TD-ID) in NAT-I 0.298 0.264 0.020** 0.020**
(IIP-ID) in I-AT vs (lIP-ID) in I-NAT 0.819 0.936 0.136 0.136
(IIP-ID) in I-NAT vs (lIP-ID) in NAT-I 0.667 0.467 0.106 0.106
(TD-IIP) in I-AT vs (TD-IIP) in I-NAT 0.960 0.920 0.366 0.364
(TD-1IP) in I-NAT vs (TD-IIP) in NAT-I 0.448 0.522 0.202 0.201
ID first timevs ID second time in |- 0.869 0.836 0.832 0.832
IDinl-l vs ID in I-AT 0.735 0.646 0.244 0.243
ID in |-l vs ID in I-NAT 0.705 0.737 0.988 0.987
ID in |-l vs ID in NAT-I 0.960 0.898 0.063* 0.062*
ID in I-AT vs ID in I-NAT 0.393 0.341 0.161 0.161
ID in I-AT vs ID in NAT-I 0.729 0.690 <0.001*** <0.001***
ID in I-NAT vs ID in NAT-I 0.604 0.574 0.022** 0.021**

Notes Models (1) and (3) are based on the Intervaleggjons of Table A1 and models (2) and (4) ondbé t
models based on point estimates of Table Al. *Higate significance at the 0.01 level, ** at th@3level, * at the
0.10 level. ID for individual decisions, IIP fordividual initial proposals, and TD for team deciso
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Table A3. Interval regressions of the envy andtquarameters, by treatment

Envy parameterd) Guilt parameter £)
Indiv. Ind. initial Team Pooled indiv. Indiv. Ind. initial Team Pooled indiv.
decision  proposal  Decision decision & indiv. Decision  proposal decision  decision & indiv.
(1) (2) 3) initial prop. (4) (5) (6) 7 initial prop. (8)
Team decision first -0.022 -0.093 -0.183 -0.167 -0.139**  -0.075**  -0.092*** -0.168***
(NAT-I treatment) (0.214) (0.238) (0.271) (0.257) (0.040) (0.029) (0.024) (0.037)
Non-anonymity - 0.012 0.148 - - 0.004 0.062 -
(0.246) (0.486) (0.029) (0.068)
Individual decision- - - - -0.540* - - - -0.089*
making (0.321) (0.047)
Number of males in the - - 0.174 - - - -0.017 -
team (0.274) (0.036)
Number of males in the - - -0.015 - - - -0.024 -
team * Non-anonymity (0.326) (0.044)
o in individual decision - 0.871*** - - - - - -
(0.072)
S in individual decision - - - - - 0.697*** - -
(0.042)
Team meam in - - 0.913*** - - - - -
individual decision (0.127)
Team meaff in - - - - - - 0.862*** -
individual decision (0.096)
Male -0.017 0.260 - 0.157 -0.068* -0.035 - -0.069**
(0.205) (0.208) (0.237) (0.038) (0.025) (0.034)
Rural register -0.217 0.075 - -0.088 -0.044 0.079*** - -0.087**
(0.216) (0.222) (0.249) (0.040) (0.026) (0.035)
Number of close 0.045 0.066 - 0.090* 0.018* 0.008 - 0.017**
friends (0.042) (0.045) (0.049) (0.008) (0.005) (0.007)
Acquaintances in the -0.105 -0.258 - -0.395 -0.040 0.048* 0.013
session (0.210) (0.215) (0.243) (0.040) (0.026) (0.035)
Other controls Yes Yes No Yes Yes Yes No Yes
Constant 0.438 0.024 -0.247 0.564 0.185 0.063 0.120* 0.137
(1.324) (1.328) (0.408) (1.550) (0.238) (0.154) (0.071) (0.215)
Observations 318 270 90 318 330 282 94 330
Chi-squared 0.975 0 2.20e-08 0.242 0.095 0 0 9.83e-05
Log-likelihood -951.452 -681.244  -234.027 -900.767 -985.559 -714.195 -231.250 -965.465
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Notes Marginal effects are reported and standard emiogsin parentheses. *** indicates significancehat 0.01 level, ** at the 0.05 level, * at the 0l&®el. The other
control variables include age, Han ethnicity, numbgsiblings, importance of social image, havidgeady participated in an experiment, occupatiazlivity while
studying, being a member of the Communist partydyshg economics, years of education, family simenber of siblings, income.
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Production Game

Worker A's Decision

Suppose you are Worker A. Your effort level will influence the
payoffs of you and your paired participant (Worker B).

Draw the scrollbar to choose your decision on Worker A's effort
level

In the table below the scrollbar, the amount of Bonus 1 and the
effort cost due to your chosen effort level is displayed

Worker A's Effort © 1 21 100
Level

Worker A's Effort: 8o

Bonus 1 for each worker: 128

Effort cost for Worker A 160

Basic Salary+Bonus 1-Effort cost 168

for Worker A :
Basic Salary+Bonus 1 128

for Worker B

Note that earnings may also be affected by Worker B's
decision.

Worker B's Decision

Suppose you are Worker B. Your effort level will influence the
payoffs of you and your paired participant (Worker A).

Draw the scrollbar to choose your decision on Worker B's effort
level

In the table below the scrollbar, the amount of Bonus 2 and the
effort cost due to your chosen effort level is displayed

Worker B's  Effort © -+l |l w00
Level
Worker B's Effort: 30
Bonus 2 for each worker: 56
Effort cost for Worker B 30
Basic salary+Bonus 2 256
for Worker A:
Basic salary+Bonus 2-Effort cost 26
for Worker B

Note that earnings may also be affected by Worker A's
decision.

Press OK to submit your final decisions on the effort levels of Worker A and Worker B.

Figure Al. Screenshot of the individual Product&ame
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Figure A2.a-f joint distribution for individual decisions (IDpdividual initial proposals
(IIP) and team decisions (TD)
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